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In this paper, we study the dynamics of a trapped atom interferometer with internal state labeling in the
presence of interactions. We consider two situations: an atomic clock in which the internal states remain
superposed, and an inertial sensor configuration in which they are separated. From the average spin evolution,
we deduce the fringe contrast and the phase shift. In the clock configuration, we recover the well-known identical
spin rotation effect (ISRE) which can significantly increase the spin coherence time. We also find that the
magnitude of the effect depends on the trap geometry in a way that is consistent with our recent experimental
results in a clock configuration [M. Dupont-Nivet, R. Demur, C. I. Westbrook, and S. Schwartz, New J. Phys.
20, 043051 (2018)], where ISRE was not observed. In the case of an inertial sensor, we show that despite the
spatial separation it is still possible to increase the coherence time by using mean field interactions to counteract
asymmetries of the trapping potential.

DOI: 10.1103/PhysRevA.103.023321

I. INTRODUCTION

Trapped cold atom interferometers play an important role
in the realization of sensing devices such as atomic clocks
[1,2], accelerometers [3,4,6–8], gyroscopes [9,10], and mag-
netometers [11,12]. In such devices, as compared for example
with interferometers using free-falling atoms, the confine-
ment typically results in higher atom densities, hence stronger
atom-atom interactions [13,14]. The latter typically result in
dephasing between atoms, which tend to limit the coherence
of the interferometer phase [15,16], but they can also be used
to improve performance through squeezing [17–22]. More-
over, in atom chip based atomic clocks, interactions have been
shown to result in remarkably long (more than one minute)
spin coherence times owing to the “identical spin rotation
effect” (ISRE) [23–25].

The ISRE, which results from collisions between identical
particles within a quantum gas [26–28], has implications far
beyond trapped atom interferometers. It was first recognized
to play an important role in the physics of spin polarized
quantum gases such as hydrogen and helium 3 through spin
waves [26–32]. It was later observed in cold atom ensembles
where it resulted in spin segregation effects [33–35]. Working
in a different regime in terms of collision rate and inhomo-
geneities, the authors of Ref. [23] observed that it could lead
to extended coherence times, which stimulated further theo-
retical work [36]. We will follow the approaches developed
by these authors in the following.

*Corresponding author: matthieu.dupontnivet@thalesgroup.com

The trapped atom inertial sensors (accelerometers and gy-
roscopes) described in references [3,4,37] (see also Fig. 1)
resemble atomic clocks in that they depend on the creation of
superpositions of different internal states (hereafter noted as
|↑〉 and |↓〉). However, unlike clocks, they also require that the
two internal states be spatially separated and later recombined
[3,38] [see Fig. 1(b3)]. Therefore one does not expect the
ISRE to have the same consequences as for trapped atomic
clocks. In the absence of interactions, we have shown that the
coherence time for trapped atom interferometers with spatial
separation, defined by the decay time of the fringe contrast,
was governed by the asymmetry in the trapping potentials of
the two arms [4,5]. One objective of this manuscript is to study
how the presence of interactions affects those predictions.
Another objective is to study the link between ISRE and the
geometry of the trapping potential in the clock configuration,
motivated by the fact that ISRE was not observed in our recent
experiments [5] despite the similarity of our apparatus to that
of Ref. [23]. We therefore have undertaken a theoretical study
of a trapped spinor gas, deriving an equation for the time
evolution of the average spin in the presence of atom-atom
interactions for several trapping geometries with and without
spatial separation of the two internal states. We have identified
the differences between our geometry and that of Ref. [23]
which account for the absence of extended coherence time in
our case [5]. For the trapped atom inertial sensor, we find that
ISRE does not play an important role, as expected. Still, the
analysis illustrates a potentially useful effect of interactions
when the two spin states are separated: if the traps are not
exactly identical, the presence of mean field shifts can be

2469-9926/2021/103(2)/023321(17) 023321-1 ©2021 American Physical Society

https://orcid.org/0000-0002-0617-9852
https://orcid.org/0000-0002-6490-0468
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.103.023321&domain=pdf&date_stamp=2021-02-19
https://doi.org/10.1088/1367-2630/aabc72
https://doi.org/10.1103/PhysRevA.103.023321


DUPONT-NIVET, WESTBROOK, AND SCHWARTZ PHYSICAL REVIEW A 103, 023321 (2021)

(a1)

(b1)

(b5)

(b
)

(a
)

(b6)

(b2) (b3) (b4)

(a2) (a3) (a4)

FIG. 1. Schematic diagram of the Ramsey interferometer protocols considered in this paper. (a) Atomic clock configuration: internal states
are not spatially separated. (b) Inertial sensor with spatial separation of the two states. In the clock, a typical sequence is as follows: (a1) the
atomic cloud is prepared in internal state |↑〉. (a2) A first π/2 pulse puts the atoms in a coherent superposition of the two internal states |↑〉 and
|↓〉. (a3) The two states remain overlapped and are allowed to evolve. (a4) A second π/2 pulse closes the interferometer. In the case with spatial
separation, a typical sequence is (b1) the atomic cloud is prepared in internal state |↑〉. (b2) A first π/2 pulse puts the atoms in a coherent
superposition of the two internal states |↑〉 and |↓〉. (b3) The two trapping potentials V↑(�r, t ) and V↓(�r, t ) spatially separate the two internal
states. (b4) The two internal states evolve while held apart, (b5) the two clouds are brought together again. (b6) A second π/2 pulse closes
the interferometer. The size of the blue (orange) shaded-disc, represents the population in state |↑〉 (|↓〉). The blue (orange) arrows indicate the
direction of the displacement of the trap V↑(�r, t ) (V↓(�r, t )).

used to partially compensate for the dephasing induced by the
trapping potential.

This paper is organized as follows. In Sec. II, we describe
the Hamiltonian for the one atom average spin that we use to
model the system. The results for the one atom average spin
evolution equation are summarized in Sec. III for the clock
and for the inertial sensor configurations. The derivations of
these results are given in Appendices A and B. These equa-
tions require the computation of the atom-atom interaction
kernel, which we do in Sec. IV for three different interaction
geometries: plane waves, a one dimensional harmonic trap
and a three dimensional isotropic harmonic trap. Section V
links the one atom average spin to the contrast and the phase
shift of an interferometer. We also perform numerical studies
of the contrast and phase shift. We show that the ISRE in
the clock configuration is much less important in a spherical
geometry. In the case of the inertial sensor, we show how one
can actually increase the contrast decay time by using a spin
mixing pulse area which is different from π/2 pulse, building
on mean field interactions in the trap. Calculation details are
given in Appendices A and B. Appendices C and D give a
generalization of results of Sec. III.

II. PROBLEM DEFINITION

We start by considering an atom in a gas of N identical
atoms. We label this trial atom by 1. The dynamics of the
mean of the spin operator of the trial atom �S1 is given by the

Ehrenfest theorem:

d

dt
〈�S1〉 = i

h̄
〈[Ĥ , �S1]〉 +

〈
∂ �S1

∂t

〉
, (1)

where Ĥ is the Hamiltonian describing our system. The one
atom spin �S1 can be written in the basis {| ↑〉, | ↓〉} in terms of
Pauli matrices:

�S1 = 1
2

(
σ 1

x �ex + σ 1
y �ey + σ 1

z �ez
)
, (2)

with

σx =
(

0 1
1 0

)
, σy =

(
0 −i
i 0

)
,

σz =
(

1 0
0 −1

)
, Id =

(
1 0
0 1

)
. (3)

A. Model for the Hamiltonian

We write the Hamiltonian of our system of N atoms
trapped in the state dependent potentials V↑(�r) and V↓(�r) as

Ĥ = Ĥmean
0 + Ĥdiff

0 + Ĥint, (4)

where

Ĥmean
0 + Ĥdiff

0 = p̂2

2m
[|↑〉〈↑| + |↓〉〈↓|]

+V↑ (̂�r)|↑〉〈↑| + V↓ (̂�r)|↓〉〈↓|
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corresponds to the total energy of one atom without taking
into account the interactions. The operators �̂p and �̂r corre-
spond the momentum and position respectively. We suppose
that the two trapping potentials V↑(�r) and V↓(�r) are harmonic
but slightly different, so that the vibrational frequencies are
not equal: ω

j
↑,↓ = ω j ± δω j/2, j stands for the space coor-

dinate ( j = {x, y, z}). We define En = ∑
j h̄ω j (n j + 1/2) and

�(En) = ∑
j δω j (n j + 1/2), where n = (nx, ny, nz ). To sim-

plify the discussion we will suppose that the two potentials are
similar enough that the vibrational eigenstates, noted |φEn〉,
can be considered to be the same in the two wells. This
assumption is lifted in Appendix D. We can then write the
first two terms of the Hamiltonian as

Ĥmean
0 =

∑
E

E (|φE〉|↑〉〈↑|〈φE | + |φE〉|↓〉〈↓|〈φE |)

=
∑
E

E |φE〉Id〈φE |, (5)

where we discard the subscript n to simplify the notation, and

Ĥdiff
0 =

∑
E

h̄�(E )

2
(|φE〉|↑〉〈↑|〈φE | − |φE〉|↓〉〈↓|〈φE |)

=
∑
E

h̄�(E )

2
|φE〉σz〈φE |. (6)

The sum
∑

E runs over all states |φE〉 and can include degen-
eracies.

Under the assumption that δω/ω � δω j/ωi for j = x, y, z,
the energy difference between the states |φE〉| ↑〉 and |φE〉| ↓〉
can be written as

�(E ) = E
kBT tc

, (7)

where we have assumed the atoms are at a temperature T and
introduced a coherence time [4]

tc = 1

δω

h̄ω

kBT
. (8)

Here kB is the Boltzmann constant, and we will use E to
denote the energy in units of kBT : E = E/kBT .

The third term of the Hamiltonian (4) corresponds to in-
teractions of the trial atom with the other atoms of the gas.
At the temperatures we are considering, these interactions can
be described entirely by s-wave collisions whose scattering
lengths will be denoted as a↑↑, a↑↓ and a↓↓. The interaction
Hamiltonian thus reduces to

Ĥint = 4π h̄2

m

1

2

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

N∑
j=2

↑∑
k=↓

↑∑
l=↓

× akl
{∣∣φE1+E3

〉
1|k〉11〈k|1

〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
j |l〉 j j〈l| j

〈
φE2

∣∣
+ ∣∣φE1+E3

〉
1|k〉11〈l|1

〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
j
|l〉 j j〈k| j

〈
φE2

∣∣},
(9)

where |k〉11〈k| ⊗ |l〉 j j〈l| (respectively |k〉11〈l| ⊗ |l〉 j j〈k|)
stands for collisions without (respectively with) spin exchange
between atoms 1 and j. IE1+E3,E2−E3

E1,E2
is the overlap of the wave

functions:

IE1+E3,E2−E3
E1,E2

=
∫

φ∗
E1+E3

(r)φ∗
E2−E3

(r)φE2 (r)φE1 (r)dr. (10)

As stated above, we assume φ
↑
E (r) = φ

↓
E (r), thus in

Eq. (10), we dropped the spin index of the atoms involved
in the collisions. In Appendix D, we give a more general
result in the case φ

↑
E (r) 
= φ

↓
E (r). As we will see in Sec. IV,

IE1+E3,E2−E3
E1,E2

contains information about the interaction geom-
etry.

B. Form of the density operator

We consider a thermal gas described by a Boltzmann
distribution e−E . If this gas is trapped in an isotropic, three di-
mensional harmonic trap and if kBT/h̄ω � 1, then the density
of states is given approximately by (kBT/h̄ω)3(E2/2). The
case of an anisotropic harmonic trap is discussed in Ref. [39],
and other densities of states can be used by replacing E2/2
with the appropriate terms. We write the one atom density
operator as:

ρ̂ =
∑

E

e−E |φE 〉|↑〉〈↑|〈φE |

=
∫

dE
E2

2
e−E |φE 〉|↑〉〈↑|〈φE |. (11)

The one atom density operator is normalized to have unit
trace. The effect of a π/2 pulse is modelled by: |↑〉 → (| ↑〉 −
i| ↓〉)/

√
(2) and |↓〉 → (| ↓〉 − i| ↑〉)/

√
(2). Unlike in refer-

ence [4], the effect of the phase of the π/2 pulse is not taken
into account because its does not dependent on the atom den-
sity and we are only interested in the effect of the atom-atom
interaction on the contrast decay and the phase shift. After the
first π/2 pulse, the density operator is

ρ̂ = 1

2

∑
E

e−E |φE 〉(Id − σy)〈φE |. (12)

C. Definition of the mean

We define the one atom average spin at the energy E of
the trial atom by writing the trace reduced to the subspace
|φE 〉〈φE |. For an operator X̂ it can be written as

〈X̂ (E )〉 =
∑

E ′
〈φE ′ |(|φE 〉〈φE |〈̂ρX̂ 〉s)|φE ′ 〉, (13)

where 〈·〉s is the mean over the spin space. Equation (1) can
be rewritten as

d

dt
〈�S1(E )〉 = i

h̄
〈[Ĥ , �S1(E )]〉 +

〈
∂

∂t
�S1(E )

〉
. (14)

Here, �S1 is a function only of the energy E because we
limit our investigation to a regime where an atom oscillates
many times in the trap before a collision (the “collisionless”
regime).
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III. COMPLETE EQUATION FOR THE ONE ATOM
AVERAGE SPIN

A. Case without spatial separation

Using Eqs. (A14) and (A15) from the Appendix, and defin-
ing 〈�S1(E )〉 = e−E 〈 �χ1(E )〉, we obtain the complete equation
of motion for the one atom average spin in the absence of
spatial separation of internal states:

d

dt
〈 �χ1(E )〉 =

∣∣∣∣∣∣
0
0

�(E )
∧ 〈 �χ1(E )〉 + 4π h̄aN

m

∫
dE ′ E

′2

2

× e−E ′
IE ,E ′
E ,E ′ 〈 �χ1(E ′)〉 ∧ 〈 �χ1(E )〉

− 1

τth

(
〈 �χ1(E )〉 −

∫
dE

E2

2
e−E 〈 �χ1(E )〉

)
,

(15)

with the thermal relaxation time

1

τth
= 32

3

√
πa2nvr, (16)

where vr = √
kBT/m is the thermal velocity and n =

N (m/(2πkBT ))3/2ωxωyωz is the average density. We have
expressed the sums over the energy as integrals over a density
of states in an isotropic three dimensional harmonic trap. The
first line of this equation describes the well-known result:
between the two π/2 pulses of a Ramsey interferometer, the
spin rotates in the equatorial plane around the vertical axis
of the Bloch sphere at a rate proportional to the energy dif-
ference between the states |φE 〉| ↑〉 and |φE 〉| ↓〉. Here, the
frequency of the π/2 pulse and its detuning from the |↑〉 ↔
| ↓〉 transition are not considered. The second line describes
the interaction-induced rotation of the one atom average spin
at energy E around its mean value over the energy weighted by
the wave function overlap. This is the identical spin rotation
effect [23,26,27]. The last line describes the collisional relax-
ation of the spin. This equation has been used, for example, in
Ref. [23] to fit the contrast decay of a trapped rubidium clock
in presence of identical spin rotation effect.

The second line of Eq. (15) for the evolution of the one
atom average spin takes the form of a pure rotation if the three
scattering lengths are equal and φ

↑
E (r) = φ

↓
E (r).

B. Case with spatial separation

If the two spin states are spatially separated during the hold
time, the identical spin rotation effect is absent and the spin
equation takes a simpler form. Equations from Appendix A
lead to the following expression for the one atom average spin:

d

dt
〈 �χ1(E )〉 =

∣∣∣∣∣∣
0
0

�(E )
∧ 〈 �χ1(E )〉 + 8π h̄aN

m

∫
dE ′ E

′2

2

× e−E ′
IE ,E ′
E ,E ′

∣∣∣∣∣∣
0
0

〈χ1z(E ′)〉
∧ 〈 �χ1(E )〉

− 1

τth

(
〈 �χ1(E )〉 −

∫
dE

E2

2
e−E 〈 �χ1(E )〉

)
. (17)

We assume that the time necessary to separate the spins is
short compared to the contrast decay time (see Ref. [4]),
therefore we neglect the identical spin rotation effect while
the spins are in contact during the separation [Fig. 1(b3)] and
the recombination [Fig. 1(b5)] stages of the interferometer.

The results of this paper are not limited to the case of
rubidium 87, Appendix B extends the results to other atomic
species in which a↑↓ 
= a↑↑ 
= a↓↓, and Appendix D considers
the case when the three interaction lengths are different and
φ

↑
E (r) 
= φ

↓
E (r).

IV. INTERACTION KERNEL K(E, E ′ )

To perform numerical studies of the evolution of the one
atom average spin and show how its evolution varies with
the trapping geometry, we need IE ,E ′

E ,E ′ as an explicit function
of energy. To this purpose we define the interaction kernel
K (E , E ′) as

IE ,E ′
E ,E ′ = K (E , E ′)

Veff
, (18)

where Veff is a volume and K (E , E ′) is dimensionless.
Three different interaction geometries will be considered:

(i) a free gas, (ii) a gas trapped in a one dimensional harmonic
potential, and (iii) a gas trapped in a three dimensional har-
monic isotropic potential.

A. Free gas

The simplest example is a free gas in a box with an effec-
tive volume Veff . The atom wave functions are plane waves:

φE (r) = 1√
Veff

ei�k�r with k ∝
√

E , (19)

leading to

IE ,E ′
E ,E ′ = 1

Veff
, (20)

The interaction kernel is K (E , E ′) = 1, and was used, for
example, in Ref. [23].

B. One-dimensional trap

References [23,24,40] discussed the case of a gas trapped
in a cigar shaped harmonic potential with transverse and axial
confinement frequencies of ω⊥ and ω‖, and with ω⊥ � ω‖,
under the assumption that, in the transverse direction, only the
ground state is populated. In the axial direction, we use the
WKB approximation [41–43] for the wave function, leading
to φE (x, y, z) = g(x)g(y) fE (z) with

g(x) =
(

mω2
⊥

πkBT

)1/4

exp

(
− mω2

⊥
2kBT

x2

)
, (21)

fE (z) =
(

m

2

)1/4√
ω

π

1(
kBT E − mω2

‖
2 z2

)1/4

× exp

{
± i

h̄

∫
dz

√
2m

(
kBT E − mω2

‖
2

z2

)

− i

h̄
kBT Et

}
, (22)
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where E is still in units of kBT . After some straightforward
integration, one finds

IE ,E ′
E ,E ′ = K (E , E ′)

Veff
,

with

1

Veff
=

(
m

2πkBT

)3/2

ω⊥ω⊥ω‖

and

K (E , E ′) = 1

π3/2E1/2
m

∫ π/2

−π/2

dθ( |E−E ′|
Em

+ cos2 θ
)1/2 , (23)

where Em = min(E , E ′) and Veff is the effective volume of the
harmonic trap [40,44]. We find the interaction kernel K (E , E ′)
used in reference [40]. In the last equation, K (E , E ) is unde-
fined for E = E ′. However, IE ,E

E ,E is well defined and finite.
Because 〈 �χ1(E )〉 ∧ 〈 �χ1(E )〉 = 0, we will add the condition
K (E , E ) = 0 for the numerical studies of Sec. V.

C. Three-dimensional trap

In the three-dimensional case, the WKB approximation can
be extended [45–49], but is cumbersome to use. We rather
approximate the wave function φE (r) with the product of one
dimensional WKB wave functions along each Cartesian axis:

φE (x, y, z) = fE/3(x) fE/3(y) fE/3(z). (24)

We have assumed an isotropic partition of the energy between
the Cartesian axes. After some straightforward integration, we
obtain

IE ,E ′
E ,E ′ = K (E , E ′)

Veff
,

with

1

Veff
=

(
m

2πkBT

)3/2

ω3

and

K (E , E ′) = 33/2

π9/2E3/2
m

⎡⎣∫ π/2

−π/2

dθ( |E−E ′ |
Em

+ cos2 θ
)1/2

⎤⎦3

. (25)

To go beyond these previous approximations for the wave
function and to compute the interaction Kernel with the exact
wave function, Eqs. (15) and (17) must be rewritten as a
function of the wave function quantum number and not as a
function of the energy. This is done in Appendix C.

V. NUMERICAL STUDIES

We now apply the previous results to the interferometer
described in the introduction and in Fig. 1. We will derive
two characteristics of the interferometer: the contrast and the
phase shift. The contrast decay time determines how long the
phase can be accumulated and thus what sensitivity can be
ultimately reached. The phase shift result from the cumulated
effect of interactions and potential difference precession rate
�(E ). This quantity can be compared to the “useful” part
of the phase shift (the one containing the quantity being

measured) to determine at what level parameters such as the
density and potential difference precession rate need to be
stabilized.

Equation (12) gives the density operator just after the first
π/2 pulse. To find the contrast and the phase shift in terms
of the components of the one-atom average spin we need an
expression for the density operator at a time t after the first
π/2 pulse. This expression is given by [50]

ρ̂(t ) =
∫

dE
E2

2
e−E |φE 〉M̂〈φE |, (26)

with

M̂ = Id + 〈χ1x(E )〉σx + 〈χ1y(E )〉σy + 〈χ1z(E )〉σz

2
.

To simplify the notation we omit the time dependence of
〈χ1k (E )〉. At time TR we apply the second π/2 pulse of the
Ramsey interferometer (modeled as in Sec II B), thus the one
atom density operator becomes

ρ̂(TR) = 1

2

∫
dE

E2

2
e−E |φE 〉{|↑〉[1 + 〈χ1y(E )〉]〈↑|

+ |↓〉[1 − 〈χ1y(E )〉]〈↓|
+ |↑〉[〈χ1x(E )〉 + i〈χ1z(E )〉]〈↓|
+ |↓〉[〈χ1x(E )〉 − i〈χ1z(E )〉]〈↑|}〈φE |. (27)

The output of the interferometer, i.e., the populations in states
|↑〉 and |↓〉 are

P↑(TR) = 1

2

[
1 +

∫
dE

E2

2
e−E 〈χ1y(E )〉

]
= 1

2
[1 + C(TR) cos (ϕ(TR))], (28)

P↓(TR) = 1

2

[
1 −

∫
dE

E2

2
e−E 〈χ1y(E )〉

]
= 1

2
[1 − C(TR) cos (ϕ(TR))], (29)

where the contrast C is defined as

C(TR) =
∣∣∣∣∫ dE

E2

2
e−E [〈χ1y(E )〉 + i〈χ1x(E )〉]

∣∣∣∣, (30)

and the phase shift ϕ as

ϕ(TR) = arg

{∫
dE

E2

2
e−E [〈χ1y(E )〉 + i〈χ1x(E )〉]

}
. (31)

A π phase due to the two consecutive π/2 pulses has been
discarded. To define the contrast and the phase shift, we used
the analytic function 〈χ1y(E )〉 + iH[〈χ1y(E )〉] associated with
the function 〈χ1y(E )〉, where H[ f ] is the Hilbert transform
[51,52] of the function f . Since 〈χ1y(E )〉 is the quadrature of
〈χ1x(E )〉, we assume that H[〈χ1y(E )〉] = 〈χ1x(E )〉 [52,53].

A. Case without interaction

We first consider the case without interactions, i.e., the case
(4π h̄aN )/(mVeff ) → 0 and 1/τth → 0. In this case, we can
give analytic expressions for the contrast and the phase shift.
The evolution of the one atom average spin is 〈χ1x(E )〉 =
sin [�(E )t], 〈χ1y(E )〉 = − cos [�(E )t] and 〈χ1z(E )〉 = 0, to
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FIG. 2. Case without spatial separation of the two internal states. Contrast [(a)–(c)] and unwrapped phase shift [rad] [(d)–(f)] as a
function of the Ramsey time [s], for different atomic densities. The numerical parameters are �(E ) = E/tc, tc = 300 ms, 2h̄aN/(mVeff ) =
[0 1 3 5 7 9 11] Hz, and 1/τth = 0.27 × [0 1 3 5 7 9 11] s−1. [(a) and (d)] plane wave case, [(b) and (e)] one-dimensional harmonic trap case,
and [(c) and (f)] three-dimensional isotropic harmonic trap case. The solid black curve is the case without interaction, namely 2h̄aN/(mVeff ) =
0 Hz and 1/τth = 0 s−1 [Eq. (32)].

be consistent with our model of a π/2 pulse we took the initial
condition: (〈χ1x(E )〉, 〈χ1y(E )〉, 〈χ1z(E )〉) = (0,−1, 0). Since
�(E ) = E/tc, the components of the one atom average spin
can be easily integrated over the energy:

〈χ1x〉 =
∫

dE
E2

2
e−E 〈χ1x(E )〉

= − u3 − 3u

u6 + 3u4 + 3u2 + 1
,

〈χ1y〉 =
∫

dE
E2

2
e−E 〈χ1y(E )〉

= + 3u2 − 1

u6 + 3u4 + 3u2 + 1
,

〈χ1z〉 = 0, (32)

with u = t/tc. Definitions (30) and (31) give the contrast and
the phase shift:

C(u) = 1√
(u2 + 1)3

,

ϕ(u) = − arctan[(u3 − 3u)/(3u2 − 1)]. (33)

These results are displayed in Figs. 2 and 3 as solid black
curves. We recover the result of Ref. [4]: in absence of interac-
tion, tc is the characteristic contrast decay time. This decay is
also consistent with the experimental data [5]. Here, since we

neglected interactions, the phase shift only comes from the
potential asymmetry. From the equation for the phase shift,
one can derive the levels of stability of the gas temperature T
and of the potential asymmetry ω/δω which are required to
achieve a desired phase-shift stability.

B. Contrast and phase shift without spatial separation

We now consider the effect of atom-atom interactions. First
we will examine the interference contrast in the case without
spatial separation. This is the situation in which the identical
spin rotation effect can be present. We numerically integrate
equation (15) and use the contrast definition (30). For con-
sistency with previous sections, the initial condition is taken
as (〈χ1x(E )〉, 〈χ1y(E )〉, 〈χ1z(E )〉) = (0,−1, 0). We do this for
the three interaction kernels computed in Sec. IV. In the three
plots displayed in Figs. 2(a)–2(c), �(E ) is unchanged and
only the atomic density n = N/Veff changes. To use numbers
comparable to Ref. [23], we maintain a ratio of 0.27 between
1/τth and 2h̄aN/(mVeff ).

Comparing the curves for n = 0 with those for n > 0, one
sees a slowdown in the contrast decay due to the identical spin
rotation effect. The first term of the right-hand side of Eq. (15)
shows that hot atoms (those with a higher energy) rotate faster
in the equatorial plane of the Bloch sphere than cold atoms
because they see a larger trap asymmetry [�(E ) ∝ E ]. This
leads to dephasing. As explained in Ref. [23] rephasing arises
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FIG. 3. Case with spatial separation of the two internal states.
Contrast (a) and unwrapped phase [rad] (b) as a function of the Ram-
sey time [s], for different atomic densities. The numerical parameters
are �(E ) = E/tc, tc = 300 ms, 2h̄aN/(mVeff ) = [0 1 3 5 7 9 11] Hz,
and 1/τth = 0.27 × [0 1 3 5 7 9 11] s−1. The plane wave case, one
dimensional harmonic trap case and three dimensional isotropic har-
monic trap case give similar curves. The solid black curve is the case
without interaction, namely, 2h̄aN/(mVeff ) = 0 Hz and 1/τth = 0 s−1

[Eq. (32)].

from the second term of the right-hand side of Eq. (15) which
describes a rotation of the one atom average spin around its
mean value over the energy. When the rephasing term corre-
sponds to a π rotation of 〈 �χ1(E )〉 around its mean value, hot
atoms lag behind the cold ones in the equatorial plane of the
Bloch sphere, but since they rotate faster they catch up. This
yields a rephasing and a contrast revival as shown in Fig. 2.
However for the three geometries the behavior of the contrast
decay is different. When the interaction kernel becomes less
and less long-range in energy (when K decreases faster with
|E − E ′|), the contrast decreases faster.

The identical spin rotation effect dominates the contrast
decay behavior if the first and the third terms of Eq. (15)
are smaller than the second term. In the case of plane waves,
we recover two conditions given in Ref. [23]. The first con-
dition is 1/tc � 4π h̄aN/(mVeff ), i.e., the dephasing must be
slower than the rephasing. The second condition is 1/τth �
4π h̄aN/(mVeff ), i.e., the thermal relaxation of the gas must be

slower than the rephasing mechanism which is equivalent to
the condition a � λth.

Using the definition (31), we also compute the phase shift
of the Ramsey interferometer. For the same parameters as in
Figs. 2(a)–2(c), we display the phase shift in Figs. 2(d)–2(f).
The phase shift is not displayed when the contrast is below
1% because for low contrast the numerical computation of the
phase shift becomes less and less relevant. Even in this case
where the three interaction lengths are equal, we clearly see a
variation of the slope of the phase-shift curve with the atomic
density [54,55]. From this slope variation, one can derive the
required level of stability of the gas density n to achieve a
desired phase-shift stability.

C. Contrast and phase shift with spatial separation:
enhancing the interferometer contrast

1. Perfect π/2 pulse

In the case of spatial separation of the two internal states,
the identical spin rotation effect is absent. The contrast and
the phase shift are displayed in Fig. 3, using the same pa-
rameters and initial conditions as in Fig. 2. Changing the
interaction geometry does not change the evolution of the
contrast. Changing the atomic density (over the range studied
here) does not significantly change the contrast either but
affects the phase shift. In our case, this is due to (i) τth � tc,
i.e., the damping term remains close to zero during the evo-
lution, and to (ii) the hypothesis of perfect π/2 pulse at the
beginning of the Ramsey sequence, i.e., the component of the
one-atom average spin along z axis is zero, thus the identical
spin rotation effect term of Eq. (17) also remains close to zero.
This is the case studied in Ref. [4].

2. Imperfect π/2 pulse

In Eq. (17), the one atom average spin dephasing arises
from �(E ), which is related to the difference in the two
potentials. In the following, we will see that this effect can be
reduced with a proper choice of 〈χ1z(E )〉. A nonzero 〈χ1z(E )〉
is created by an imperfect π/2 pulse, either because of a
detuning from resonance or by an imperfect pulse duration.
To model these two defects, we define two dimensionless
parameters α and δ′:

�Rt = π

2
(1 + α), δ′ = δ

�R
, (34)

where �R is the Rabi frequency and δ the detuning. The
parameter α thus describes a variation in the pulse duration
and δ′ is a normalized detuning. Up to first order in δ′ and α,
the effect of an imperfect π/2 pulse is given by

|↑〉 → 1√
2

[(
1 − π

2
α − iδ′

)
|↑〉 − i

(
1 + π

2
α

)
|↓〉

]
,

|↓〉 → 1√
2

[
− i

(
1 + π

2
α

)
|↑〉 +

(
1 − π

2
α + iδ′

)
|↓〉

]
. (35)

Following the same procedure as in the beginning of Sec. V,
we compute the populations at the output of the Ramsey
interferometer [the change in the model of the π/2 pulses does
not change Eqs. (15) and (17) governing the one atom average
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FIG. 4. Case with spatial separation of the two internal states, unperfect π/2 pulses and no asymmetry between the two traps, i.e.,
�(E ) = 0. Contrast [(a) and (b)] and unwrapped phase shift [rad] [(c) and (d)] for a three dimensional traps (interaction kernel of
Sec. IV C) as a function of the Ramsey time [s], for different atomic densities. The numerical parameters are �(E ) = 0, δ′(E ) = E/(�Rtc ),
�R = 2π × 500 Hz, tc = 300 ms, 2h̄aN/(mVeff ) = [0 1 3 5 7 9 11] Hz, and 1/τth = 0.27 × [0 1 3 5 7 9 11] s−1. [(a) and (c)] α = −0.15, and
[(b) and (d)] 0.15. The solid black curve is the case without interaction, namely, 2h̄aN/(mVeff ) = 0 Hz and 1/τth = 0 s−1 [Eq. (32)].

spin]:

P↑(TR) = 1

2

[
1 − π

2
α

∫
dE

E2

2
e−E 〈χ1z(E )〉

+C(TR) cos (ϕ(TR))

]
,

P↓(TR) = 1

2

[
1 + π

2
α

∫
dE

E2

2
e−E 〈χ1z(E )〉

−C(TR) cos (ϕ(TR))

]
. (36)

The contrast is defined as C(t ) = |A(t )| and the phase shift as
ϕ(t ) = arg [A(t )], with

A(t ) =
∫

dE
E2

2
e−E {〈χ1y(E )〉 + δ′〈χ1x(E )〉

+ i[〈χ1x(E )〉 − δ′〈χ1y(E )〉]}. (37)

Note that the term π
2 α

∫
dE E2

2 e−E 〈χ1z(E )〉 appearing in the
population is not included in the contrast definition because it
simply shifts the center of the fringes.

The normalized detuning δ′ takes into account the variation
of the energy difference E↑(n) − E↓(n) with n (the same no-

tation and reasoning as in the calculation of �(E ) in Sec. II
are used). Using the hypothesis that the π/2 pulse is tuned to
be resonant with the transition linking the two ground states
of the two trapping potentials, one can show that δ′(E ) =
E/(�Rtc).

Using δ′(E ) = E/(�Rtc), we show a numerical simula-
tion of the contrast and the phase shift in Figs. 4 and 5
in the case of an isotropic 3D trapping potential [interac-
tion kernel of Eq. (25)] and two different values of α. The
initial condition is taken as (〈χ1x(E )〉, 〈χ1y(E )〉, 〈χ1z(E )〉) =
(0,−

√
1 − (�N )2,�N ), with �N = P↑ − P↓ = −πα/2 the

population imbalance after the first π/2 pulse (it is reminded
that in Eq. (11) before the first π/2 pulse all the atoms are in
the state |↑〉).

The case without asymmetry between the two trapping
potentials [�(E ) = 0] is shown in Fig. 4. Whatever the sign
of α, the contrast decays in the same way. Changing the sign
of α changes the sign of the population imbalance and thus
the sign of the phase shift as can be seen from the curves.

In the presence of an asymmetry between the two trapping
potentials the behavior is different. If α = 0 [Figs. 5(b) and
5(e)], we find the same behavior as in Fig. 3, meaning that
the energy variation of the detuning δ′(E ) = E/(�Rtc) plays
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FIG. 5. Case with spatial separation of the two internal states and imperfect π/2 pulses. Contrast [(a)–(c)] and unwrapped phase shift [rad]
[(d)–(f)] for a three-dimensional traps (interaction kernel of Sec. IV C) as a function of the Ramsey time [s], for different atomic densities.
The numerical parameters are �(E ) = E/tc, δ′(E ) = E/(�Rtc ), �R = 2π × 500 Hz, tc = 300 ms, 2h̄aN/(mVeff ) = [0 1 3 5 7 9 11] Hz, and
1/τth = 0.27 × [0 1 3 5 7 9 11] s−1. [(a) and (d)] α = −0.15, [(b) and (e)] 0, and [(c) and (f)] 0.15. The solid black curve is the case without
interaction, namely, 2h̄aN/(mVeff ) = 0 Hz and 1/τth = 0 s−1 [Eq. (32)].

no role. This is due to our choice of �R = 2π × 500 Hz
and TR � 3 s which renders δ′(E )/(�(E )TR) negligible. If
α > 0, the contrast decreases faster than in the case α = 0
[Fig. 5(c)]. On the other hand if α < 0 the decay can be
slowed down. As shown in Fig. 5(a), a density corresponding
to 2h̄aN/(mVeff ) � 7 Hz can increase the decay time by nearly
an order of magnitude for α = 0.15. This happens because in
this situation the mean field shift and the effect of the trap
asymmetry have opposite signs.

VI. CONCLUSION

We have derived an equation of evolution for the one atom
average spin in the presence of atom-atom interactions. This
equation allowed us to compute the contrast and the phase
shift of a trapped Ramsey interferometer with internal state
labeling. We have computed these two quantities with and
without spatial separation of the two arms of the interferome-
ter. In the case without splitting, the trapping geometry plays
an important role for the damping time of the contrast, via

the identical spin rotation effect. When the clouds are split,
the ISRE is absent, but interaction effects can still increase
the contrast decay time, because mean field shifts can partly
offset the effect of any residual trap asymmetry. Since the
interactions significantly contribute to the overall phase of
the interferometer, this work also highlights the importance
of controling the atomic density for future applications of
trapped atom interferometers.
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APPENDIX A: DEMONSTRATION OF THE EQUATION FOR THE ONE ATOM AVERAGE SPIN

Before starting the commutator calculus of Eq. (1), as a first step we need to express 〈�S1(E )〉 in terms of the Pauli matrices.
First we compute the product of the one atom density operator and the one atom spin operator, then using definition (13), we
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take the average:

〈S1x(E )〉 = 1
4 e−E (σx + iσz ), 〈S1y(E )〉 = 1

4 e−E (σy − Id ), 〈S1z(E )〉 = 1
4 e−E (σz − iσx ). (A1)

1. First term of the Hamiltonian

The first term of the Hamiltonian Ĥmean
0 commutes with the one atom spin operator, thus this term contributes to zero in the

one atom average spin equation.

2. Second term of the Hamiltonian: Potential asymmetry

First we compute the commutator between Ĥdiff
0 and �S1, then the products of the last commutators with the one atom density

operator gives

ρ̂
[
Ĥdiff

0 , S1x
] = + i

4

∑
E

e−E h̄�(E )|φE 〉(σy − Id )〈φE |,

ρ̂
[
Ĥdiff

0 , S1y
] = − i

4

∑
E

e−E h̄�(E )|φE 〉(σx + iσz )〈φE |,

ρ̂
[
Ĥdiff

0 , S1z
] = 0. (A2)

Finally, using definition of the one atom average (13) and identifying the components of the one atom average spin (A1), we
obtain the trace

〈[
Ĥdiff

0 , �S1
]〉 =

∣∣∣∣∣∣
+ih̄�(E )〈S1y(E )〉
−ih̄�(E )〈S1x(E )〉

0
= −ih̄

∣∣∣∣∣∣
0
0

�(E )
∧ 〈�S1(E )〉. (A3)

3. Third term of the Hamiltonian: Interactions

To compute the effect of the interaction Hamiltonian, the two atom density operator ρ̂12 is needed. We define it as the tensor
product of two one atom density operators:

ρ̂12 = 1

4

∑
Ea,Eb

e−Ea e−Eb
∣∣φEa

〉
1

(
Id1 − σ 1

y

)
1
〈
φEa

∣∣ ⊗ ∣∣φEb

〉
2

(
Id2 − σ 2

y

)
2
〈
φEb

∣∣, (A4)

and we define the two atom average as

〈X̂ (E )〉 =
∑
E ′,E ′′

1〈φE ′ |2〈φE ′′ |(|φE 〉11〈φE |̂ρ12X̂ )|φE ′ 〉1|φE ′′ 〉2. (A5)

a. [̂Hint, S1x] calculation

Let’s start with the commutator between the interaction Hamiltonian and the x component of the one atom spin operator. In
the case a↑↓ = a↑↑ = a↓↓ = a (for example, a trapped atomic clock using rubidium 87), after summing all the six terms given
in Appendix B 1:

ρ̂12[Ĥint, S1x] = i
4π h̄2a

m

N

16

∑
Ea,Eb

e−Ea e−Eb
∑
E3

IEa,Eb
Ea−E3,Eb+E3

{∣∣φEa

〉
1

(
σ 1

z − iσ 1
x

)
1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
Id2 − σ 2

y

)
2
〈
φEb+E3

∣∣
− ∣∣φEa

〉
1

(
Id1 − σ 1

y

)
1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
σ 2

z − iσ 2
x

)
2
〈
φEb+E3

∣∣}. (A6)

From the last equation, using the definition (A5), identifying the components of the one atom average spin [Eq. (A1)] and
changing the notation

∑
E for

∫
(E2/2)dE , we compute the trace:

〈[Ĥint, S1x]〉 = −i
4π h̄2aN

m

∫
dE ′ E

′2

2
IE ,E ′
E ,E ′ {〈S1z(E )〉〈S1y(E ′)〉 − 〈S1y(E )〉〈S1z(E ′)〉}. (A7)
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b. [̂Hint, S1y] calculation

We continue with the y component of the one atom spin. In the case a↑↓ = a↑↑ = a↓↓ = a, after summing all the six terms
given in Appendix B 2:

ρ̂12[Ĥint, S1y] = i
4π h̄2a

m

N

16

∑
Ea,Eb

e−Ea e−Eb
∑
E3

IEa,Eb
Ea−E3,Eb+E3

{∣∣φEa

〉
1

(
σ 1

z − iσ 1
x

)
1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
σ 2

x + iσ 2
z

)
2
〈
φEb+E3

∣∣
−∣∣φEa

〉
1

(
σ 1

x + iσ 1
z

)
1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
σ 2

z − iσ 2
x

)
2
〈
φEb+E3

∣∣}. (A8)

From the last equation, we compute the trace

〈[Ĥint, S1y]〉 = −i
4π h̄2aN

m

∫
dE ′ E

′2

2
IE ,E ′
E ,E ′ {〈S1x(E )〉〈S1z(E ′)〉 − 〈S1z(E )〉〈S1x(E ′)〉}. (A9)

c. [̂Hint, S1z] calculation

Finally we calculate the z component of the one atom spin operator. In the case a↑↓ = a↑↑ = a↓↓ = a, after summing all the
six terms given in Appendix B 3:

ρ̂12[Ĥint, S1z] = i
4π h̄2a

m

N

16

∑
Ea,Eb

e−Ea e−Eb
∑
E3

IEa,Eb
Ea−E3,Eb+E3

{∣∣φEa

〉
1

(
Id2 − σ 1

y

)
1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
σ 2

x + iσ 2
z

)
2
〈
φEb+E3

∣∣
− ∣∣φEa

〉
1

(
σ 2

x + iσ 2
z

)
1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
Id2 − σ 2

y

)
2
〈
φEb+E3

∣∣}. (A10)

From the last equation, we compute the trace

〈[Ĥint, S1z]〉 = −i
4π h̄2aN

m

∫
dE ′ E

′2

2
IE ,E ′
E ,E ′ {〈S1y(E )〉〈S1x(E ′)〉 − 〈S1x(E )〉〈S1y(E ′)〉}. (A11)

In conclusion, summing up the results of the last three paragraphs, we have

〈[Ĥint, �S1]〉 = −i
4π h̄2aN

m

∫
dE ′ E

′2

2
IE ,E ′
E ,E ′ 〈�S1(E ′)〉 ∧ 〈�S1(E )〉. (A12)

4. Summing up the previous results

From Eqs. (14), (A3), and (A12), we deduce a dynamical equation describing the average spin of a trial atom of energy E in
a gas of N identical atoms:

d

dt
〈�S1(E )〉 =

∣∣∣∣∣∣
0
0

�(E )
∧ 〈�S1(E )〉 + 4π h̄aN

m

∫
dE ′ E

′2

2
IE ,E ′
E ,E ′ 〈�S1(E ′)〉 ∧ 〈�S1(E )〉 +

〈
∂

∂t
�S1(E )

〉
. (A13)

To write Eq. (A13) and initial condition with the convention of Ref. [23] the following change of notation is used: 〈�S1(E )〉 =
e−E 〈 �χ1(E )〉:

d

dt
〈 �χ1(E )〉 =

∣∣∣∣∣∣
0
0

�(E )
∧ 〈 �χ1(E )〉 + 4π h̄aN

m

∫
dE ′ E

′2

2
e−E ′

IE ,E ′
E ,E ′ 〈 �χ1(E ′)〉 ∧ 〈 �χ1(E )〉 +

〈
∂

∂t
�χ1(E )

〉
. (A14)

The third term (spin decay) is introduced in the following section.

5. Introducing spin decay

The damping term in the one atom average spin equation comes from two-body collisions. These collisions rethermalize
the gas and change the energies of the colliding atoms and thus force the energy distribution of the one atom average spin
〈 �χ1(E )〉 to stay close to its equilibrium value which is given by

∫
dE E2

2 e−E 〈 �χ1(E )〉 (see the next paragraph). This will limit
the identical spin rotation effect. Using the same hypothesis as in Sec. II (λth � ai j) to reduce the interaction Hamiltonian to
s-wave scattering, we suppose that the gas is in a regime where the interaction described by the Hamiltonian (9) dominates the
previously mentioned collisions [44]. The same hypothesis is necessary to observe spin waves in a gas [29,56]. Thus, to take
these collisions into account, we approximate the collision integral by a relaxation term [57] and we identify it with the last term
of the right hand side of Eq. (A14): 〈

∂

∂t
�χ1(E )

〉
= − 1

τth

(
〈 �χ1(E )〉 −

∫
dE

E2

2
e−E 〈 �χ1(E )〉

)
, (A15)
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where τth is the thermal relaxation time. This term forces the average spin 〈 �χ1(E )〉 to fit to its equilibrium value. The
thermalization time is linked to the collision time τc: τ−1

th = τ−1
c /3 [44], where the collision time is τc = nvrσ , with n the gas

density, vr = √
16kBT/(πm) the mean relative thermal velocity and σ = 8πa2 the two-body collision cross section for bosons

[44]. To go beyond this relaxation time approximation, the reader is referred to Refs. [58,59].

6. Equilibrium value of 〈�χ1(E )〉
To derive the equilibrium value of 〈 �χ1(E )〉, we need to go back to the position r and the momentum p description of the 〈�S1〉.

At equilibrium: 〈�S1(r, p, t )〉 = (exp(−p2/2)/
√

2π )
∫

d p′3〈�S1(r, p′, t )〉 [60,61], which can be written in angle α and energy E
variables: 〈�S1(α, E , t )〉 = exp(−E )

∫
dE ′(E ′2/2)〈�S1(α, E ′, t )〉. In the Knudsen regime, we can integrate over the angle variable

α thus: 〈�S1(E , t )〉 = exp(−E )
∫

dE ′(E ′2/2)〈�S1(E ′, t )〉. Finally performing the change of notation 〈�S1(E )〉 = exp(−E )〈 �χ1(E )〉
used in Appendix A 4, the equilibrium value of 〈 �χ1(E )〉 is

∫
dE exp(−E )(E2/2)〈 �χ1(E )〉.

7. Case with spatial separation

In the case with spatial separation, to reuse the previous results we suppose that a↑↓ = 0 and a↑↑ = a↓↓ = a (we consider
rubidium 87). More precisely, a↑↓ is not zero but we suppose that the spatial separation between the two spin states is enough to
neglect the wave function overlap (10). Thus Eqs. (A7), (A9), and (A11) become

〈[Ĥint, S1x]〉 = +i
8π h̄2aN

m

∫
dE ′ E

′2

2
IE ,E ′
E ,E ′ 〈S1y(E )〉〈S1z(E ′)〉,

〈[Ĥint, S1y]〉 = −i
8π h̄2aN

m

∫
dE ′ E

′2

2
IE ,E ′
E ,E ′ 〈S1x(E )〉〈S1z(E ′)〉,

〈[Ĥint, S1z]〉 = 0, (A16)

APPENDIX B: EFFECT OF THE INTERACTION

In this Appendix, we give more details about the calculation of the effect of the interaction on the one atom average spin. The
interaction Hamiltonian (9) is the sum of six terms. For simplicity in the following, they are noted Ĥ i

int, with i = {1, . . . , 6}, in
the same order they appear in Eq. (9).

1. Commutator [̂Hint, S1x]

The term |↑〉11〈↓| ⊗ |↓〉 j j〈↑| of the interaction Hamiltonian gives

[
Ĥ1

int, S1x
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
1 0
0 −1

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 0
1 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ1

int, S1x
] = 4π h̄2a↑↓

m

N

16

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(
1 −i
−i −1

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
i 0
1 0

)
2

2
〈
φEb+E3

∣∣.
The term |↓〉11〈↑| ⊗ |↑〉 j j〈↓| of the interaction Hamiltonian gives

[
Ĥ2

int, S1x
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(−1 0
0 1

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 1
0 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ2

int, S1x
] = 4π h̄2a↑↓

m

N

16

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(−1 i
i 1

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
0 1
0 −i

)
2

2
〈
φEb+E3

∣∣.
The term |↑〉11〈↑| ⊗ |↓〉 j j〈↓| of the interaction Hamiltonian gives

[
Ĥ3

int, S1x
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 1

−1 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 0
0 1

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ3

int, S1x
] = 4π h̄2a↑↓

m

N

16

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(−i 1
−1 −i

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
0 i
0 1

)
2

2
〈
φEb+E3

∣∣.
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The term |↓〉11〈↓| ⊗ |↑〉 j j〈↑| of the interaction Hamiltonian gives

[
Ĥ4

int, S1x
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 −1
1 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
1 0
0 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ4

int, S1x
] = 4π h̄2a↑↓

m

N

16

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(
i −1
1 i

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
1 0
−i 0

)
2

2
〈
φEb+E3

∣∣.
The term |↑〉11〈↑| ⊗ |↑〉 j j〈↑| of the interaction Hamiltonian gives

[
Ĥ5

int, S1x
] = 4π h̄2a↑↑

m

N

2

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 1

−1 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
1 0
0 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ5

int, S1x
] = 4π h̄2a↑↑

m

N

8

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(−i 1
−1 −i

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
1 0
−i 0

)
2

2
〈
φEb+E3

∣∣.
The term |↓〉11〈↓| ⊗ | ↓〉 j j〈↓| of the interaction Hamiltonian gives

[
Ĥ6

int, S1x
] = 4π h̄2a↓↓

m

N

2

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 −1
1 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 0
0 1

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ6

int, S1x
] = 4π h̄2a↓↓

m

N

8

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(
i −1
1 i

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
0 i
0 1

)
2

2
〈
φEb+E3

∣∣.

2. Commutator [̂Hint, S1y]

The term |↑〉11〈↓| ⊗ | ↓〉 j j〈↑| of the interaction Hamiltonian gives

[
Ĥ1

int, S1y
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
i 0
0 −i

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 0
1 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ1

int, S1y
] = 4π h̄2a↑↓

m

N

16

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(
i 1
1 −i

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
i 0
1 0

)
2

2
〈
φEb+E3

∣∣.
The term |↓〉11〈↑| ⊗ |↑〉 j j〈↓| of the interaction Hamiltonian gives

[
Ĥ2

int, S1y
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
i 0
0 −i

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 1
0 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ2

int, S1y
] = 4π h̄2a↑↓

m

N

16

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(
i 1
1 −i

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
0 1
0 −i

)
2

2
〈
φEb+E3

∣∣.
The term |↑〉11〈↑ | ⊗ | ↓〉 j j〈↓| of the interaction Hamiltonian gives

[
Ĥ3

int, S1y
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 −i
−i 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 0
0 1

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ3

int, S1y
] = 4π h̄2a↑↓

m

N

16

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(
1 −i
−i −1

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
0 i
0 1

)
2

2
〈
φEb+E3

∣∣.
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The term |↓〉11〈↓| ⊗ | ↑〉 j j〈↑| of the interaction Hamiltonian gives

[
Ĥ4

int, S1y
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 i
i 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
1 0
0 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ4

int, S1y
] = 4π h̄2a↑↓

m

N

16

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(−1 i
i 1

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
1 0
−i 0

)
2

2
〈
φEb+E3

∣∣.
The term |↑〉11〈↑| ⊗ |↑〉 j j〈↑| of the interaction Hamiltonian gives

[
Ĥ5

int, S1y
] = 4π h̄2a↑↑

m

N

2

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 −i
−i 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
1 0
0 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ5

int, S1y
] = 4π h̄2a↑↑

m

N

8

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(
1 −i
−i −1

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
1 0
−i 0

)
2

2
〈
φEb+E3

∣∣.
The term |↓〉11〈↓| ⊗ |↓〉 j j〈↓| of the interaction Hamiltonian gives

[
Ĥ6

int, S1y
] = 4π h̄2a↓↓

m

N

2

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 i
i 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 0
0 1

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ6

int, S1y
] = 4π h̄2a↓↓

m

N

8

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(−1 i
i 1

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
0 i
0 1

)
2

2
〈
φEb+E3

∣∣.

3. Commutator [̂Hint, S1z]

The term |↑〉11〈↓| ⊗ |↓〉 j j〈↑| of the interaction Hamiltonian gives

[
Ĥ1

int, S1z
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 −2
0 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 0
1 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ1

int, S1z
] = 4π h̄2a↑↓

m

N

16

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(
0 −2
0 2i

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
i 0
1 0

)
2

2
〈
φEb+E3

∣∣.
The term |↓〉11〈↑| ⊗ |↑〉 j j〈↓| of the interaction Hamiltonian gives

[
Ĥ2

int, S1z
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 0
2 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 1
0 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ2

int, S1z
] = 4π h̄2a↑↓

m

N

16

∑
Ea, Eb

E3

e−Ea−EbIEa,Eb
Ea−E3,Eb+E3

∣∣φEa

〉
1

(
2i 0
2 0

)
1

1
〈
φEa−E3

∣∣ ⊗ ∣∣φEb

〉
2

(
0 1
0 −i

)
2

2
〈
φEb+E3

∣∣.
The term |↑〉11〈↑| ⊗ |↓〉 j j〈↓| of the interaction Hamiltonian gives

[
Ĥ3

int, S1z
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 0
0 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 0
0 1

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ3

int, S1z
] = 0.

The term |↓〉11〈↓| ⊗ |↑〉 j j〈↑| of the interaction Hamiltonian gives

[
Ĥ4

int, S1z
] = 4π h̄2a↑↓

m

N

4

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 0
0 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
1 0
0 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ4

int, S1z
] = 0.
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The term |↑〉11〈↑| ⊗ |↑〉 j j〈↑| of the interaction Hamiltonian gives

[
Ĥ5

int, S1z
] = 4π h̄2a↑↑

m

N

2

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 0
0 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
1 0
0 0

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ5

int, S1z
] = 0.

The term |↓〉11〈↓| ⊗ | ↓〉 j j〈↓| of the interaction Hamiltonian gives

[
Ĥ6

int, S1z
] = 4π h̄2a↓↓

m

N

2

∑
E1,E2,E3

IE1+E3,E2−E3
E1,E2

∣∣φE1+E3

〉
1

(
0 0
0 0

)
1

1
〈
φE1

∣∣ ⊗ ∣∣φE2−E3

〉
2

(
0 0
0 1

)
2

2
〈
φE2

∣∣,
ρ̂12

[
Ĥ6

int, S1z
] = 0.

We also remark that(
0 −2
0 2i

)
1

⊗
(

i 0
1 0

)
2

+
(

2i 0
2 0

)
1

⊗
(

0 1
0 −i

)
2

= i
(
Id1 − σ 1

y

) ⊗ (
σ 2

x + iσ 2
z

) − i
(
σ 1

x + iσ 1
z

) ⊗ (
Id2 − σ 2

y

)
.

APPENDIX C: WITHOUT APPROXIMATION FOR THE INTERACTION KERNEL

To compute the interaction kernel using the exact wave functions of the three-dimensional harmonic oscillator, we rewritte
Eqs. (15) and (17) as a function of the three-dimensional harmonic oscillator quantum numbers n = (nx, ny, nz ). Equation (15)
for the case without splitting becomes

d

dt
〈 �χ1(n)〉 =

∣∣∣∣∣∣
0
0

�(n)
∧ 〈 �χ1(n)〉 + 4π h̄aN

m

∑
n′

e−E ′(n′ )In,n′
n,n′ 〈 �χ1(n′)〉 ∧ 〈 �χ1(n)〉 − 1

τth

(
〈 �χ1(n)〉 −

∑
n

e−E (n)〈 �χ1(n)〉
)

(C1)

and Eq. (17) for the case with splitting becomes

d

dt
〈 �χ1(n)〉 =

∣∣∣∣∣∣
0
0

�(n)
∧ 〈 �χ1(n)〉 + 8π h̄aN

m

∑
n′

e−E ′(n′ )In,n′
n,n′

∣∣∣∣∣∣
0
0

〈χ1z(n′)〉
∧ 〈 �χ1(n)〉 − 1

τth

(
〈 �χ1(n)〉 −

∑
n

e−E (n)〈 �χ1(n)〉
)

, (C2)

with

�(n) = E (n)

tc
(C3)

and

E (n) =
∑

i=x,y,z h̄ωi(ni + 1/2)

kBT
. (C4)

The contrast (30) is now define as

C(TR) =
∣∣∣∣∣∑

n

e−E (n)[〈χ1y(n)〉 + i〈χ1x(n)〉]
∣∣∣∣∣ (C5)

and the phase shift (31) as

ϕ(TR) = arg

{∑
n

e−E (n)[〈χ1y(n)〉 + i〈χ1x(n)〉]
}

. (C6)

APPENDIX D: GENERAL EQUATION FOR THE DYNAMICS OF THE ONE ATOM AVERAGE SPIN

In this Appendix, we give the equation for the dynamics of the one atom average spin in the case where (i) the three interaction
lengths a↑↓, a↓↓, and a↑↑ are different and (ii) the wave functions are different for the two states, i.e., φ

↑
E (r) 
= φ

↓
E (r). To derive

this result we follow the same demonstration as in Appendix A. The average of the commutator between Ĥint and �S1 is computed
from the results of Appendix B. This leads to

d

dt
〈�S1(E )〉 = �(E )�ez ∧ 〈�S1(E )〉 +

∫
dE ′ E

′2

2
f 0
↑↓(E , E ′)〈�S1(E ′)〉 ∧ 〈�S1(E )〉

+
∫

dE ′ E
′2

2
[2 f +(E , E ′) − f +

↓↑(E , E ′) − f↑↓(E , E ′)]〈S1z(E ′)〉�ez ∧ 〈�S1(E )〉
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−
∫

dE ′ E
′2

2
g0

↑↓(E , E ′){〈S1z(E )〉〈�S1(E ′)〉 − [〈�S1(E )〉 · 〈�S1(E ′)〉]�ez}

−
∫

dE ′ E
′2

2
[2 f −(E , E ′) + f −

↓↑(E , E ′)][〈S1x(E ′)〉 + 〈S1y(E ′)〉]�ez ∧ 〈�S1(E )〉

+ i
∫

dE ′ E
′2

2
[2 f −(E , E ′) + f −

↓↑(E , E ′)]〈S1z(E ′)〉�ez ∧ 〈�S1(E )〉 +
〈

∂

∂t
�S1(E )

〉
. (D1)

We have defined

f ±
↓↑(E , E ′) = ω↑↓

f↓↑(E ′, E ) ± f↓↑(E , E ′)
2

,

f ±(E , E ′) = ω↑↑ f↑↑(E , E ′) ± ω↓↓ f↓↓(E , E ′)
2

,

f 0
↑↓(E , E ′) = ω↑↓ f↑↓(E , E ′),

g0
↑↓(E , E ′) = ω↑↓g↑↓(E , E ′), (D2)

where ωi j = 4π h̄ai jN/(mVeff ), with {i, j} = {↑,↓}, and

KE↑,E ′↓
E↓,E ′↑ = f↑↓(E , E ′) + ig↑↓(E , E ′),

KE↓,E ′↑
E↑,E ′↓ = f↑↓(E , E ′) − ig↑↓(E , E ′), (D3)

KE↑,E ′↓
E↑,E ′↓ = f↓↑(E ′, E ) KE↓,E ′↑

E↓,E ′↑ = f↓↑(E , E ′),

KE↑,E ′↑
E↑,E ′↑ = f↑↑(E , E ′) KE↓,E ′↓

E↓,E ′↓ = f↓↓(E , E ′). (D4)

f↑↓(E , E ′), g↑↓(E , E ′), f↓↑(E , E ′), f↑↑(E , E ′), and f↓↓(E , E ′) are real. We also defined the interaction kernel in a way similar
form to Eq. (10):

KE↑,E ′↓
E↓,E ′↑ = IE↑,E ′↓

E↓,E ′↑
Veff

=
∫

φ
↑∗
E (r)φ↓∗

E ′ (r)φ↓
E (r)φ↑

E ′ (r)
dr

Veff
. (D5)
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