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Exploiting visual servoing and centroidal momentum for whole-body
motion control of humanoid robots in absence of contacts and gravity

Enrico Mingo Hoffman1 and Antonio Paolillo2

Abstract— The big potential of humanoid robots is not
restricted to the ground, but these versatile machines can be
successfully employed in unconventional scenarios, e.g. space,
where contacts are not always present. In these situations,
the robot’s limbs can be used to assist or even generate the
angular motion of the floating base, as a consequence of the
centroidal momentum conservation. In this paper, we propose
to combine, in the same whole-body motion control, visual
servoing and centroidal momentum conservation. The former
dictates a rotation to the floating humanoid to achieve a task in
the Cartesian space; the latter is exploited to realize the desired
rotation by moving the robot’s articulations. Simulations in a
space scenario are carried out using COMAN, a humanoid
robot developed at the Istituto Italiano di Tecnologia.

I. INTRODUCTION

Humanoid robots have the great advantage to be general-
purpose platforms resembling human morphology. With no
need of customization, they can operate in domestic [1]
or industrial scenarios [2] and manipulate devices (e.g., a
car [3]) tailored to humans. Many impressive humanoid
platforms and dedicated software suites have been proposed,
reducing the gap between research development and real-
world deployment [4]. The big potential of these machines
and their domain of applicability are not restricted to the
ground, but humanoids can be successfully employed un-
derwater [5], in the air [6] or space [7]. These scenarios
opened new opportunities, posing challenges in different
perspectives, from mechanical and sensory equipment design
to actuation methods, to control paradigms. To facilitate
their mobility in these domains, robots uses propellers or jet
engines. Nonetheless, the articulations could be exploited to
generate or assist the Floating-Base (FB) motion, especially
in absence of contacts. In fact, the nonholonomy of the
angular momentum conservation allows to control the robot
orientation in absence of contacts by moving its articulations,
like a cat able to land on its feet after falling from an
upside posture [8]. The same effect is also experienced in
microgravity conditions by astronauts, who can change their
body orientation with cyclic motions of arms and legs (see
Fig. 1). A humanoid robot capable to perform this kind of
behaviors would have obvious advantages for achieving tasks
in the air or space. Furthermore, the articulations motion
could be exploited for the sake of energy efficiency. In fact,
most rotations may be achieved by controlling the motion of
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Fig. 1. In absence of contacts, articulated systems can rotate by moving the
articulations, as effect of the nonholonomic nature of the angular momentum
conservation. This phenomenon is experienced by NASA astronauts in
microgravity conditions and replicated with humanoid robots in this work.

the limbs, i.e., using the robot battery. This strategy would
save the precious fuel needed to run propeller or jet engines,
thus extending the operational time.

As a particular case study, let us consider a space scenario,
where there is absence of gravity and contacts. In space,
Intra/Extravehicular Activities (IEVAs) are required for the
successful execution of a mission. During IEVAs, vision
represents a valuable source of information. Indeed, an
autonomous system can naturally observe its surrounding
to find visual references for the motion. For example, a
floating humanoid might need to align with a tool to be
further manipulated, for rescue or maintenance purposes. In
practice, a Visual Servoing (VS) task [9] can be defined to
rotate the robot towards the tool; the Centroidal Momentum
Conservation (CMC) of the robot can be exploited to move
the limbs and realize the desired rotation. Therefore, CMC
represents a way to fulfill VS tasks with a floating humanoid
robot, in absence of gravity and contacts.

Inspired by these considerations, we aim to extend the
whole-body motion control of humanoids with the ability of
changing their body orientation, e.g. tracking proper visual
features, using the limbs motion in scenarios where contacts
may not occur. Building on the current literature (detailed in
Sect. II), we investigate the possibility of integrating VS and
CMC under the same control framework exploiting Quadratic
Programming (QP) optimization (recalled in Sect. III). Our
approach, presented in Sect. IV, consists in designing a
proper stack of tasks and constraints that allows a humanoid
robot to control its body orientation in absence of gravity and
contacts. Section V reports on the simulation results, while
Sect. VI concludes the paper and discusses future work.



II. STATE OF THE ART

Robots are employed in space to help and potentially sub-
stitute astronauts [10]. Usually, they consist of a humanoid
upper body with an articulated link to keep the contact with
the station for safety sake, which also allows the control of
the torso attitude [11]. A floating full humanoid [6], instead,
could reach a higher level of freedom of the FB motion,
leaving to a rope the role of safety. Here, CMC can be used to
govern the FB attitude, assisted by VS using visual references
to decide when to start and stop moving.

Control of Centroidal Momentum (CM) has been in-
troduced for stabilizing the balance of humanoid robots
under external disturbances [12], and it is often used in the
optimization framework for humanoids. For example, in [13],
CM is encapsulated into a motion controller using conic
optimization to compute the inverse dynamics. A QP-based
controller at velocity level includes the CM minimization to
perform physio-therapeutic juggling with a humanoid in [14].
Concerning VS [9], [15], it is worth mentioning that it can
be integrated in the optimization-based whole-body motion
control of humanoids, as done within a QP in [16], and
in [17] for estimating the configuration of an object to
be manipulated. In [18], VS is integrated in a differential
dynamic programming framework, which takes into account
also the robot centroidal dynamics.

The benefit obtained by the integration of VS and mo-
mentum conservation has been shown by only few works.
In [19], an image-based controller to perform the guidance
of a free-floating robot manipulator is presented. In [20],
the controller of a satellite equipped with a dual arm robot
considers VS as the primary task and the angular momentum
conservation of the base as a secondary task, to reduce the
attitude disturbances. However this choice of priority may
result in non-consistent motions of the base.

Even if these approaches show the potential of combining
VS and CMC, to the best of the authors knowledge, there
are no works integrating them in the same whole-body QP-
based prioritized control of floating humanoids. Based on
these considerations, the main contributions of this work are:

• a comprehensive formulation of a stack of tasks and
constraints, exploiting VS and CMC, for any QP-based
controller of humanoid robots at velocity level (the same
results can be easily extended to the acceleration level),

• the achievement of visual tasks with floating humanoids
in situations where no external forces occur.

III. BACKGROUND

Let us consider a humanoid robot with n Degrees of
Freedom (DoFs). Its configuration can be expressed by:

q =

[
qb
qa

]
∈ Rd+n (1)

where qa ∈ Rn contains the joints position of the artic-
ulations, while qb ∈ Rd is a representation the FB pose,
obtained by using, e.g., a virtual chain of three prismatic and
three revolute joints (d = 6) or a position and a quaternion

vector (d = 7). If we model the FB pose with the virtual
chain, the configuration space velocities are

q̇ =

[
q̇b
q̇a

]
∈ R6+n. (2)

A. Whole-body motion control

The Cartesian velocity wve ∈ R6 of an end-effector frame
Fe w.r.t. a reference Fw is related to q̇ through the relation

wve =
wJw,e q̇, (3)

where wJw,e ∈ R6×(6+n) is the Jacobian1 of the frame Fe

w.r.t. Fw expressed in Fw. One can consider the problem
of computing desired q̇ from a desired wve by inverting (3)
using the well-known pseudo-inverse techniques. The high
level of redundancy, associated to humanoid robots, has the
advantage to permit the achievement of multiple tasks at
the same time. The complexity of simultaneously handling
multiple tasks has been addressed formulating the inversion
of (3) as a QP optimization, with the possibility to take into
account linear constraints:

q̇∗ = argmin
q̇

‖Jq̇ − vr‖2W + ε‖q̇‖2

s.t. u ≤ Cq̇ ≤ u,
(4)

where J ∈ Rm×(6+n) and vr ∈ Rm are the task Jacobian
and the reference velocity, respectively. For Cartesian tasks,
vr is normally defined as wve,d+λ(

wpe,d−wpe), where wpe

is the current pose of the end-effector involved in the task
whereas wpe,d and wve,d are the desired pose and velocity of
the end-effector, respectively2; λ ≥ 0 is a control gain used
to tune the convergence rate of the task. It is also possible to
set postural tasks, in which case the Jacobian is an identity
matrix, and the reference velocity is q̇d + λ(qd − q). W ∈
Rm×m is a positive-definite weight matrix setting the relative
soft priority between multiple tasks. In the cost function
of (4), ε is a positive regularisation term which minimize
the joint velocities, particularly usefull in the neighborhood
of a singularity. Employing QP has the advantage to easily
set linear equality and inequality constraints over the opti-
mization variable q̇. In (4), u and u ∈ Rc are the lower
and upper bounds of the constraints while C ∈ Rc×(6+n) is
the constraint matrix. It is also possible to consider hard
priorities between tasks solving a cascade of QPs of the
same form of (4), where each QP carries the optimality of
the previous solved tasks in form of an additional set of
equality constraints. This technique is known as inequality
Hierarchical QP (iHQP) [21]. For position-controlled robots,
the solution q̇∗ is integrated and sent in open-loop to the
low-level PD joint positions controller.

Several tasks and constraints can be concisely expressed
by using the so-called Math of Tasks (MoT) formalism [22],
which defines a stack as a set S of tasks Ti and constraints
Ci. Each Ti contains information on the corresponding task

1Here and in what follows, for the sake of brevity of the notation, we do
not express the dependence of the matrices on the configuration vector q.

2The sign ‘−’ denotes the operator to properly define the error between
Cartesian poses, obeying the rules of the chosen orientation representation.



(e.g., gain, weight, control frame) as well as Ci does for the
constraint (e.g., the bounds of the joint limits). The augment
operator ‘+’ is used to denote soft priority between tasks
(e.g., T1 + T2) and concatenate constraints (C1 + C2). Hard
priority between two tasks writes as T1/T2, meaning that task
2 is solved respecting the optimality of task 1. Constraints
are considered using the insert operator ‘�’. As an example,
S =

(
((T1 + T2)/T3) � (C1 + C2)

)
says that S has 3

tasks and 2 constraints; T3 keeps optimal T1 and T2, between
which there is a soft priority regime.

B. Visual servoing

VS is a mature technique used to control robots with the
information extracted from camera images [9]. It computes
velocity commands to zero the error between f visual
features s and their desired values sd. Assuming a fixed
visual target, VS is built on the relationship relating the
motion of the visual feature to the q̇ vector [15]:

ṡ = Js q̇ (5)

where Js = L cVh
hJw,h ∈ Rf×(n+6) is the feature

Jacobian, being: L ∈ Rf×6 the interaction matrix, relating
the time derivative of the features to the camera velocity in
the camera frame Fc; cVh ∈ R6×6 the constant velocity twist
transformation from Fc to the control frame Fh; hJw,h ∈
R6×(6+n) the Jacobian of Fh, which is rigidly connected to
Fc

3. As in the kinematic case (Sect. III-A), one can define
the reference velocity of the visual features as composed of
a feed-forward and an error term: ṡr = ṡd + λ(sd − s).

C. Centroidal momentum in absence of contacts and gravity

The centroidal momentum h ∈ R6 of the robot is the
resultant momentum acting on its CoM, related to q̇ through
the following equation [23]:

h = Aq̇, (6)

where A ∈ R6×(6+n) is the so-called centroidal momentum
matrix that can be efficiently computed according to [24].
For the Newton’s equations of motion, we can write:

ḣ = f − g, (7)

where ḣ ∈ R6 is the variation of the robot centroidal
momentum, f and g ∈ R6 are the resultant wrench at the
robot’s Center of Mass (CoM) due to external forces and the
gravity, respectively. In absence of contacts and gravity, (7)
reduces to ḣ = 0, implying that h is constant. If the system
starts from rest, it is h = 0 which, substituted in (6), gives

Aq̇ = 0. (8)

This equation expresses the robot CMC in absence of con-
tacts and gravity. As remarked in [8], its linear part is a
holonomic constraint stating that the CoM does not move
in absence of external forces. The angular part is, instead,
a nonholonomic constraint indicating that a certain body
orientation can be reached as a result of the articulations
motion, as empirically observed, e.g., in Fig. 1.

3Notice that if Fc coincides with Fh then cVh is an identity matrix.

IV. VISUAL SERVOING OF FLOATING HUMANOID ROBOTS

The formal similarity of (3), (5) and (8) allows the natural
integration of these components in the same QP (e.g., as
done in [16] to integrate VS in a QP-based motion control).
In this section, we present a stack for a whole-body motion
controller, to achieve visual tasks with a humanoid floating
in open space, i.e., in absence of gravity and contacts. Our
stack exploits the advantage of having VS and CMC in the
same QP. More in details, following the MoT formalism, we
design our stack as follows:

SVS-CMC = TVS � (CCMC + CJOINTS) (9)

where:
• TVS is the VS task (presented in Sect. III-B), used to

move the robot configuration in order to point the on-
board camera towards a chosen visual pattern.

• CCMC is the CMC constraint as in (8).
• CJOINTS limits the robot joint positions and velocities in

their respective bounds.
In (9), CMC provides a way to actuate the VS commands,

coherently with the absence of contacts. By constraining the
rate of change of the centroidal momentum to zero, the FB
motion (q̇b) required to achieve the VS task is obtained as a
result of the articulation free motion (q̇a) in the air. Essen-
tially, the CMC constraint acts as the contacts constraint in
a classical whole-body VS scheme with contacts:

SVS-CONT = TVS � (CCONT + CJOINTS) (10)

where CCONT is the contacts constraint, implemented as
Jcq̇ = 0, being Jc the Jacobian of the contact points.
As the CCONT constraints the motion of the system to be
coherent with the contacts, CCMC has the same role without
the contacts. In fact, without these constraints, the QP would
compute physically inconsistent actuation commands for the
virtual joints of FB.

The stack, as it is in (9), could generate a behavior of
the robot articulations that might end up in inconvenient
configurations for further operations with the humanoid. For
example, to perform a rotation around the vertical axis, the
solution given by (9) would mostly employ the torso vertical
joint. This strategy would drive the robot in an inconvenient
situation, with arms and legs far apart each other. Instead,
it might be more reasonable to wave arms and legs (as in
Fig. 1) or, more in general, keep a desired configuration
as reference during the motion. With this regard, in order
to enforce a more reasonable whole-body motion, one can
simply introduce a postural task TP in the null-space of (9)
to track an ergonomic posture during the operations:

SVS-P-CMC = (TVS/TP)� (CCMC + CJOINTS) , (11)

where the ergonomic posture is a design choice, taken
according to the particular task to be executed.

The proposed stack contains the essential components to
achieve VS tasks in the free space with a humanoid robot,
exploiting the CMC constraint. Other components, such as
auxiliary constraints or secondary tasks, can be easily added



Fig. 2. The humanoid robot COMAN, used in the simulations validating
our approach, and the schematic of its kinematics structure.

to the stack, e.g., to avoid undesired motion of the camera.
In Sect. V, we show, supported by simulation results, the
role played by the main components of our stack.

V. SIMULATION RESULTS AND DISCUSSION

Our approach has been validated with Gazebo simulations
of COMAN [25], a humanoid robot with 29 DoFs, equipped
with a simulated Xtion sensor (see Fig. 2), used as a monocu-
lar camera streaming images of 640×480 pixels at 10 Hz. All
the presented simulations reproduced a space scenario (we
zeroed the gravity in Gazebo), where COMAN was placed
in a space vehicle and had to align with a visual pattern
without establishing contacts with the environment. As VS
task, we considered the classical problem of tracking four
point features. To ease the image processing, we chose four
green dots as visual pattern, and used standard tools available
in the OpenCV library [26] for their detection. In particular,
we applied (i) a color thresholding to isolate green areas,
(ii) erosion and dilation operators to remove salt-and-pepper
noise, (iii) a blob detector to extract the points coordinates.
Figure 3 shows the camera image at the beginning of the
simulations, where the green dots and the red circles are the
detected and desired visual features, respectively. The task
was designed in a way that the robot had to perform a rotation
around its vertical axis. The designed task was feasible, in
the sense that the visual error could be zeroed at a reachable
pose of the robot’s on-board camera. The task could not be
simply realized by a torso rotation, to which the on-board
camera is rigidly connected, due to the limits of the torso
yaw joint at ±0.78 rad, but it requires also the FB motion.

The stack proposed in Sect. IV has been implemented
within the OpenSoT [22] library, as part of the CartesI/O [27]
framework. The VS task has been integrated leveraging the
ViSP software suite [28], while the CMC constraint has been

Fig. 3. Image captured by the robot camera at the beginning of each
simulation. The visual task consists in making the green dots match with
the red circles, performing a rotation of the robot around the vertical axis.

implemented using the RBDL library [29], used also for
all the kinematics computation. As QP solver, we selected
qpOASES [30], because it manages to respect the constraints
with the required tolerance that we demanded. The objective
function of the QP was set with a regularization term of
10−3; the control gain of the VS task was set to 0.001;
regarding the postural task, we set the control gain equal
to 0.1, the weights related to the virtual joints of the FB to
zero, and the one related to the waist yaw joint to 100; all
the others weights were set to 1.

In the first simulation, we show the impact of the absence
of the CMC constraint to, firstly, achieve the desired task,
and secondly, realize a coherent motion with the physics of
the scenario. To this end, we show the performance reached
by a stack simply composed as

SVS = TVS � CJOINTS (12)

basically obtained from (9) or (10) removing CCMC or CCONT,
respectively. To realize the desired motion, the QP-based
controller fully exploited the range of the torso joints,
saturating, in particular, the yaw (see Fig. 4(a), bottom).
Furthermore, to rotate the robot towards the desired pose,
the QP solver computed direct commands for the FB virtual
joints, which obviously could not be executed by the robot, as
confirmed by the Ground Truth (GT), i.e. the FB pose given
by Gazebo (Fig. 4(a), top and middle). For these reasons, the
visual error could not be zeroed, as shown in Fig. 4(b), and
the task remained unaccomplished.

In the second simulation, we addressed the same problem
by inserting the CMC constraint, i.e., by using the stack
SVS-CMC, as in (9). Thanks to this stack, and the presence
of CCMC, the FB moved consistently with the physics of
the simulation (QP commands and GT signals matched, see
Fig. 5(a)), as a result of the motion of all the joints. The
FB rotation induced by the motion of the limbs, as effect of
CMC, allowed to efficiently zero the visual error, shown in
Fig. 5(b). Figure 5(c) shows that CM, after an initial transient
time, was kept close to zero, respecting (8). Furthermore, as
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Fig. 4. First simulation: using a stack composed of only the VS task and
joints constraint. In (a) only the articulation joints that move are plotted.

expected, even if little motion of the FB was possible, the
CoM could not translate, due to the absence of contacts.

The main drawback of SVS-CMC is that there is no attention
to the posture of the robot while executing the task. This
means that the robot could end up in an inconvenient posture
at the end of the task or cause self-collisions. In fact, with
both SVS and SVS-CMC, the torso yaw joint saturated (see
Fig. 6), and with SVS-CMC the robot hands collided with the
hip, see Fig. 7 (top). To handle this kind of situations, in the
third simulation, we provided the stack with a postural task,
i.e. we considered SVS-P-CMC as in (11), where the QP control
enforces a desired posture to the robot motion. As desired
posture, we chose the one that the robot had at the beginning
of the simulations, visible in the first snapshots of Fig. 7. As a
result, the postural task permits to achieve the VS task ending
up in a posture where the robot camera, floating-base and feet
are all aligned towards the visual pattern (Fig. 7, bottom),
without saturating the torso yaw joint (Fig. 6). Furthermore,
the robot managed to keep the arms and legs at distance from
its body, thus avoiding self-collisions as well.

All the video showing the presented simulations, along
with the on-board camera views, are included in the material
accompanying this paper.

VI. CONCLUSIONS AND FUTURE WORK

This paper presented a comprehensive formulation of a
stack of tasks and constraints for a QP-based controller at
velocity level, incorporating VS and CMC for a humanoid
robot, in scenarios with absence of gravity and contacts. A
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space simulation scenario, where the robot had to align with a
visual pattern, was used to validate the proposed formulation.

We showed that, in some cases, the addition of a postural
task can partially avoid self-collisions, requiring however



Fig. 7. Snapshots of the simulations using SVS-CMC (top) and SVS-P-CMC (bottom). The postural task allows to accomplish the task without self collisions.

fine tuning of the tracked posture. In future work, we will
tackle the possibility to explicitly avoid self-collisions, which
often occurs when considering the CMC constraint. In fact,
the QP-based formulation permits to easily add self-collision
avoidance as constraint or task, as done in [31], which can
be integrated and adapted in our scheme.

We limited our validation on a task laying on the transverse
plane. To cover other different and wider motions without the
risk of meeting singular configurations, the robot should per-
form complex whole-body cyclic motions that our reactive
strategy, in principle, is not able to carry out. However, we
observed that under particular working conditions (e.g., when
rotating the torso on the transverse plane with a particular
reference posture) the presence of the postural task and CMC
constraint can surprisingly lead to simple periodic motions,
as can be seen in the accompanying video. This behavior
is unexpected, due to the instantaneous nature of the used
control scheme, which does not take into account any future
horizon. This motivates us to further analyse this possibility
and investigate other alternative approaches, from optimal
control strategies to reinforcement learning methods.

Further developments will be driven by the needs of
energy-efficient control strategies of floating robots equipped
with jet engines or propellers. In fact, the presented formula-
tion could be used to perform rotation maneuvers saving the
precious fuel of the engines increasing the operational time.
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