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Causal conformal vector fields, and singularities of

twistor spinors.

Charles Frances

Abstract. In this paper, we study the geometry around the singularity of
a twistor spinor, on a Lorentz manifold (M, g) of dimension greater or equal
to three, endowed with a spin structure. Using the dynamical properties of
conformal vector fields, we prove that the geometry has to be conformally
flat on some open subset of any neighbourhood of the singularity. As a con-
sequence, any analytic Lorentz manifold, admitting a twistor spinor with at
least one zero has to be conformally flat.

Mathematics Subject Classification (2000). 53B30, 53C27, 37C10.

Keywords. Lorentzian conformal geometry, Twistor spinors, Dynamical
systems.

1 Introduction

Conformal vector fields of a pseudo-Riemannian manifold (M, g) are those
vector fields X for which the associated local flow φtX acts by conformal
transformations. This means that on each open subset U on which φtX is
defined, (φtX)∗g = e2σtg for some smooth function σt on U . When the sig-
nature is Lorentzian, i.e (−,+, ...,+), the conformal class [g] of g encodes
the causal properties of (M, g). In this case, a conformal vector field can
be thought as an infinitesimal symmetry of the causal structure on (M, g).
That’s why such fields were at least as much studied by physicists as by
mathematicians. One of the interesting, and natural issues about conformal
vector fields, is to describe local normal forms, especially in the neighbour-
hood of a singularity.

The simplest kind of conformal vector fields are Killing vector fields:
those for which (φtX)∗g = g. In the same category are inessential vector
fields, which are Killing fields for a metric e2σg in the conformal class. Since
the flow of these vector fields preserves not just a conformal structure (which
are second-order rigid structures), but directly a metric structure (which are
rigid of first order), they are fairly well understood. In particular, such vector
fields are linearizable in the neighbourhood of any of their singularities.
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In light of this remark, the most interesting conformal vector fields (or
at least those which are likely to be quite different from the previous ones)
are essential vector fields: the local flow of such vector fields preserves the
conformal class [g], but no metric in this class. When a conformal vector
field X is given on a manifold, it is not an easy matter to know if it is
essential or not. Since on a sufficiently small open set on which X does not
vanish, X is always inessential (just push the metric, restricted to a local
section, by the local flow φtX), we will now suppose that X has at least
one singularity on X. Under this asumption, there are sufficient conditions,
which ensure that X is essential. For example, if X is a gradient vector field
([KR1], [KR2]), or if X is a similarity vector field ([A]). In these two cases,
the geometry of [g] around a singularity is well understood. For gradient
vector fields, the situation is very rigid: the geometry around a singularity
has to be conformally flat. On the contrary, it is shown in [A] that some
similarity vector fields can preserve “quite a lot” of conformal structures
near a singularity, especially non conformally flat ones.

In this article, we focus on Lorentz manifolds (M, g) of dimension ≥ 3,
and conformal vector fields X on (M, g) which are causal. This means that
g(X,X) ≤ 0 everywhere (let us recall that for us, Lorentzian signature means
signature (−,+, ...,+)). As we shall see in section 2.3, non trivial causal
conformal vector fields admitting a singularity are automatically essential.
The main result of the article is to prove that for these vector fields, any
neighbourhood of a singularity admits an open subset on which the geometry
is conformally flat. The precise statement is:

Theorem 1. Let X be a causal conformal vector field on a smooth Lorentz
manifold (M, g) of dimension greater or equal to three. Suppose that X is
nontrivial, and vanishes at x0 ∈ M . Then the geometry is conformally flat
on a nonempty open subset of M . More precisely, there is a neighbourhood
U of x0, satisfying exactly one of the two following properties:

(i) The only singularity of X in U is x0. In this case, the geometry is
conformally flat on the open set I+

U [x0] ∪ I−U [x0].
(ii) The singularities of X in U form a lightlike geodesic ∆ ⊂ U . In this

case, the geometry is conformally flat on the open set
⋃
x∈∆(I+

U [x] ∪ I−U [x]).

In the statement, I+
U [x0] (resp. I−U [x0] ) denotes the future of x0 (resp.

the past of x0 ) in U (these notions will be defined precisely in section 2).
As an immediate corollary, we get:

Corollary 1. Let (M, g) be an analytic Lorentz manifold, and X a non-
trivial causal conformal vector field on M . Then if X has a zero, (M, g) is
conformally flat.

In the last section of the paper (section 6), we will show that the con-
clusions of Theorem 1 are in fact sharp. Indeed, one can produce examples
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of Lorentz manifolds (M, g) with a causal conformal vector field X having
a singularity x0 ∈ M , satisfying condition (i) (resp. condition (ii)) of The-
orem 1, and such that I+

U [x0] ∪ I−U [x0] (resp.
⋃
x∈∆(I+

U [x] ∪ I−U [x])) is the
biggest open subset of U on which the geometry is conformally flat. Thus, we
can only expect “semi-rigidity” of the geometry near a singularity, and the
situation is really intermediate between the case studied in [KR1], [KR2],
and that of [A].

For the readers finding assumptions of Theorem 1 a little bit artificial,
we describe now a geometric situation where causal conformal vector fields
appear naturally (we refer to [BL], and references therein for details). Let us
consider a Lorentz manifold (M, g), admitting a spin structure (see [LM] for
an introduction to spin structures). Let us denote by S the spin bundle. Two
important operators can be defined on the sections of S: the Dirac operator
D, and the Twistor operator P . Sections φ ∈ Γ(S) such that P (φ) = 0
are called twistor spinor. To each spinor field φ ∈ Γ(S), it is possible to
associate a causal vector field Xφ: the Dirac current associated to φ (this is
very clearly explained in the introduction of [BL]). Moreover, the zeros of
the Dirac current Xφ are exactly the zeros of φ. Now, a remarkable property
of twistor spinors is that their Dirac current is a conformal vector field for
g. It thus becomes clear, that Theorem 1 gives some informations about
the geometry in the neighbourhood of the singularity of a twistor spinor
on a Lorentz manifold. In the analytical framework, we get the following
conclusion:

Corollary 2. Let (M, g) be an analytic Lorentz manifold, endowed with a
spin structure. If (M, g) admits a nonzero twistor spinor which vanishes
somewhere, then (M, g) is conformally flat.

2 Geometrical aspects

2.1 Lightlike conformal geodesics

Let (M, g) be a Lorentz manifold. We denote by ∇ the Levi-Civita connec-
tion associated to the metric g. For any curve γ : I → M , we will denote
by [γ] the geometric support of γ. A curve γ : I → M , with parameter
s ∈ I is a lightlike geodesic of (M, g) if it satisfies the differential equation
∇γ̇ γ̇ = 0, and g(γ̇(s), γ̇(s)) = 0, ∀s ∈ I. It is well known that if g1 = e2σg is
a Lorentzian metric in the conformal class of g, then the lightlike geodesics
of g1 will have the same supports as those of g. However, the affine parame-
ters of geodesics of g1 generally differ from affine parameters of geodesics of
g. Now, let s 7→ γ(s) be a lightlike geodesic of (M, g), with affine parameter
s. A parameter p = p(s) will be said projective if it satisfies the equation:

{p, s} = − 2
n− 2

Ric(γ̇(s), γ̇(s))
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In this equation, Ric denotes the Ricci tensor of the metric g and {p, s}
is the Schwarzian derivative of p, {p, s} = p′′′

p′ −
3
2(p

′′

p′ )
2
.

Recall that {p, u} = 0 if and only if p = h(u), where h is an homographic
transformation. From the chain rule {p, u} = ({p, s}−{u, s})( dsdu)

2
, we infer

that if p is a projective parameter and h is an homography, then h(p) is
again a projective parameter.

Now, let g1 = e2σg be in the conformal class of g. Suppose that we
parametrize a lightlike geodesic segment [γ] by an affine parameter s with
respect to the metric g, and by an affine parameter s1 with respect to the
metric g1. If p = p(s) is a projective parameter for [γ], associated to s, and
p1 = p1(s1) is a projective parameter associated to s1, one can compute (see
e.g [M]) that {p, p1} = 0. In other words, p1 is also a projective parameter
associated to s and p is a projective parameter associated to s1, so that
the class of projective parameters depends only on the conformal class of g.
From this, we can deduce the:

Lemma 1. Let (M, g) be a Lorentz manifold. Suppose that [γ1] and [γ2]
are two lightlike geodesic segments parametrized projectively by t1 7→ γ1(t1)
and t2 7→ γ2(t2). Let φ be a conformal transformation of (M, g), such that
φ([γ1]) = [γ2]. Then there is an homographic transformation hφ such that
φ ◦ γ1(s1) = γ2 ◦ hφ(s2).

Proposition 1. Let (M, g) be a Lorentz manifold. Every point x0 ∈ M
admits a neighbourhood U such that for any pair of points x, y ∈ U , there is
a geodesic segment [γ] ⊂ U joining x and y. Moreover, if [γ] is lightlike, it
can be parametrized projectively.

Proof. We start with a neighbourhood V of x0 with compact closure, and fix
any Riemannian metric || || on V . We denote by T 1

VM the subset of TM con-
sisting of those (x, v) such that x ∈ V , v ∈ TxM, ||v||x = 1 and we say that
(x, v) ∈ T 1

V L if moreover v is lightlike. Finding a projective parametriza-
tion for a geodesic γ(s) = expx(sv), where (x, v) ∈ T 1

V L is just solving
the differential equation {p, s} = − 2

n−2Ric(expx(sv), expx(sv)). This equa-
tion is of the form p

′′′
= F (x, v, p, p′, p

′′
), for a smooth function F . So, for

any (x, v) ∈ T 1
V L, there is a neighbourhood U(x,v) of (x, v) in T 1

V L such
that for (x′, v′) ∈ U(x,v), the previous equation has a solution defined on
]−ε(x, v), ε(x, v)[. Taking a finite covering of T 1

V L by neighbourhoods of the
form U(x,v), one gets the existence of ε > 0 such that for all (x, v) ∈ T 1

V L, the
equation p

′′′
= F (x, v, p, p′, p

′′
) has a solution defined on ]− ε, ε[. Now it is a

standard fact of pseudo-Riemannian geometry that x0 admits a neighbour-
hood U ⊂ V such that for any pair of points x, y ∈ U , one has y = expx(tv),
for v ∈ T 1

UM and − ε
2 < t < + ε

2 (with ε as above). Then, the neighbourhood
U has the desired properties.
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2.2 Causality on Lorentz manifolds

Let us recall very briefly some basic causality notions on a Lorentz manifold.
We won’t make any proof in this section, and the reader who is not familiar
with causality is refered to the very complete [BE]. In the whole article,
we will work with causally oriented Lorentz manifolds (M, g). This means
that there exists on M a non vanishing vector field Y such that g(Y, Y ) < 0
on M . This data yields a well defined notion of future oriented causal
vectors: if u ∈ TxM , and gx(u, u) ≤ 0, u is said to be future oriented if
gx(Y (x), u) ≤ 0. Now, given a piecewise C1 curve γ : I → M , we say that
the curve γ is causal (resp. chronological) if for any t ∈ I such that γ′(t)
exists, g(γ′(t), γ′(t)) ≤ 0 (resp. g(γ′(t), γ′(t)) < 0). The curve is said to
be future orientied if γ′(t) is future oriented for any t ∈ I. Notice that if
γ is a geodesic of the metric g, the sign of g(γ′(t), γ′(t)) remains constant
on I. So a geodesic is said timelike (resp. lightlike, resp. spacelike) if
g(γ′(0), γ′(0)) < 0 (resp. g(γ′(0), γ′(0)) = 0, resp. g(γ′(0), γ′(0)) > 0).

Given two points p and q on M , we write p 6 q (resp. p� q) if there is
a causal (resp. chronological) future oriented curve γ from p to q. We then
define I+[p] = {x ∈ M, p � x}, and I−[p] = {x ∈ M, x � p}. Similary,
we can define J+[p] = {x ∈ M, p 6 x} , and J−[p] = {x ∈ M, x 6 p}.
Notice that in general p 6∈ I+[p], and p 6∈ I−[p]. The sets I+[p] and I−[p]
are always open in M . Finally, we denote by C[p] the lightcone with vertex
p, namely the set of point q ∈ M lying on a lightlike geodesic segment
passing through p. We also introduce the sets C+[p] = C[p] ∩ J+[p] (resp.
C−[p] = C[p] ∩ J−[p]). An open set U ⊂ M is said to be convex if for
any pair of points (p, q) in M , there is a geodesic segment (for the metric
g) joining p and q. It is a standard result that any point of M admits a
convex neighbourhood. Given U a convex open set, there is a good notion
of induced causal structure on U . If p and q are two points in U , we will
write p 6U q (resp. p�U q) if there is a timelike or lightlike (resp. timelike)
future oriented geodesic γ from p to q, contained in U . It makes now sense
to define I+

U [p] = {x ∈ U, p �U x}, and I−U [p] = {x ∈ U, x �U p}. One
defines in the same way J+

U [p] and J−U [p]. By C+
U [p] (resp. C−U [p]), we mean

the future (resp. past) lightcone of vertex p, namely C+
U [p] = {x ∈ U, ∃γ :

[0, 1] → U, γ future oriented lightlike geodesic, γ(0) = p, γ(1) = x} (resp.
C−U [p] = {x ∈ U, ∃γ : [0, 1] → U, γ past oriented lightlike geodesic, γ(0) =
p, γ(1) = x}).

Shrinking U if necessary, we can assume that J+
U [p] and J−U [p] are closed

convex sets of U , for any p ∈ U . The sets C+
U [p] and C−U [p] are also closed.

Let us fix p ∈ U . There is a closed subset K ⊂ U containing J−U [p] in its
interior such that J+

U [p]∩K is compact. Now, for q1 ∈ I−U [p] sufficiently close
to p, J+

U [q1] is close to J+
U [p] and J+

U [q1]∩K is compact. Now, for q2 ∈ I+
U [p]

sufficiently close to p, J−U [q2] is close to J−U [p], so is in the interior of K.
Now, J+

U [q1] ∩ J−U [q2] is closed in J+
U [q1] ∩K hence compact. In conclusion,
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I+
U [q1]∩I−U [q2] is an open neighbourhood of p which is convex, and such that

for any r, s ∈ I+
U [q1] ∩ I−U [q2] with r �U s, the set J+

U [r] ∩ J−U [s] is compact.

Definition 1. Such a neighbourhood I+
U [q1] ∩ I−U [q2] is said to be convex

globally hyperbolic. Any point of M admits a convex globally hyperbolic
neighbourhood.

We will use the next lemma several times in the article:

Lemma 2. Each point x0 of M admits a neighbourhood U with the following
properties:
(i) U is convex globally hyperbolic.

(ii) There is on U a smooth time function T : U →] − A,A[, namely a
smooth submersion T whose fibers are smooth spacelike hypersurfaces of U ,
and such that T increases along any future oriented causal curve in U .

(iii) In U , there is no triangle whose edges are lightlike geodesic segments.

Proof. A time function as in (ii) exists in a neighbourhood of 0 in Tx0M . It
is sufficient to push it on M via the exponential map (of any metric in the
conformal class of g), and to restrict it to U . Point (iii), namely the non
existence of local lightlike geodesic triangles, is a standard fact of causality
on Lorentz manifolds (see [BE]).

2.3 The zero set of a causal conformal vector field

The structure of the zero set of a general Lorentzian conformal vector field
is not easy to understand. Nevertheless, in the case of a causal conformal
vector field, we know locally how this set looks like. What follows is a slight
improvement of results obtained by F.Leitner in [L] (Theorem 1, p. 11).

Proposition 2. Let Z(X) be the zero set of a causal conformal vector field
X on a Lorentz manifold (M, g). Then, for every p ∈ Z(X), there is an open
set U containing p, such that either U ∩ Z(X) = {p} or U ∩ Z(X) = [γ],
where [γ] is a lightlike geodesic segment.

Proof. Let us call φtX the (local) flow associated to X. The first observation
is:

Lemma 3. If x ∈ Z(X) then there exists λ ∈ R such that Dxφ
t
X = eλtId.

In particular, any nontrivial causal conformal vector field which vanishes is
essential.

Proof. For all t for which φtX is defined, Dxφ
t
X is a conformal linear trans-

formation of TxM . Thus, it is of the form eλtA(t), with A(t) ∈ O(1, n− 1)
and A(tt′) = A(t)A(t′) for t, t′ sufficiently small. If t 7→ A(t) is nontrivial,
then given U a convex neighbourhood of x, and y ∈ C+

U [x], t 7→ φtX .y is
a curve of C+

U [x], transverse to any lightlike geodesic segment of C+
U [x] it
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meets. So the curve has spacelike tangent vectors, contradicting the causal
nature of X.

The last assertion of the lemma is clear when λ 6= 0. Now, if λ = 0,
Dxφ

t
X = Id. But since a Lorentzian isometry fixing a point is conjugated,

around this point, to its differential, we see that if X is inessential, it has to
be trivial.

We now use the conclusions of [L], Theorem 1, p.11. Let X be a confor-
mal vector field on (M, g), such that at any x ∈ Z(X), Dxφ

t
X = Id. Then

if x0 ∈ Z(X), there is a neighbourhood U of x0, and a lightlike geodesic
[γ] ⊂ U (possibly reduced to a point) such that Z(X) ∩ U ⊂ [γ].

In fact, our conformal vector field X does not exactly satisfy the asump-
tions of the theorem of Leitner, since we just proved that if x ∈ Z(X),
Dxφ

t
X = eλtId. But the proof of Leitner works without any change, even

under this weaker hypothesis on X.
Now, let x ∈ Z(X). If x is isolated, we are in the case (i) of Proposition

2. If not, we get, by [L] the existence of a neighbourhood U , and a non trivial
lightlike geodesic [γ] ⊂ U such that Z(X) ∩ U ⊂ [γ], as well as a sequence
(xi)i∈N of Z(X) ∩ [γ] converging to x. Shrinking U and [γ] if necessary, we
can choose a conformal parametrization u 7→ γ(u) of [γ], defined on [0, 1]. If
φtX is the local flow associated to X, then φtX(γ(u)) = γ(τt(u)), for a family
of homographic transformations τt. But since φtX fixes every xi = γ(ui),
τt(ui) = ui for all i ∈ N, what implies that each τt is in fact the identity. So,
for any u ∈ [0, 1], φtX(γ(u)) = γ(u), what proves that [γ] ⊂ Z(X). Shrinking
U if necessary, we get Z(X)∩U = [γ]∩U , and we are in the second case of
the proposition.

As an easy consequence of Proposition 2, we get the:

Corollary 3. If (M, g) is a compact Lorentz manifold, and if X is a causal
conformal vector field on M , then Z(X) is a finite union of points and closed
lightlike geodesics.

2.4 The Cotton and Weyl tensors

Let (M, g) be a smooth Lorentz manifold of dimension greater or equal to
three. From the conformal point of view, two interesting tensors can be built.

The Weyl tensor is given by the formula:

W̃ = R− S

2n(n− 1)
g.g − 1

n− 2
(Ric− S

n
g).g

here, R, Ric and S stand for the Riemann, Ricci and Scalar curvature
associated to g, and h.q stands for the Kulkarni-Nomizu product of two
symetric 2−tensors (see [B] p.47).
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The Weyl tensor is always zero in dimension 3, and in dimension ≥ 4,
the vanishing of W̃ is a necessary and sufficient condition for the metric
g to be conformally flat. We will denote by W the (1, 3) tensor defined
by g(W (X,Y, Z), T ) = W̃ (X,Y, Z, T ). For any (local) conformal diffeomor-
phism φ of (M, g), Dφ(W (X,Y, Z)) = W (Dφ(X), Dφ(Y ), Dφ(Z)).

The Schouten tensor on (M, g) is given by:

S =
1

n− 2
(Ric− S

2(n− 1)
g)

Then, one defines the Cotton tensor by C(X,Y, Z) = (∇XS)(Y, Z) −
(∇Y S)(X,Z).

In any dimension, the Cotton tensor vanishes as soon as g is conformally
flat (see [E] p.91). In dimension 3, the vanishing of C is a necessary and suffi-
cient condition for the metric g to be conformally flat. Notice also that in di-
mension three, the Cotton tensor is conformally invariant, so that for any (lo-
cal) conformal diffeomorphism φ, C(X,Y, Z) = C(Dφ(X), Dφ(Y ), Dφ(Z)).

3 Some general dynamical aspects

3.1 Cartan decomposition for the derivative cocycle

In all this section, (φk) denotes a sequence of conformal diffeomorphisms of a
Lorentz manifold (M, g). This means that for all k ∈ N, (φk)

∗g = e2σkg, for
σk ∈ C∞(M). We suppose that there is x0 ∈ M such that xk = φk(x0)
has a limit point x∞ ∈ M . Let us choose a smooth frame field x 7→
(E1(x), E2(x), ..., En(x)) (resp. y 7→ (F1(y), F2(y), ..., Fn(y))) in a neigh-
bourhood of x0 (resp. of x∞). We suppose moreover that (E1(x), ..., En(x))
and (F1(y), ..., Fn(y)) satisfy gx(E1(x), E2(x)) = 1 (resp. gy(F1(y), F2(y)) =
1 ) and gx(Ei(x), Ei(x)) = 1, i ≥ 3 (resp. gy(Fi(y), Fi(y)) = 1, i ≥ 3
), all the other products being zero. The frame (E1(x0), ..., En(x0)) (resp.
(F1(φk(x0)), ..., Fn(φk(x0)))) yields an identification of Tx0M (resp. Tφk(x0)M)
with Minkowski’s space R1,n−1. Under this identification, the differential
Dx0φk is a matrix Mk(x0) in R × O(1, n − 1). The projection on the R-
factor is just the square root of the conformal distorsion, namely eσk(x0).
Recall that there is a Cartan decomposition O(1, n− 1) = KAK, where K
is the maximal compact subgroup of O(1, n−1), and A is a maximal abelian
subgroup in O(1, n−1). We perform a Cartan decomposition of the sequence
Mk(x0), so that Mk(x0) writes as a product L(k)

1 (x0)Dk(x0)L
(k)
2 (x0). The

two matrix L(k)
1 (x0) and L(k)

2 (x0) are in K and Dk(x0) is a diagonal matrix
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of the form

eσk(x0)


eλk(x0)

e−λk(x0)

1
. . .

1


with λk(x0) ≥ 0.

In what follows, we will use the notation δ+k (x0) = σk(x0) + λk(x0) and
δ−k (x0) = σk(x0)− λk(x0). Remark that one always has δ−k ≤ σk ≤ δ+k .

Definition 2. A sequence (φk) such that xk = φk(x0) tends to x∞ is said
to be simple if:

(i) eλk(x0), eσk(x0), eδ
+
k (x0) and eδ

−
k (x0) all have a limit in R∪{+∞} when

k → +∞.
(ii) The two sequences L(k)

1 (x0) and L(k)
2 (x0) converge in K.

Now, if (φk) is a simple sequence of conformal transformations such that
φk(x0) → x∞, then there is a sequence (X(k)

1 , X
(k)
2 , ..., X

(k)
n ) of frames on

Tx0M , and a sequence (Y (k)
1 , Y

(k)
2 , ..., Y

(k)
n ) of frames on Txk

M such that:
(i) (X(k)

1 , X
(k)
2 , ..., X

(k)
n ) tends to a frame (X1, X2, ..., Xn) of Tx0M .

(ii) (Y (k)
1 , Y

(k)
2 , ..., Y

(k)
n ) tends to a frame (Y1, Y2, ..., Yn) of Tx∞M .

(iii) Dx0φk(X
(k)
1 ) = eδ

+
k (x0)Y

(k)
1

Dxφ
tk(X(k)

2 ) = eδ
−
k (x0)Y

(k)
2

Dxφ
tk(X(k)

i ) = eσk(x0)Y
(k)
i for i ≥ 3,

Indeed, we just defineX(k)
1 , X

(k)
2 , ..., X

(k)
n as (L(k)

2 (x0))
−1

(E1(x0), ..., En(x0)),
and Y (k)

1 , Y
(k)
2 , ..., Y

(k)
n as L(k)

1 (x0)(F1(xk), ..., Fn(xk)).
Notice that for all k ∈ N∪{∞}, X(k)

1 , X(k)
2 , Y (k)

1 and Y (k)
2 are isotropic.

3.2 Stability and dynamical normality for conformal trans-
formations

We now recall some usefull dynamical notions, first introduced by Zeghib in
[Z].

Definition 3. Let (φk) be a simple sequence of conformal transformations
of (M, g), such that φk(x0) → x∞. The stable space at x0 for the sequence
(φk) is defined as the subspace H<

x0
= {u ∈ Tx0M | ∃(uk) ⊂ Tx0M, uk →

u, and Dx0φk(uk) is bounded}. We also define the strongly stable space at
x0 as H<<

x0
= {u ∈ Tx0M | ∃(uk) ⊂ Tx0M, uk → u, and Dx0φk(uk) → 0 ∈

Tx∞M}.
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The sequence (φk) is said to be stable at x0 if H<
x0

= Tx0M , and strongly
stable when H<<

x0
= Tx0M .

The following lemma describes the possible stable and strongly stable
subspaces for a sequence of Lorentzian conformal transformations.

Lemma 4. Let (φk) be a simple sequence of conformal transformations of
a Lorentz manifold (M, g), such that xk = φk(x0) tends to x∞. Then:

1) The sequence (φk) is strongly stable at x0 if and only if limk→+∞(eδ
+
k (x0)) =

0.

2) The sequence (φk) is stable at x0 without being strongly stable if and
only if (eδ

+
k (x0)) tends to eδ

+
∞, for δ+∞ ∈ R. Two subcases can then occur:

(i) Dx0φk is bounded. In this case H<<
x0

= {0}.
(ii) Dx0φk is not bounded. The strongly stable space H<<

x0
is a lightlike

hyperplane. With the notations above H<<
x0

= (X2)
⊥ (the g-orthogonal of

X2).

3) When the sequence (eδ
+
k (x0)) tends to +∞, the sequence (φk) is not stable

at x0 . To be more precise, the two following subscases can occur:
(i) The sequence eσk(x0) tends to eσ∞, for σ∞ ∈ R. The stable space

H<
x0

is the lightlike hyperplane (X2)
⊥. The strongly stable space H<<

x0
is the

lightlike line R.X2.
(ii) The sequence eσk(x0) tends to +∞. Then, if limk→+∞ δ−k 6= +∞,

then H<
x0

= H<<
x0

= R.X2. If limk→+∞ δ−k = +∞, then H<
x0

= H<<
x0

= {0}.

In what follows, we will mainly be concerned with the two first cases of
the lemma.

Let us now introduce another dynamical notion, namely that of dynam-
ical normality.

Definition 4. Let x0 be a point of a manifold M , and (φk) be a sequence
of homeomorphisms M such that limk→+∞φk(x0) = x∞ (we put x∞ = ∞ if
the sequence φk(x0) leaves every compact subset of M). We define the set:

D(φk)(x0) =
⋃

xk→x0

{ accumulation points of (φk(xk))}

The union is taken over all sequences converging to x0.
We say that the point x0 is dynamically normal (for the sequence φk),

or equivalently that (φk) is dynamically normal at x0, iff D(φk)(x0) = {p∞}.

For Lorentzian conformal transformations, the link between dynamical
normality and stability is made clear by the following proposition:

10



Proposition 3. Let (φk) be a sequence of conformal diffeomorphisms of a
Lorentz manifold (M, g), and let x0 ∈M such that φk(x0) → x∞. If (φk) is
dynamically normal at x0, then (φk) is stable at x0.

Notice that the converse of the proposition is false. For example, let
us consider the space Einn, namely the conformal compactification of n-
dimensional Minkowski’s space. We will study this space in section 6, and
see that any translation flow on Minkowski’s space extends to a conformal
flow on Einn. In particular, these flows have fixed points on Einn, and the
differential at these fixed points are always identity. Nevertheless, the fixed
points are never dynamically normals. So, stability and dynamical normality
are really distinct notions for Lorentzian conformal transformations.

Proof. Suppose on the contrary that (φk) is not stable at x0, and choose a
sequence (vk) ⊂ Tx0M , such that (vk) tends to some non zero vector v∞,
and Dx0(φk)(vk) is unbounded. Looking at a subsequence, we suppose that
||Dx0(φk)(vk)|| tends to +∞ (the norm being taken for any Riemannian
metric on a relatively compact neighbourhood of x∞). We suppose more-
over that (vk) is a sequence of lightlike vectors (which is always possible).
The lightlike vectors vk (for k ∈ N ∪ {∞}) are tangent to a family [γk] of
lightlike geodesics. Let U be a small neighbourhood around x0. By [γk]U ,
we will denote the connected component of [γk] ∩ U which contains x0. We
choose conformal parametrizations γk : [0, 1] → M of [γk]U , such that (γk)
converges for the C1 topology to a conformal parametrization γ∞ of the
geodesic [γ∞]U passing through x0 with tangent vector v∞. By an affine
change of parameter (which still yields conformal parametrizations), and
shrinking the interval of definition, we suppose moreover that γ′k(0) = vk ,
k ∈ N ∪ {∞}. Taking a subsequence of (φk) if necessary, we can suppose
that the vectors Dx0(vk) converge projectively to the direction supported by
some vector v′∞ ∈ Tx∞M . Any lightlike direction Dx0(vk) defines a lightlike
conformal geodesic [αk], and v∞ defines [α∞] as well. We choose a small
neighbourhood U ′ of x∞ and conformal parametrizations αk : [0, 1] → M ,
α∞ : [0, 1] → M , of [αk] ∩ U ′ and [α∞] ∩ U ′ respectively, such that αk
C1-converges to α∞. Now, because conformal transformations respect con-
formal parametrizations, φk ◦γk is a conformal parametrization of a segment
of the lightlike geodesic [αk], starting at xk. Hence, there is an homography
hk such that φk ◦ γk(t) = αk ◦ hk(t), fot t ∈ [0, 1]. Derivating at t = 0,
we get Dx0φk(vk) = h′k(0).α′k(0). But α′k(0) is a bounded (even converging)
sequence of vectors, so that |h′k(0)| tends to +∞. We conclude that (hk)
is sequence of projective transformations fixing 0, which tends to infinity.
Such sequences can be dynamically normal at 0 only if their derivatives at
0 tend to 0. We infer that (hk) is not dynamically normal at 0. More pre-
cisely, there is a sequence (tk) tending to 0, such that hk(tk) accumulates
at 1

2 . Thus, φk(γk(tk)) accumulates at α∞(1
2), what proves that (φk) is not

dynamically normal at x0.
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3.3 Effects of the dynamics on the Weyl and Cotton tensors

Proposition 4. Let (φk) be a sequence of conformal transformations of a
Lorentz manifold (M, g), whose dimension is greater or equal to four. We
suppose that limk→+∞ φk(x0) = x∞ for some x∞ ∈M . We suppose also that
(φk) is stable at x0. Then, denoting by W the Weyl tensor of the conformal
structure on M :

(i) If Wx∞ = 0, then Wx0 = 0.
(ii) If Dx0φk is unbounded, then ImWx0 ⊂ H<<

x0
(here ImWx0 denotes

the set of all possible values of the (1, 3) tensor W at x0 ).
(iii) If (φk) is strongly stable at x0, then Wx0 = 0.

Proof. Let us precise some notations before begining the proof.
We will note xk = φk(x0). For i, j and l in {1, ..., n}, we will also use the

notation Wx0(i, j, l) to denote the set of values W (Xσ(i), Xσ(j), Xσ(l)), when
σ describes the set of all permutations of {i, j, l}.

Let us also recall that with the notations of section 3.1, when (φk) is
stable at x0 but not strongly stable, the strongly stable subspace H<<

x0
is

the subspace spanned by X2, X3, ..., Xn (see lemma 4).
We begin by proving (i) in the case where Dx0φk is bounded. Suppose

that we have Wx∞ = 0 but Wx0 6= 0. We then choose X,Y, Z in Tx0M such
that Wx0(X,Y, Z) 6= 0.

NowDx0φk(Wx0(X,Y, Z)) = Wxk
(Dx0φk(X), Dx0φk(Y ), Dx0φk(Z)). Sin-

ce Dx0φk is bounded, we can suppose , looking at a subsequence of (φk) if
necessary, that Dx0φk(X), Dx0φk(Y ), Dx0φk(Z) and Dx0φk(Wx0(X,Y, Z))
converge toX∞, Y∞, Z∞ andW∞ in Tx∞M . Again becauseDx0φk is bounded,
we are sure that W∞ 6= 0, since Wx0(X,Y, Z) 6= 0.

We thus get Wx∞(X∞, Y∞, Z∞) = W∞, a contradiction with the hy-
pothesis Wx∞ = 0.

We will now prove (i), (ii) and (iii) under the hypothesis that Dx0φk is
simple, stable and unbounded. This imply in particular limk→+∞ σk = −∞
and δ+k bounded. We will often use this implicitely in the rest of the proof.

Lemma 5. Let vk ∈ Tx0M be a sequence of vectors converging to v∞ ∈
Tx0M . Then,

(i) if limk→+∞(e−δ
+
k (x0)Dx0φk(vk)) = 0, then v∞ ∈ H<<

x0
.

(ii) if limk→+∞(e−σk(x0)Dx0φk(vk)) = 0, then v∞ = µX2, µ ∈ R.
(iii) if limk→+∞(e−δ

−
k (x0)Dx0φk(vk)) = 0, then v∞ = 0.

Let (i, j, l) three indices in {1, ..., n}. The conformal invariance of the
Weyl tensor yields for all k ∈ N :

Wxk
(Dx0φk(X

(k)
i ), Dx0φk(X

(k)
j ), Dx0φk(X

(k)
l )) = Dx0φk(Wx0(X

(k)
i , X

(k)
j , X

(k)
l ))
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We can now prove:

- W (1, 1, 2) = {0}.
We compute :

e−σk(x0)Dx0φk(Wx0(X
(k)
1 , X

(k)
2 , X

(k)
1 )) = e2δ

+
k (x0)+δ−k (x0)−σk(x0)Wxk

(Y (k)
1 , Y

(k)
2 , Y

(k)
1 )

= e2σk(x0)+λk(x0)Wxk
(Y (k)

1 , Y
(k)
2 , Y

(k)
1 ).

This latter term tends to zero since in both stable and strongly stable
case, limk→+∞(2σk(x0) + λk(x0)) = −∞. Lemma 5 then ensures that
Wx0(X1, X2, X1) = µX2. If µ 6= 0, then looking at the (0, 4)-Weyl tensor
instead of the (1, 3), we get Wx0(X1, X2, X1, X1) 6= 0, which is not possible,
because of Bianchi’s identities. We thus get Wx0(X1, X2, X1) = 0. The same
conclusion holds, with the same proof for Wx0(U, V,W ), when two of these
three vectors are equal to X1, and the other to X2.

- Wx0(1, 2, 2) = {0}.
e−δ

−
k (x0)Dx0φk(Wx0(X

(k)
1 , X

(k)
2 , X

(k)
2 )) = e2σk(x0)Wxk

(Y (k)
1 , Y

(k)
2 , Y

(k)
2 ). Since

the last term tends to zero, lemma 5 impliesWx0(X1, X2, X2) = 0. The same
conclusion holds for Wx0(U, V,W ), when two of these three vectors are equal
to X2, and the other to X1.

- Wx0(2, 2, i) = {0}, for i ≥ 3.
e−δ

−
k (x0)Dx0φk(Wx0(X

(k)
2 , X

(k)
i , X

(k)
2 )) = eδ

−
k (x0)+σk(x0)Wxk

(Y (k)
1 , Y

(k)
2 , Y

(k)
2 ).

This last term clearly tends to zero, what gives the conclusion by lemma 5.

- Wx0(2, i, j) = {0}, for i, j ≥ 3.
e−δ

−
k (x0)Dx0φk(Wx0(X

(k)
2 , X

(k)
i , X

(k)
j )) = e2σk(x0)Wxk

(Y (k)
2 , Y

(k)
i , Y

(k)
j ). This

last term tends to zero and we conclude by lemma 5.

- For i ≥ 3, Wx0(1, 2, i) = {0}.
e−δ

−
k (x0)Dx0φk(Wx0(X

(k)
1 , X

(k)
2 , X

(k)
i )) = eδ

+
k (x0)+σk(x0)Wxk

(Y (k)
2 , Y

(k)
i , Y

(k)
j ).

Under the asumption of stability (or strong stability), limk→+∞(δ+k (x0) +
σk(x0)) = −∞. So, the last term tends to zero and we conclude by lemma 5.

- For i ≥ 3, Wx0(1, 1, i) = {0} in case (iii) and (i), and Wx0(1, 1, i) ∈ H<<
x0

in case (ii).
e−σk(x0)Dx0φk(Wx0(X

(k)
1 , X

(k)
i , X

(k)
1 )) = e2δ

+
k (x0)Wxk

(Y (k)
1 , Y

(k)
i , Y

(k)
1 ). If we

are in the case (iii), limk→+∞ δ+k = −∞, and we conclude that the last
term tends to zero. In the case (i), e2δ

+
k (x0) is bounded, but by hypoth-

esis limk→+∞Wxk
(Y (k)

1 , Y
(k)
i , Y

(k)
1 ) = 0. So, in both of these cases, we

get Wx0(X1, Xi, X1) = µX2, µ ∈ R. But once again, by Bianchi identity,
gx0(X1,Wx0(X1, Xi, X1)) = 0, so that µ = 0, and we are done.
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When we are in case (ii) :

e−δ
+
k (x0)Dx0φk(Wx0(X

(k)
1 , X

(k)
i , X

(k)
1 )) = eδ

+
k (x0)+σk(x0)Wxk

(Y (k)
1 , Y

(k)
i , Y

(k)
1 )

which tends to zero, and lemma 5 gives the conclusion.

- For i, j ≥ 3, Wx0(1, i, j) = {0} in case (iii) and (i), and Wx0(1, i, j) ∈ R.X2

in case (ii).

e−δ
−
k (x0)Dx0φk(Wx0(X

(k)
1 , X

(k)
i , X

(k)
j )) = eδ

+
k (x0)+2σk(x0)−δ−k (x0)Wxk

(Y (k)
1 , Y

(k)
i , Y

(k)
j )

= e2δ
+
k (x0)Wxk

(Y (k)
1 , Y

(k)
i , Y

(k)
j ).

If we are in the case (iii), limk→+∞ δ+k = −∞, and we conclude that the
last term tends to zero. In the case (i), e2δ

+
k (x0) is bounded, but by hypoth-

esis limk→+∞Wxk
(Y (k)

1 , Y
(k)
i , Y

(k)
j ) = 0. So, in both of these cases, we get

Wx0(X1, Xi, Xj) = 0, by lemma 5.
When we are in case (ii) :

e−σk(x0)Dx0φk(Wx0(X
(k)
1 , X

(k)
i , X

(k)
j )) = eδ

+
k (x0)+σk(x0)Wxk

(Y (k)
1 , Y

(k)
i , Y

(k)
j )

which tends to zero, and lemma 5 gives the conclusion.

- For i, j, l ≥ 3, Wx0(i, j, l) = {0}.

e−δ
−
k (x0)Dx0φk(Wx0(X

(k)
i , X

(k)
j , X

(k)
l )) = eδ

+
k (x0)+σk(x0)Wxk

(Y (k)
i , Y

(k)
j , Y

(k)
l )

This last term tends to zero and we conclude thanks to lemma 5.

The proof of the following statement is much easier:

Proposition 5. Let (φk) be a sequence of conformal transformations of a
three dimensional Lorentz manifold (M, g). We suppose that limk→+∞ φk(x0) =
x∞ for some x∞ ∈M . We suppose also that (φk) is stable at x0, and Dx0φk
is unbounded. Then the Cotton tensor C vanishes at x0.

Proof. Keeping the notations of the previous proposition, we get:
Cx0(X

(k)
i , X

(k)
j , X

(k)
l ) = eαk(x0)Cxk

(Y (k)
i , Y

(k)
j , Y

(k)
l ), for all k ∈ N, with

limk→+∞ αk = −∞, except in the case i = j = l = 1. So, except when
(i, j, l) = (1, 1, 1), Cx0(X

(∞)
i , X

(∞)
j , X

(∞)
l ) = 0, and since C is antisymmetric

in the two first variables, we also have Cx0(X
(∞)
1 , X

(∞)
1 , X

(∞)
1 ) = 0, which

finishes the proof.
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4 Dynamics around a fixed point of a causal con-
formal flow

Let X be a causal conformal vector field, and x0 a point of M such that
X(x0) = 0. By proposition 2, x0 is either an isolated singularity of X, or
lies on a lightlike geodesic of singular points of X.

4.1 The case of an isolated singularity

We first suppose that X admits an isolated zero x0 ∈M .

Proposition 6. There is an open set U containing x0 such that, changing
X into −X if necessary, ∀x ∈ I+

U [x0], φtX(x) is defined for all t ∈ R+, and
limt→+∞ φtX(x) = x0.

Proof. We choose for U a convex globally hyperbolic neighbourhood of x0, as
in lemma 2. We suppose moreover that the time function T :→]−A,A[ sat-
isfies x0 ∈ T−1{0}. Since ∀x ∈ I+

U [x0], X(x) 6= 0, we can suppose (looking at
−X instead of X), that ∀x ∈ I+

U [x0], X(x) is past-oriented. Now, let x be in
I+
U [x0], T (x) = T0. The function F : t 7→ T (φtX(x)) is decreasing, and even

strictly decreasing because since X is causal, dT (X(φtX(x))) never vanishes
(unless X(x) = 0). What we claim is that the orbit φtX(x) is trapped inside
I+
U [x0]. Indeed, if for some t0 ∈ R, φt0 ∈ U\I+

U [x0], then there is 0 ≤ t1 ≤ t0
such that φt1 .x ∈ C+

U [x0]. But this is impossible, since the φtX -orbits of
points of C+

U [x0] are (locally) contained in C+
U [x0]. So, the orbit φtX(x) is in

fact trapped in the compact subset J+
U [x0] ∩ {x ∈ U, 0 ≤ T (x) ≤ T0}. The

function F is decreasing and bounded from above, so that limt→+∞ F (t)
exists and limt→+∞ F ′(t) = 0. Let x∞ be a limit point of some sequence
(φtk .x)k∈N. The remark above yields dT (X(x∞)) = 0, so that X(x∞) is
tangent to an hypersurface T = constant. Since these hypersurfaces are
supposed to be spacelike and X(x∞) is causal, we get X(x∞) = 0, and fi-
nally x∞ = x0. The only accumulation point of (φtX(x))t≥0 is x0, so that
limt→+∞ φtX(x) = x0, and the proof is completed.

Of course, we have the same statement if we replace I+
U [x0] by I−U [x0].

4.2 The case of a lightlike geodesic of singularities

We now suppose that there is U , a convex globally hyperbolic neighbourhood
of x0, as in lemma 2, such that I = Z(X)∩U is a lightlike geodesic segment.
For all x ∈ I+

U [x0], the set J−U [x] ∩ J+
U [x0] is compact. In particular, any

lightlike segment of C+
U [x0] intersects a lightlike segment of C−U [x]. Said

in another way, ∀x ∈ I+
U [x0], there is some y ∈ I such that x ∈ C+

U [y].
Moreover, since no lightlike geodesic triangles exist in U (lemma 2), we get
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that this y is unique, and denote it by π(x). This defines a continuous
projection π : I+

U [x0] → I. The fiber π−1({y}) of y ∈ I is just C+
U [y]\I.

Proposition 7. Changing X into −X if necessary, we have that ∀x ∈
I+
U [x0], φtX(x) is defined for all t ∈ R+, and limt→∞ φtX(x) = π(x).

Proof. Since we supposed the dimension of M is at least 3, U\I is connected,
and X does not vanish on U\I. So, changing X into −X if necessary, we
will suppose that X is past oriented on U . By what has been said above,
given x ∈ I+

U [x0], there is a lightlike geodesic segment [π(x), x] joining x and
π(x). This segment lies entirely in U , because U is convex. Moreover, since
φtX fixes π(x) and Dπ(x)φ

t
X = Id ∀t ∈ R, we get that the orbit φtX(x) is

included in [π(x), x]. Remark that the only zeros of X in U are the points
of I, so that X does not vanish on [π(x), x], and since it is past oriented, it
“points” from x to π(x). It follows that limt→+∞ φtX(x) = π(x), as claimed.

5 Proof of Theorem 1

5.1 The case of an isolated singularity

If we take x ∈ I+
U [x0], Proposition 6 implies limt→+∞(I+

U [x0]∩ I−U [φtX(x)]) =
limt→+∞ φtX(I+

U [x0]∩ I−U [x]) = {x0}, what implies that all points of I+
U [x0]∩

I−U [x] are dynamically normal. Now proposition 3 yields:

Corollary 4. The sequence (φk) is stable at every point x ∈ I+
U [x0].

If we are in dimension three, Proposition 5 directly implies Theorem 1.
We now suppose that we are in dimension at least four.

Lemma 6. The Weyl tensor vanishes at x0, and if dim(M) = 3, so does C.

Proof. We pick y ∈ C+
U [x0], and choose a sequence (yi) of points of I+

U [x0]
converging to y. For all i ∈ N, limk→+∞Dyiφ

k(X(yi)) = 0, because of
proposition 6 and the fact that X(x0) = 0. So, X(yi) ∈ H<<

yi
. If X(yi) is

timelike, it means that H<<
yi

= TyiM . In other words, (φk)k∈N is strongly
stable at yi, and Wyi = 0 by Proposition 4. So, if X(yi) is timelike for
infinitely many i ∈ N, Wy = 0. Now, since φk(y) tends to x0 as k goes to
infinity, we get Wx0 = 0.

It remains to study the case where X(yi) is lightlike for all, but a finite
number of i ∈ N. In this case, H<<

yi
is nothing but the subspace X(yi)⊥, the

orthogonal of X(yi) in TyiM for gyi . It follows from proposition 4, point (ii),
that ImWyi ⊂ X(yi)⊥. We infer that ImWy ⊂ X(y)⊥. We call u(y) some
nonzero vector of Tx0M , which is tangent to the lightlike geodesic joining x0

and y. Using the conformal invariance of the Weyl tensor under the action
of φk, we get ImWx0 ⊂ u(y)⊥. But this is true for all y in C+

U [x0], and, since⋂
y∈C+

U [x0] u(y)
⊥ = {0}, we get Wx0 = 0, and the proof is complete.
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Now, Theorem 1 follows from the previous proposition and the point (i)
of Proposition 4.

5.2 The case of a lightlike geodesic of singularities

The continuity of π and Proposition 7 imply that (φk)k∈N is dynamically
normal at every point of I+

U [x0] From proposition 3, we infer:

Corollary 5. The sequence (φk)k∈N is stable at every point x ∈ I+
U [x0].

If we are in dimension three, Proposition 5 directly implies Theorem 1.
We now suppose that we are in dimension at least four.

As in the case of an isolated singularity, we will be able to conclude
the proof if we show that, for all x ∈ I+

U [x0], the Weyl tensor vanishes at
π(x). In fact, it works essentially as above. Indeed, if some y ∈ C+

U [π(x)]\I
statisfies Wy = 0, we are done, since limt→+∞ φtX(y) = π(x) will imply
Wπ(x) = 0. So, we suppose that the Weyl tensor is non zero at any point
y of C+

U [π(x)]\I. By Proposition 4, it means that ImWy is a subspace of
X(y)⊥. Using limt→+∞ φtX(y) = π(x), we get that ImWπ(x) is included in
u(y)⊥, where u(y) is a vector of Tπ(x)M , tangent to the lightlike geodesic
joining π(x) to y. Since this must be true for any y ∈ C+

U [π(x)]\I, we get
once again Wπ(x) = 0.

6 Some examples showing that Theorem 1 is sharp

6.1 About the compactification of Minkowski’s space

We recall here briefly how to compactify conformally Minkowski’s space.
Let R2,n be the space Rn+2, endowed with the quadratic form q2,n(x) =

−2x0xn+1 − x2
2 + x2

3 + ... + x2
n. The isotropic cone of q2,n is the subset of

R2,n on which q2,n vanishes. We call C2,n this isotropic cone, with the origin
removed. By π, we will mean the projection from R2,n minus the origin,
on RPn+1. The set π(C2,n) is a smooth hypersurface Σ of RPn+1. This
hypersurface turns out to be endowed with a natural Lorentzian conformal
structure. Indeed, for any x ∈ C2,n, the restriction of q2,n to the tangent
space TxC2,n, that we call q̂2,nx , is degenerate. Its kernel is just the kernel
of the tangent map dxπ. Thus, pushing q̂2,nx by dxπ, we get a well defined
Lorentzian metric on Tπ(x)Σ. If π(x) = π(y) the two Lorentzian metrics on
Tπ(x)Σ obtained by pushing q̂2,nx and q̂2,ny are in the same conformal class.
Thus, the form q2,n determines a well defined conformal class of Lorentzian
metrics on Σ. One calls Einstein’s universe the hypersurface Σ, together
with this canonical conformal structure, and denote it by Einn.

The projection on Einn of the intersection of C2,n with null 2-planes
of R2,n (resp. degenerate hyperplanes of R2,n) are called lightlike geodesics
(resp. lightlike cones) of Einn. The lightlike geodesics are closed curves ,
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but one can not find a conformal parametrization, as defined in section 2.1,
for these entire closed geodesics. One has to remove a point from them,
to make it possible. The lightlike cones are the sets of lightlike geodesics
passing through a common point p (the vertex of the lightlike cone).

Let us identify Minkowski’s space R1,n−1 with the subspace of Rn+2

spanned by e1, .., en, and let us denote by <,> the restriction of q2,n to
Vect(e1, ..., en). We define:

s : R1,n−1 → C2,n

x 7→< x, x > e0 + 2x+ en+1

Then the map s = π ◦ s is a conformal embedding of R1,n−1 into Einn.
It is called stereographic projection of R1,n−1. The image s(R1,n−1) is the
complement in Einn of the lightlike cone with vertex p∞ = π(e0). This cone
is called cone at infinity and denoted by C∞. For a better understanding
of the compactification of R1,n−1, the following lemma is useful (a proof is
given in [Fr1] p.53):

Lemma 7. After identifying R1,n−1 as an open subset of Einn thanks to
the stereographic projection s, one has:
(i) Timelike and spacelike straightlines of R1,n−1 all converge to the point
p∞ at infinity.
(ii) To each lightlike direction u of R1,n−1 is associated a unique lightlike
geodesic ∆u ⊂ C∞, and a map ρu : Du, to ∆u \{p∞} (where Du is the space
of straightlines with direction u in R1,n−1), such that :

• any lightlike straightline ∆ ∈ Du tends to ρu(∆) at infinity.
• ρu(∆) = ρu(∆′) if and only if ∆ and ∆′ are in the same degenerate

affine hyperplane of R1,n−1.

Let us also say a few words about the group of conformal transformations
of Einn. From the very construction of Einn, it is clear that the group
PO(2, n) acts naturally by conformal transformations on Einn. It turns
out that PO(2, n) is the full conformal group of Einn. Moreover, there is
a Liouville theorem, asserting that any conformal transformation between
connected open subsets of Einn is the restriction of a unique transformation
of PO(2, n). In particular, any conformal transformation of R1,n−1 extends
in a unique way to a conformal transformation of Einn. In particular, the
conformal transformation x 7→ x

<x,x> , defined on R1,n−1 \ {x| < x, x >6= 0},
can be seen as an element of PO(2, n), that we call θ. The transformation
θ switch the points 0 and p∞, and the lightcone through 0 (in Einn), with
the lightcone through p∞.

6.2 Two examples

In what follows, we denote by R1,n−1 Minkowski’s space, with < x, x >=
−x2

1 + x2
2 + ... + x2

n. We will call gcan the metric −dx2
1 + dx2

2 + ... + dx2
n.

By C1,n−1 (resp. Ω−, resp. Ω+), we will denote the set of lightlike (resp.
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timelike, resp. spacelike) vectors in R1,n−1.

1) Let φtX be the translation x 7→ x+te1 of R1,n−1, seen as a transforma-
tion of PO(2, n). Using the properties stated in Lemma 7, it is quite easy to
check that p∞ is the unique fixed point of φtX , and that the orbits of φtX are
timelike in R1,n−1 and lightlike on C∞. Let X the conformal vector field on
Einn, associated to φtX . The fieldX is causal and has exactly one singularity,
at p∞. We set ψtY = θ◦φtX ◦θ and Y = θ∗X. It is clear that Y is also a causal
conformal vector field of Einn, and that 0 ∈ R1,n−1 is the unique singularity
of Y . Any integral curve of Y in R1,n−1 is parametrized by t 7→ a + te1,
t ∈ R, for a unique a ∈ C1,n−1 such that < a, e1 >≥ 0. By an easy compu-
tation we get θ(a+ te1) = a+te1

t(2<a,e1>−t) . Thus, the integral curves of Y which
are contained in Ω+ are given by t 7→ a+te1

t(2<a,e1>−t) , for t ∈]0, 2 < a, e1 > [.
We call H the hyperplane {x1 = 0}. Since < θ(a + te1), e1 >= 0 exactly
when t =< a, e1 >, we see that any integral curve of Y in Ω+ intersects H
at exactly one point. Moreover, since H \ {0} is preserved by the conformal
map θ, Y (x) is orthogonal to H for any x ∈ H \ {0}.

On Ω+, we have two global coordinate systems. The first one is simply
the restriction to Ω+ of the ”canonical” coordinates (x1, ..., xn) on R1,n−1.
The second one gives the coordinates (y1, ..., yn) to the point ψy1Y .y, where
y = (0, y2, ..., yn) ∈ H \ {0}. In these second coordinates, the action of the
flow ψtY is just given by (y1, y2, ..., yn) 7→ (y1 + t, y2, ..., yn).

Let us define a metric hcan on Ω+ by the formula hcan
ψt

Y .y
(Dyψ

t
Y (u), Dyψ

t
Y (v)) =

gcany (u, v), y ∈ H \ {0}, t ∈]0, 2 < a, e1 > [. This metric is clearly in the
conformal class of gcan, and there is a smooth function λ : Ω+ → R such
that gcan = eλhcan in Ω+. In the coordinates (y1, ..., yn), this metric writes
as hcan(y) = −eνcan

dy2
1 + dy2

2 + ... + dy2
n, where νcan is a smooth function

on Ω+ depending only of y2, .., yn. For any family σ = (νi)2≤i≤n of smooth
functions on Ω+, depending only of y2, ..., yn, we associate the Lorentzian
metric hσ(y) = −eνcan

dy2
1 + eν2(y)dy2

2 + ...+ eνn(y)dy2
n on Ω+. For any choice

of such family σ, Y is a Killing vector field for hσ.
For every r ∈ R, and x ∈ Rn, we call B(x, r) the open Euclidean ball

of radius r centered at x, and Ḃ(x, r) this same ball with x removed. For
every k ∈ N∗,we call Λ(k) the intersection of B(0, k) with the union of all
orbits ψtY .x, x ∈ Ḃ(0, 1

k ) ∩ H. Let Σ be the set of families σ = (νi)2≤i≤n,
such that for all k ∈ N∗, and i, j, l1, ..., lm ∈ {1, ..., n} with 1 ≤ m ≤ k:

sup
x∈Λ(k)

|eλ(x)hσij(x)− eλhcanij | < 1
k

(1)

and
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sup
x∈Λ(k)

|
∂m(eλhσij)
∂xl1 ...∂xlm

(x)−
∂m(eλhcanij )
∂xl1 ...∂xlm

(x)| < 1
k

(2)

Notice that we are dealing here with the coordinates of the metric com-
ponents in the system (x1, ..., xn). The set Σ is clearly non empty (it contains
the family ν2 = ... = νn = 0).

Let M denote the space Rn. For every σ ∈ Σ, we define a Lorentzian
metric hσ on M by h

σ(x) = eλhσ(x) for x ∈ Ω+, and h
σ(x) = gcan else-

where. Then, the metric hσ is smooth on M and Y is a causal conformal
vector field of (M,h

σ). The smoothness of hσ on Ω+ ∪Ω− is obvious, but it
remains to show that hσ is smooth at every point of C1,n−1. Let x0 ∈ C1,n−1

be such a point. There is a map k 7→ nk, defined for k ≥ K big enough,
with nk ∈ N, such that (B(x0,

1
k ) ∩ Ω+) ⊂ Λ(nk) but (B(x0,

1
k ) ∩ Ω+) 6⊂

Λ(nk + 1). Since the orbits of ψtY close to C1,n−1 hit H close to {0}, we
have limk→+∞ nk = +∞. Now, observe that limk→+∞(supx∈B(x0,

1
k
) |h

σ
ij(x)−

gcanij (x)| = limk→+∞(supx∈Λ(nk) |eλ(x)hσij(x)− gcanij (x)|) = 0, because of con-
dition (1) determinig Σ. Thus, the metric hσ is continuous at x0.

We fix an open interval ] − ε,+ε[, with ε small. For j ∈ {1, ..., n}, the
only t ∈]− ε, ε[ such that t 7→ x0 + tes cuts C1,n−1 is exactly t = 0. To prove
the smoothness of the metric, we must prove that for any m ∈ N∗, and any

l1, ..., lm, s ∈ {1, ..., n}, limt→0
∂m(h

σ
ij)

∂xl1
...∂xlm

(x0 + tes)) exists.

By the previous remark, x0 + tε ∈ Ω− for every t ∈]− ε, 0[, or x0 + tε ∈
Ω+ for every t ∈] − ε, 0[. In the first case, ∂m(h

σ
)

∂xl1
...∂xlm

(x0 + tes)) = 0 for

every t ∈] − ε, 0[ and we get limt→0−
∂m(h

σ
)

∂xl1
...∂xlm

(x0 + tes)) = 0. If we are
in the second case, then for every k ∈ N∗, there is a tk ∈] − ε, 0[ such that
x0 + tes ∈ Λ(k) as soon as t ∈]tk, 0[. Since σ was chosen in Σ, we get by
condition 2 that supt∈]tk,0[ |

∂m(h
σ
)

∂xl1
...∂xlm

(x0 + tes))| < 1
k . We get once again:

limt→0− |
∂m(h

σ
)

∂xl1
...∂xlm

(x0 + tes))| = 0.

We prove in the same way that limt→0+ | ∂m(h
σ
)

∂xl1
...∂xlm

(x0 + tes))| = 0,
and we conclude that for every m ∈ N∗, and any l1, ..., lm, j ∈ {1, ..., n},
limt→0

∂m(h
σ
)

∂xl1
...∂xlm

(x0 + tes)) = 0.

Now, the metric −eνcan
dy2

1 +eν2dy2
2 +...+eνndy2

n is in the conformal class
of −dy2

1 +eν2−ν
can
dy2

2 + ...+eνn−νcan
dy2
n, which is conformally flat only when

eν2−ν
can
dy2

2 + ...+ eνn−νcan
dy2
n has constant curvature. In fact, for a generic

choice of σ = (νi)2≤i≤n ∈ Σ, the Weyl tensor (or the Cotton tensor if n = 3)
is nowhere vanishing. For such a choice σ0 ∈ Σ, the previous construction
yields a smooth Lorentz manifold (M,h

σ0), with a causal vector field Y ,
admitting a unique singularity x0 = 0, and such that the Weyl tensor of
h
σ0 (resp. the Cotton tensor if n = 3), vanishes exactly on the closure of
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I+[x0] ∪ I−[x0]. The conclusion (i) of Theorem 1 is thus optimal.

2) For our second example, we consider φtX , the translation of vector tτ =
t(e1 + e2) (we see this translation as an element of PO(2, n)). Using again
the properties stated in Lemma 7, one checks that the orbits of φtX are
all lightlike, and that the fixed points of φtX are exactly the points of the
lightlike geodesic ∆τ ⊂ C∞. The conformal vector field X associated to
φtX is causal, and its singularities are the points of ∆τ . As previously, we
introduce ψtY = θ ◦ φtX ◦ θ, and Y = θ∗X. The singularities of Y in R1,n−1

are exactly the points of the straightline R.τ . The integral curves of Y
in R1,n−1 are the (open) lightlike halflines with endpoint on R.τ . We call
p = e1, q = −e1, and take for manifold M the intersection I+[q] ∩ I−[p]
(the future and past sets are taken in R1,n−1). This is a “diamond like”
open subset of R1,n−1. The line R.τ intersects M along an open interval
Iτ , with endpoints a and b. We choose a to be in the future of b. Let V
be the intersection (I−[a] ∩ I+[q]) ∪ (I+[b] ∩ I−[p]). This is an open subset
of M , characterized by the property that every integral curve of Y in V ,
has an endpoint on Iτ . We define Ω to be the open subset M \ V . If, as
previously, H denotes the hyperplane x1 = 0, we call B = H ∩Ω. Then any
integral curve of Y in Ω intersect B at exactly one point. This allows us to
consider two coordinate systems on Ω. The first one is just the restriction
to Ω of the canonical coordinates (x1, ..., xn) on R1,n−1. The second one,
defined on Ω′ ⊂ Rn, gives coordinates (y1, ..., yn) to the point ψy1Y .θ.y, for
y = (0, y2, ..., yn) ∈ θ.B.

Let us choose a sequence (Bk)k∈N of open subsets of B, having compact
closure in B, such that Bk ⊂ Bk+1 for all k, and B =

⋃
k∈NBk. Then, if Uk

denotes the saturation of Bk by the orbits of ψtY in Ω, then Ω =
⋃
k∈N Uk.

In the following, we will write U ck for the complementary of Uk in Ω.

For every smooth function σ : Ω′ → R, depending only of y3, we associate
the Lorentzian metric hσ on Ω, defined in terms of coordinates (y1, ..., yn)
by hσ(y) = eσ(y3)dy1dy2 + Σn

k=2dy
2
k. For any σ, Y is a Killing field for hσ on

Ω. When σ is identically zero, we get a metric hcan on Ω, which is in the
same conformal class as gcan (because θ is conformal). Thus there exists a
smooth function λ : Ω → R, such that eλhcan = gcan. We can check that
eλ(x) = 1

<x,x> . As in the previous example, we introduce the set Σ of smooth
σ = σ(y3), satisfying, for all k ∈ N∗, i, j, l1, ..., lm ∈ {1, ..., n} and 1 ≤ m ≤ k
:

sup
x∈Uc

k

|eλhσij(x)− eλhcanij (x)| < 1
k

(3)
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sup
x∈Uc

k

|
∂m(eλhσij)
∂xl1 ...xlm

(x)−
∂m(eλhcanij )
∂xl1 ...∂xlm

(x)| < 1
k

(4)

Given σ ∈ Σ, we define a Lorentzian metric hσ on M by hσ(x) = eλhσ(x)
for x ∈ Ω, and h

σ(x) = gcan elsewhere. By a proof similar to that of the
first example, we get that the metric hσ is smooth on M and Y is a causal
conformal vector field of (M,h

σ).
For a metric eσ(y3)dy1dy2 + Σn

k=2dy
2
k, we can do a few computations.

We get that all Christofel symbols are zero, except Γ1
32 = Γ1

23 = −1
2σ
′e−σ,

Γ1
13 = Γ1

31 = 1
2σ
′, Γ2

23 = Γ2
32 = 1

2σ
′ and Γ3

12 = Γ3
21 = −1

2σ
′eσ. Using the

formula Rlilk = ∂iΓllk − ∂lΓlik + Σn
r=1(Γ

r
lkΓ

l
ir − ΓrikΓ

l
lr), we find that :

R1
212 = R3

232 = 1
4(σ′)2.

R3
132 = eσ

2 (σ′′ + 1
2(σ′)2).

R1
313 = R2

323 = 1
2σ
′′ + 1

4(σ′)2.
This gives three nonzero components for the Ricci tensor, namely:
R12 = eσ

2 (σ′′ + 1
2(σ′)2).

R22 = 1
2(σ′)2.

R33 = σ′′ + 1
2(σ′)2.

We infer that the scalar curvature of this metric is S = ( e
σ

2 + 1)(σ′′ +
1
2(σ′)2).

In local coordinates, the components of the Cotton tensor are given by:
Cijk = ∇kRij −∇jRik + 1

2(n−1)(gik∂jS − gij∂kS).

In particular, we get C223 = σ′σ′′ + 1
2(n−2)

d
dy3

(( e
σ

2 + 1)(σ′′ + 1
2(σ′)2)).

Now, let us remark that there exists a sequence εk, such that σ ∈ Σ as
soon as max1≤m≤k(supy∈B(0,k)c∩Ω′ |σ(m)(y3)|) < εk for every k ∈ N (B(0, k)
stands here for the Euclidean ball of radius k centered at 0). So, we can
choose smooth functions σ such that σ ∈ Σ and C223(y) never vanishes on
Ω′. For such choices of σ, we get smooth Lorentz manifolds (M,h

σ), with Y
as conformal vector field, such that the Weyl tensor (resp. the Cotton tensor
in dimension 3) vanishes exactly on the closure of V =

⋃
x∈Iτ I

+[x] ∪ I−[x].
The conclusion (ii) of Theorem 1 is thus optimal.

Remark.
In this article, we did not make any compactness asumtion on the manifold
(M, g). In the compact case, it is likely that a stronger conclusion than
that of Theorem 1 must hold. Namely, the presence of a nontrivial causal
conformal vector field, vanishing somewhere on a compact Lorentz manifold
should ensure that the manifold is conformally flat. Nevertheless, the global
dynamical behaviour of causal conformal vector fields on compact manifolds
seems not so easy to understand. For instance, in [Fr2], section 4.5 and 4.6,
quite complicated examples are constructed (these examples are conformally
flat).
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[Fr1] C.Frances - Géométrie et dynamique lorentziennes conformes.
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Université Paris-Sud
91405 ORSAY Cedex
Charles.Frances@ math.u-psud.fr

24


