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LIMITING AMPLITUDE PRINCIPLE FOR A HYPERBOLIC METAMATERIAL
IN FREE SPACE

MARYNA KACHANOVSKA∗

Abstract. Harmonic wave propagation in hyperbolic metamaterials is described by the Maxwell equations with a
frequency-dependent tensor of dielectric permittivity. For a range of frequencies, this tensor has eigenvalues of opposite
signs, and thus, in two dimensions, the harmonic Maxwell equations can be written as a Klein-Gordon equation. This
technical report is mainly dedicated to the proof of the limiting amplitude principle for the simplest case of such a
problem, and is a companion to the manuscript [8].

1 Introduction The beginning (Sections 1.2-1.3) of this report is not new, and follows almost
verbatim [8]. Appendix A is taken from [8]. The outline of the report can be found in Section 1.5.

1.1 The model Probably the simplest model of a hyperbolic metamaterial is provided by a
2D strongly magnetized cold plasma model, cf. [15, 4]. In the system of units chosen so that the speed
of light c, dielectric permittivity ε0 and magnetic permeability µ0 of vacuum satisfy c = ε0 = µ0, this
model reads

∂tEx − ∂yHz = 0,

∂tEy + ∂xHz + j = 0, ∂tj − ω2
pEy = 0,

∂tHz + ∂xEy − ∂yEx = 0, (x, t) ≡ (x, y, t) ∈ R2 × R.

(1.1)

Here E is an electric field, Hz is a magnetic field, j is a current and ωp > 0 is a plasma frequency.
Let us introduce, for u, v ∈ L2(R2):

(u, v) =

∫
R2

uvdx, ‖u‖2 :=

∫
R2

|u|2dx.

The following energy of (1.1) is conserved:

d

dt
E(t) = 0, E(t) =

1

2

(
‖Ex(t)‖2 + ‖Ey(t)‖2 + ‖Hz(t)‖2 + ω−2p ‖j(t)‖2

)
.

Using energy techniques, it is possible to show that the initial-value problem for (1.1) is well-posed.
In order to see the relation between the above problem and the hyperbolic effects in wave prop-

agation, let us rewrite it in the harmonic regime. We apply to (1.1) the Fourier-Laplace transform,
defined for causal functions of polynomial growth by

û(ω) =

∞∫
0

eiωtu(t)dt, ω ∈ C+ := {z ∈ C : Im z > 0}/(1.2)

Let us introduce curl = (∂y,−∂x)T , curlv = ∂xvy − ∂yvx, and ε(ω) = diag(1, ε(ω)), where

ε(ω) = 1−
ω2
p

ω2
.(1.3)

This yields the following problem:

− iωε(ω)Ê− curlĤz = 0,(1.4)

− iωĤz + curl Ê = 0,(1.5)

For ω ∈ (0, ωp), ε(ω) < 0, hence the above model defines a hyperbolic metamaterial [12]. Rewriting

the problem for Ĥz yields

ω2Ĥz + ε(ω)−1∂2xĤz + ∂2yĤz = 0, (x, y) ∈ R2.(1.6)

We also introduce for brevity

Lωu := ω2u+ ε(ω)−1∂2xu+ ∂2yu.(1.7)

We see that when 0 < ω < ωp, ε(ω) < 0, and the operator Lω becomes hyperbolic.
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1.2 Preliminaries: Fourier transform, weighted Sobolev spaces We define, for u ∈
L1(R2), s.t. û ∈ L1(R2), its partial and full Fourier transforms:

Fxu(ξx, y) =
1√
2π

∫
R

eiξxx
′
u(x′, y)dx′, Fyu(x, ξy) =

1√
2π

∫
R

eiξyy
′
u(x, y′)dy′,

Fu(ξx, ξy) =
1

2π

∫
R2

eiξ·xu(x, y)dxdy, F−1û(x, y) =
1

2π

∫
R2

e−iξ·xû(ξx, ξy)dξx dξy.

First of all, let us define isotropic weighted Sobolev spaces:

L2
s(R

2) ≡ L2
s := {v ∈ L2

loc(R
2) :

∫
R2

(1 + x2 + y2)s|v(x, y)|2dx dy <∞},

H1
s (R2) ≡ H1

s := {v ∈ L2
s(R

2) : ∇v ∈ (L2
s(R

2))2}.

Weighted anisotropic Sobolev spaces are defined similarly:

L2
s,⊥(R2) ≡ L2

s,⊥ := {v ∈ L2
loc(R

2) :

∫
R2

(1 + y2)s|v(x, y)|2dx dy <∞},

H1
s,⊥(R2) ≡ H1

s,⊥ := {v ∈ L2
s(R

2) : ∇v ∈ (L2
s,⊥(R2))2}.

with the norm

‖v‖2L2
s,⊥
≡ ‖v‖2s,⊥ :=

∫
R2

(1 + y2)s|v(x, y)|2dx dy.

Remark that for any v ∈ L2
s,⊥(R2), v(., y) ∈ L2(R). Therefore, equivalent norms on L2

s,⊥(R2), H1
s,⊥(R2)

can be rewritten using the Plancherel theorem in the following form:

‖v‖2s,⊥ = ‖Fxv‖2s,⊥ =

∫
R2

(1 + y2)s|Fxv(ξx, y)|2dξxdy,(1.8)

‖v‖2H1
s,⊥

=

∫
R2

(1 + y2)s(1 + ξ2x)|Fxv(ξx, y)|2dξxdy

+

∫
R2

(1 + y2)s|∂yFxv(ξx, y)|2dξxdy.
(1.9)

We will use the notation a . b (resp. a & b) to indicate that there exists C > 0 that may depend on
ωp and ω, s.t. a ≤ Cb (resp. a ≥ Cb).

1.3 Some additional results about the problem (1.6)

1.3.1 The problem (1.6) for ω ∈ C \ R The following result is based on the Lax-Migram
lemma.

Lemma 1.1. Let ω ∈ C \ R. Thus, for all f ∈ H−1(R2), there exists a unique uω ∈ H1(R2) that
satisfies

Lωuω = f inD′(R2).(1.10)

Moreover, ‖uω‖H1 ≤ c|ωi|−1 max(ω−2i , 1)|ω|‖f‖H−1 .

The unique solution to (1.10) is then given by the convolution of the source f with the fundamental
solution Gω:

uω = Nωf :=

∫
R2

Gω(x− x′)f(x′)dx′.(1.11)

To provide an explicit form of Gω, we need the following convention.
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Remark 1. In what follows, we will use the following convention: for a complex number z ∈ C,√
z denotes the principal branch of the square root, i.e. Re

√
z > 0 for all z ∈ C\(−∞, 0]; respectively,

log z = log |z|+ iArg z, Arg z ∈ (−π, π).

The fundamental solution for (1.10) is given by

Gω(x) =
−i
√
ε(ω)

4


H

(1)
0 (ω

√
ε(ω)x2 + y2), Reω > 0, Imω > 0,

H
(2)
0 (ω

√
ε(ω)x2 + y2), Reω > 0, Imω < 0,

(1.12)

where H
(1)
0 , H

(2)
0 are Hankel functions of the first and second kind.

It can be shown that the partial Fourier transform of Gω is given by

FxGω =
eiκ(ξx,ω)|y|

2i
√

2πκ(ξx, ω)
, with κ(ξx, ω) =

√
−ε−1(ω)ξ2x + ω2.(1.13)

Let us now provide some auxiliary results about the asymptotic behaviour of H
(1)
0 (z). First, we

consider behaviour for |z| → +∞, [10, pp. 266-267]. Let z ∈ C be s.t. 0 ≤ Arg z ≤ π
2 . Then, as

|z| → +∞,

H
(1)
0 (z) =

√
2

πz
eiz−i

π
4 (1 + η(z)) , |η(z)| ≤ C|z|−1, C > 0.(1.14)

For |z| → 0, according to [1, §9.1.3, §9.1.13]:

H
(1)
0 (z) = J0(z) + iY0(z),

J0(z) = 1 + gJ(z2), Y0(z) =
2

π
J0(z) log

z

2
+ gY (z2),

(1.15)

where gJ , gY are entire functions. Moreover, gJ(0) = 0, g′J(0) 6= 0.

1.3.2 The problem (1.6) for ω ∈ (0, ωp) Let us introduce the outgoing fundamental solution,
associated with the problem (1.6) for ω ∈ (0, ωp), cf. [8]:

G+ω (x, y) =
1

4α


H

(1)
0 (ω

√
y2 − α−2x2), (x, y) ∈ Cp,

H
(1)
0 (iω

√
α−2x2 − y2), (x, y) ∈ Ce,

(FS)

Cp = {(x, y) ∈ R2
∗ : |y| > α−1|x|}, Ce = {(x, y) ∈ R2

∗ : |y| < α−1|x|}.(C)

Let, additionally, for f ∈ L2
comp(R

2),

N+
ω f := Gω ∗ f.(1.16)

It can be shown that

Lemma 1.2. For all s, s′ > 1
2 , N+

ω ∈ L(L2
s, H

1
−s′,⊥).

Moreover,

Theorem 1.3. For all s, s′ > 1
2 , f ∈ L2

s,⊥, the function u+ω := N+
ω f solves Lωu+ = f .

One can verify that the solution u+ω is a limiting absorption solution. This is shown in the follow-
ing theorem proven in [8](Theorem 4.1), and whose proof we give for convenience of the reader in
Appendix A.

Theorem 1.4. Let s, s′ > 3
2 , 0 < ω < ωp. Let ωn ∈ C+, Reωn > 0, and ωn → ω as n → +∞.

Then, for all f ∈ L2
s,⊥,

Nωnf → N+
ω f in H1

−s′,⊥(R2).
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1.4 The principal result of the report The principal result of this report reads.

Theorem 1.5. Let s, s′ > 3
2 . Let f ∈ L2

s(R
2), and 0 ≤ ω ≤ ωp. Let (E, Hz, j) solve

∂tEx − ∂yHz = 0,

∂tEy + ∂xHz + j = 0, ∂tj − ω2
pEy = 0,

∂tHz + ∂xEy − ∂yEx = feiωt,

Hz(0) = Ex(0) = Ey(0) = j(0) = 0.

Then, as t→ +∞,

‖Hz − hzeiωt‖L2
−s′
→ 0,

where hz is defined as follows:
• for 0 < ω < ωp, hz = −iωu+ω , where u+ω = N+

ω f , cf. (1.16).
• for ω = ωp, hz = 0.

• for ω = 0, hz =
iωp
2π

∫
R2

K0(ωp|x− x′|)f(x′, y)dx′dy′.

Remark 2. In the above vanishing initial conditions (1.5) are taken for convenience; it is possible
to show that the result holds also for sufficiently regular non-vanishing initial conditions.

Remark 3. One could wonder whether
• the result holds in the elliptic case (i.e. when ω > ωp);
• the result (up to the definition of Hf ) holds when the right hand side in the equations for

Ex, Ey, j does not vanish and equals (fx, fy, fj)
T

eiωt, with fx, fy, fj ∈ C∞0 (R2);
• the harmonic behaviour as t→ +∞ is true for Ex, Ey, j.

The answer to all of these questions is positive. Because the elliptic case seems somewhat more
classical, we omit it here.

In the case when the source term does not vanish in the equations involving ∂tEx, ∂tEy, ∂tj,
the respective proofs for the cases ω /∈ {±ωp, 0} are a trivial extension of the proof of Theorem 1.5.
However, the proofs for the cases ω ∈ {±ωp, 0} are significantly more technical (and, as a result, quite
cumbersome), hence we decided to omit treating them.

In our proofs, we will follow the classical work by Eidus [9], adapted to first-order systems in the
PhD thesis [5] and the work in preparation [6].

1.5 Outline of the report In Section 2, we perform the spectral analysis of the system (1.1),
by rewriting it as a Schrödinger equation and using explicit expressions for its resolvent. In 3 we state
limiting absorption principle for the resolvent in the operator norm topology. In 4 we prove that the
resolvent is Hölder regular. In 5 we prove the limit amplitude principle (Theorem 1.5).

2 Spectral analysis of (1.1) Let us rewrite (1.1) as a generalized Schrödinger equation,
following [7]. For this let us introduce

U =


Ex
Ey
Hz

ω−1p j

 , A =


0 0 −i∂y 0
0 0 i∂x iωp
−i∂y i∂x 0 0

0 −iωp 0 0

 .(2.1)

The system (1.1), equipped with initial conditions U0 and the source iF can be rewritten as follows:

−idU
dt

= AU(t) + F(t), U(0) = U0.(2.2)

Let us introduce as well

H :=
(
L2(R2)

)2 × L2(R2)× L2(R2).

It is easy to verify that the operator A : D(A)→ H, with

D(A) = Hcurl⊥(R2)×H1(R2)× L2(R2),

Hcurl⊥(R2) =
{
v ∈

(
L2(R2)

)2
: ∂xvy − ∂yvx ∈ L2(R2)

}
,
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is self-adjoint on H.
The proof of the limiting absorption principle relies on the study of the spectrum of the operator

A, and, in particular, on a decomposition of its spectral measure. We start by studying the spectrum
of the operator A.

The principal result of this section is that the spectrum of A is purely absolutely continuous.

Theorem 2.1 (Spectrum of A). σ(A) = σac(A) = R.

2.1 Fourier analysis of A and the proof that σp(A) = ∅ Extending the definition of the
Fourier transform to the vector-valued distributions by

(Fv)j = Fvj , j = 1, . . . , 4, v ∈ H,

we see that A is unitary equivalent to the matrix-vector multiplication operator A:

A = F−1AF , (Av)(k) =


0 0 ky 0
0 0 −kx iωp
ky −kx 0 0
0 −iωp 0 0


︸ ︷︷ ︸

:=A(k)

v(k), v ∈ H.(2.3)

Thanks to the unitary equivalence, σ(A) = σ(A), σp(A) = σp(A); it thus remains to find the spectrum
of A. The space H is isometrically isomorphic to the space L2((R2, ν); C4), with ν standing for the
Lebesgue’s measure; the latter space is in its turn isometrically isomorphic [13, p. 280] to the direct
integral with respect to the Lebesgue measure ν of the fiber spaces C4 (these spaces are equipped

with the Eucledian scalar product), i.e. H ' H⊕ =
⊕∫

R2

C4dk. The operator A : H⊕ → H⊕ (with an

obvious abuse of notation) then has the form, cf. [13, p. 283],

A =

∫
R

A(k)dk.

By [13, Theorem XIII.85(d, e)],

λ ∈ σ(A) ⇐⇒ ν{k : σ(A(k)) ∩ (λ− ε, λ+ ε)} > 0 for all ε > 0,(2.4)

λ ∈ σp(A) ⇐⇒ ν{k : λ ∈ σp(A(k))} > 0.(2.5)

The spectrum of every matrix A(k) is given by the set of the solutions λ of the characteristic equation

λ4 − λ2(|k|2 + ω2
p) + k2yω

2
p = 0.(2.6)

The solutions to the above had been studied in particular in [4]. We summarize these results in the
following lemma.

Lemma 2.2. The solutions to (2.6) are given by continuous functions ±λ+(k) and ±λ−(k), de-
fined by

λ±(k) =
ω2
p + |k|2 ±

√
∆(k)

2
, ∆(k) =

(
ω2
p + |k|2

)2 − 4k2yω
2
p.

These functions satisfy: Imλ−(R2) = [0, ωp], Imλ+(R2) = [ωp,∞).

Proof. First of all, let us show that for each λ ∈ R, there exists k ∈ R2 such that (2.6) holds true.
This will imply that Imλ−(R2) ∪ Imλ+(R2) = R. The latter however is easy to see: for λ ∈ R fixed
any k ∈ R2 satisfying

k2x = ε(λ)(λ2 − k2y) when λ 6= 0,

ky = 0 when λ = 0,
(2.7)

satisfies (2.6). Let us remark that the set (kx, ky) defined by the above two equations is non-empty
for any λ ∈ R. We thus conclude Imλ−(R2) ∪ Imλ+(R2) = R.

Next, by Section 3.2 of [4], see also Lemma 3 in the same article, we know that

λ−(kx, ky) ≤ ωp ≤ λ+(kx, ky),

with equality signs achieved only if kx = 0 and ky = ±ωp. Hence Imλ−(R2) = [0, ωp], Imλ+(R2) =
[ωp,∞).
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The above lemma leads to the following.

Lemma 2.3. σ(A) = R, and σp(A) = ∅.
Proof. Proof that σp(A) = ∅. We will use (2.5). Suppose λ ∈ σp(A); necessarily, all k, for which

λ ∈ A(k), lie on the curve (2.7). Thus k s.t. λ ∈ σp(A(k)) belong to the set of Lebesgue’s measure
zero. Hence, by (2.5), σp(A) = ∅.

Proof that σ(A) = R. Let us prove that σ(A) = R, again by using (2.4). Let λ ∈ R be fixed.
Let us first consider the case 0 < λ < ωp. By Lemma 2.2, the set

Sk,ε = {k : σ(A(k)) ∩ (λ− ε, λ+ ε)}

is non-empty, and, for sufficiently small ε, by Lemma 2.2, is defined by

Sk,ε = λ−1− ((λ− ε, λ+ ε)).

Because λ− is a continuous function, for all ε sufficiently small, the set Sk,ε is open, and thus its
Lebesgue measure is non-zero. With (2.4) we conclude that (0, ωp) ∈ σ(A).

Similarly we show that (−∞,−ωp)∪ (−ωp, 0)∪ (ωp,+∞) ⊂ σ(A). Then the points {0,±ωp} also
belong to σ(A), because the spectrum is closed.

An immediate corollary of the above and the unitary equivalence (2.3) reads

Corollary 2.4. σ(A) = R and σp(A) = ∅.
The above results are sufficient to prove the first part of Theorem 2.1, namely, σ(A) = R. In what
follows we will adhere to the terminology and notation of the monograph by Schmüdgen [14]. Because
σp(A) = ∅, by [14, Propositions 9.1, 9.2] σ(A) = σc(A) = σac(A) ∪ σsc(A). It remains to show that
σsc(A) = ∅.

2.2 The resolvent of A and the proof σsc = ∅ To show that the spectrum is absolutely
continuous, we will make use of [13, Theorem XIII.20]. According to this result, given I = (a, b), b > a,
to prove that σsc ∩ I = ∅, it suffices to check that for all v ∈ D, with D = H,

sup
ε∈(0,1)

∫
I

|Im(RA(λ+ iε)v, v)|p dλ <∞, for some p > 1,(2.8)

where RA(λ) = (λ Id−A)−1.
A direct computation shows that the resolvent is defined by

RA(ω) = −ω−1SωS̃TωNω +Kω, ω ∈ C \ R,

where Nω is given by (1.16) and

Kω =


ω−1 0 0 0

0 (ωε(ω))
−1

0
iωp

ω2ε(ω)

0 0 0 0

0 − iωp
ω2ε(ω) 0 (ωε(ω))−1

 , Sω =


−∂y,

ε−1(ω)∂x,
iω,

iωp(ωε(ω))−1∂x

 ,

S̃Tω =
(
−∂y, ε−1(ω)∂x, iω, −iωp(ωε(ω))−1∂x

)
.

Comparing the above expression with the explicit expression for Nω, cf. (1.16), and the respective
expression for the fundamental solution (1.12), we conclude that

Lemma 2.5. For all intervals I belonging to compact subsets of R \ {0} ∪ {±ωp}, and all v ∈
C∞0 (R2), the inequality (2.8) holds true for any p ≥ 1.

Proof. Because the function ω 7→ ε(ω) is analytic and bounded on compact subsets of C\{±ωp, 0},
it suffices to prove that for all intervals as in the statement of the lemma, for all v, φ ∈ C∞0 ,

sup
ε∈(0,1)

∫
I

|(Nλ+iεv, φ)|p dλ <∞ for any p ≥ 1.(2.9)

Case I ⊂ (0, ωp). With the Plancherel identity we have

(Nλ+iεv, φ) =

∫
R3

FxGλ+iε(ξx, y − y′)Fxv(ξx, y
′)Fxφ(ξx, y

′)dξxdy
′dy.(2.10)
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Recall that, according to (1.13),

FxGλ+iε(ξx, y) =
eiκ(ξx,λ+iε)|y|

2i
√

2πκ(ξx, λ+ iε)
, κ(ξx, ω) =

√
−ε−1(ω)ξ2x + ω2,(2.11)

we remark the following: for all ε > 0,

• Imκ(ξx, λ+ iε) ≥ 0, because sign Im(−ε−1(λ+ iε)) = − sign Im
ω2
p

ω2 > 0 and sign Im(λ+ iε)2 >
0.

• Reκ(ξx, λ + iε) > 0 by the properties of the square root (for Imω > 0, we have that
Im
(
−ε−1(ω)ξ2x + ω2

)
> 0), and, moreover,∣∣∣√−ε−1(λ+ iε)ξ2x + (λ+ iε)2

∣∣∣ = |ε(λ+ iε)|−
1
2

∣∣∣√−ξ2x + (λ+ iε)2ε(λ+ iε)
∣∣∣ .(2.12)

A direct computation yields

∣∣ξ2x + (λ+ iε)2ε(λ+ iε)
∣∣ =

((
−ξ2x + λ2 − ε2 − ω2

p

)2
+ 4ε2λ2

) 1
2

,

|ε(λ+ iε)|−1 =
λ2 + ε2√

(λ2 − ε2 − ω2
p)2 + 4ε2λ2

.

Since λ < ωp, we have, for all ε > 0,(
−ξ2x + λ2 − ε2 − ω2

p

)2
+ 4ε2λ2 − (ξ2x + ω2

p − λ2)2 > 0,

(λ2 − ε2 − ω2
p)2 + 4ε2λ2 − (λ2 − ω2

p)2 > 0,

we conclude that ∣∣−ξ2x + (λ+ iε)2ε(λ+ iε)
∣∣ ≥ ξ2x + ω2

p − λ2,

|ε(λ+ iε)|−
1
2 ≥ λ√

ω2
p − λ2

.

With these inequalities, (2.12) gives, for all ε > 0,

|κ(ξx, λ+ iε)| =
∣∣∣√−ε−1(λ+ iε)ξ2x + (λ+ iε)2

∣∣∣ ≥ λ√(ω2
p − λ2)−1ξ2x + 1.

Therefore, (2.11) can be bounded for all 0 < ε < 1 by

|FxGλ+iε(ξx, y)| ≤ λ
√

(ω2
p − λ2)−1ξ2x + 1 ≤ λ.

It is then easy to see that, cf. (2.10), for all ξx ∈ R, s′, s > 1
2 ,

|FxGλ+iε(ξx, .) ∗ Fxv(ξx, .)|L2
−s′ (R) ≤ λ

−1‖Fxv(ξx, .)‖L2
s(R),∀ε > 0.

Let us come back to the expression (2.10), which we bound as

| (Nλ+iεv, φ) | .
∫
R

‖Fx (Nω+iεv) (ξx, .)‖L2
−s(R)‖Fxv(ξx, .)‖L2

s(R)dξx

. λ−1
∫
R

‖Fxv(ξx, .)‖L2
s(R)‖Fxφ(ξx, .)‖L2

s(R)dξx . λ−1‖v‖L2
s,⊥
‖φ‖L2

s,⊥
.

Because λ ∈ Lploc(0, ωp), we conclude with the desired bound (2.9).
Case I ⊂ (ωp,+∞). Again, using an explicit expression for the integral kernel of the resolvent,
namely (1.12), we remark the following:

Im(λ+ iε)
√
ε(λ+ iε)2x2 + y2 = εRe

√
(λ+ iε)2x2 + y2 + λ Im

√
ε(λ+ iε)2x2 + y2,

7



and because Im ε(λ+ iε)2 > 0, for all ε > 0, we conclude that

Im(λ+ iε)
√
ε(λ+ iε)2x2 + y2 > 0.

The function z 7→ H
(1)
0 (z) is analytic in C \ R, and, for all |z| > R, Im z ≥ 0, is uniformly bounded,

cf. (1.14), by O(R−
1
2 ).

For |z| → 0, recall (1.15). According to this expansion, combined with the fact that ω 7→
ω
√
ε(ω)x2 + y2 is analytic in ω, Imω > 0, we have the bound

|H(1)
0 (z)| . max(1, log |z|), |z| ≤ 1.

By analyticity, the above two bounds yield the following bound valid for all z with Im z ≥ 0:

|H(1)
0 (z)| . 1|z|< 1

2
log |z|−1 + 1|z|≥ 1

2
|z|− 1

2 ≤ 1|z|< 1
2

log |z|−1 + 1.(2.13)

Let us now bound the argument of the Bessel function in (FS). An explicit computation yields, for
all 0 < ε < 1, ∣∣ε(λ+ iε)x2 + y2

∣∣ ≥ ((Re ε(λ+ iε)x2)2 + y4 + Im ε(λ+ iε)x4
) 1

2

=

( (λ2 − ε2 − ω2
p)2 + 4ε2λ2

(λ2 + ε2)2

) 1
2

x4 + y4


1
2

≥

(
(λ2 − ω2

p)

(λ2 + 1)
x4 + y4

) 1
2

where to obtain the last inequality we used the bound (λ2 − ε2 − ω2
p)2 + 4ε2λ2 − (λ2 − ω2

p)2 > 0 valid
for all ε > 0 and λ > ωp. It is then easy to conclude that∣∣ε(λ+ iε)2x2 + y2

∣∣ ≥ 1

2

√
λ2 − ω2

p|x|.

Therefore, (2.13) translates into: for all ε > 0, λ ∈ I,

Gλ+iε(x, y) . |ε(λ+ iε)|
1
2

(
log |x|−1 + log

√
λ2 − ω2

p

)
1|x|≤ 1

2
+ 1

. log |x|−11|x|≤ 1
2

+ 1.

because ε(ω) is analytic when (Reω, Imω) ∈ I × (−∞,+∞), and | log
√
λ2 − ω2

p| . 1 since ωp /∈ I.

Finally, let us apply the above estimate to (2.9):

|(Gλ+iε ∗ v, φ)| .
∫
R2

φ(x)

 ∫
|x−x′|< 1

2

log |x− x′|v(x′)dx′ +

∫
R2

v(x′)dx′

 dx

. 1,

and therefore the estimate (2.9) holds true with any p.

We thus conclude that R \ {0} ∪ {±ωp} ⊂ σac(A). Because the support of the singularly continuous
spectrum has no isolated points, and σp(A) = ∅, we conclude with

Lemma 2.6. σsc(A) = ∅, σac(A) = R.

2.3 Proof of Theorem 2.1 By (2.3) and Lemma 2.3, we conclude that σ(A) = R and σp(A) =
∅. Lemma 2.6 yields the desired result.

3 Limiting absorption principle for the resolvent Because we are particularly interested
in the behaviour of Hz, provided the respective right hand side data feiωt, for our needs it is sufficient
to study Rz(λ) := PTzRA(λ)Pz, where Pz is the projection operator Pz = e3e

T
3 . A straightforward

computation yields

Rz(ω) = ωNω, ω ∈ C \ R.

The limiting absorption principle for the resolvent Rz(ω) reads.
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Theorem 3.1. Let ω ∈ R. Then, given s, s′ > 3
2 , for all f ∈ L2

s(R
2), the following holds true :

lim
ε→0+

‖
(
Rz(ω + iε)−R+

z (ω)
)
f‖L2

−s′ (R
2) = 0,

where
• R+

z (ω) = ωN+
ω , if ω /∈ {0,±ωp}, with N+

ω defined in (1.16) for −ωp < ω < ωp, and, when
|ω| > ωp, N+

ω ∈ B(L2
s, L

2
−s′) defined by

N+
ω v = G+ω ∗ v, G+ω (x) = − i

4

√
−ε(ω)H

(1)
0 (ω

√
ε(ω)x2 + y2).

• R+
z (ω) = 0, if ω = ±ωp;

• R+
z (0) is a continuous operator R+

z (0) : L2
s,⊥(R2)→ L2

−s′,⊥(R2), defined for f ∈ L2
s,⊥(R2) as

follows:

(R+
z (0)f)(x, y) =

iωp
2π

∫
R2

K0(ωp|x− x′|)f(x′, y′)dx′.

The proof of this result is subdivided into multiple sections. Evidently, it suffices to prove the result
for ω > 0.

3.1 Proof of Theorem 3.1 in the case when 0 < ω < ωp The result follows straightfor-
wardly from the same arguments as the proof of Theorem 4.1 in [8], see Appendix A.

3.2 Proof of Theorem 3.1 in the case when ω > ωp The result follows from the same
arguments as in [2]. Because we need only an abridged version of the result, we repeat the arguments
very briefly here. First of all we remark the following: in the topology of L1

loc(R
2), Gω+iε → G+ω ,

where G+ω is defined in the statement of the theorem. This can be proven based on the Lebesgue’s
dominated convergence theorem, by using Im ε ≥ 0, the expansions (1.15), (1.14) and analyticity of
z 7→ Gz. This shows that

lim
ε→0+

(Nω+iεφ, ψ) =
(
N+
ω φ, ψ

)
, ∀φ, ψ ∈ C∞0 (R2).(3.1)

Boundedness of Nω+iε in B(L2
s, L

2
−s′). Moreover, we remark that, for all v ∈ C∞0 (R2), ω > ωp,

0 ≤ ε < 1, we have

‖Nω+iεv‖2L2
−s′

=

∫
R2

(1 + |x|2)−s
′

∣∣∣∣∣∣
∫
R2

|Gω+iε(x− x′)v(x′)| dx′
∣∣∣∣∣∣
2

dx

.
∫
R2

(1 + |x|2)−s
′
∫
R

|Gω+iε(x− x′)|2(1 + |x′|2)−sdx′dx ‖v‖2L2
s
.

Using (3) the above rewrites

‖Nω+iεv‖2L2
−s′

. ‖v‖2L2
s

∫
R2

(1 + |x|2)−s
′

∫
|x−x′|≤ 1

2

log2 |x− x′|(1 + |x′|2)−sdx′dx

+

∫
(x,x′)∈R4: |x−x′|≥ 1

2

(1 + |x|2)−s
′
(1 + |x′|2)−sdx′dx

 .

As s, s′ > 3
2 , the two above integrals are obviously bounded.

Moreover, from (3) it follows that for all 0 ≤ ε < 1, we have the bound

‖Nω+iεv‖2L2
−s′
≤ Cs,s′‖v‖2L2

s
,

with Cs,s′ depending only on the interval I.
Therefore, we conclude that Nz,N+

ω ∈ B(L2
s, L

2
−s′), z ∈ C+, Re z > ωp.

Weak convergence of Rz(ωn)f in L2
−s′ . Combining the above with (3.1) yields

Rz(ωn)f ⇀ R(ω)f in L2
−s′(R

2).(3.2)
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Boundedness of Nω+iε in B(L2
s, H

2
−s′). Let I be a bounded interval of (ωp,∞), and 0 ≤ ε < 1.

Let us show the bound ‖Nω+iεf‖H2
−s′

. ‖Nω+iεf‖L2
−s′

, valid for all ε sufficiently small. We will

use the fact that ‖v‖H2
−s′

is equivalent to ‖v‖L2
−s′

+ ‖∆v‖L2
−s′

.

Because f − (ω + iε)2Nω+iεf =
(
ε(ω + iε)−1∂2x + ∂2y

)
Nω+iεf , we remark that

‖∆Nω+iεf‖2L2
−s′ (R

2) .

∥∥∥∥∥F−1 ξ2x + ξ2y
ε(ω + iε)−1ξ2x + ξ2y

F(f − (ω + iε)2Nω+iεf)

∥∥∥∥∥
L2
−s′

.

To prove that

‖∆Nω+iεf‖2L2
−s′ (R

2) ≤ C ‖f‖L2
s
,

it suffices to show the bound ∣∣∣∣∣ ξ2x + ξ2y
(ε(ω + iε)−1ξ2x + ξ2y)

∣∣∣∣∣ ≤ C.(3.3)

This is however easy to see: z 7→ ε(z)−1 is continuous on C \ {±ωp}, and Re ε(ω)−1 > 0 we conclude
that Re ε(ω + iε)−1 > c > 0 for all sufficiently small ε. Then∣∣(ε(ω + iε)−1ξ2x + ξ2y)

∣∣ ≥ (Re ε(ω + iε)−1ξ2x + ξ2y
)
& |ξ|2.

The desired bound (3.3) then follows immediately.
Weak convergence of Rz(ω + iε)f in H2

−s′ . Because Rz(ω + iε)f is bounded in H2
−s′ and because of

the weak convergence (3.2), we conclude that Rz(ω + iε)f ⇀ Rz(ω)f in H2
−s′ .

Strong convergence of Rz(ω + iε)f in H2
−s′ . Because the results above are valid for any s, s′ > 1

2 ,
we have in particular that Rz(ω + iε)f ⇀ Rz(ω)f in H2

−s′+δ for all δ sufficiently small. Because
H2
−s′+δ is compactly embedded in L2

−s′ , we conclude that Rz(ω + iε)f → Rz(ω)f in L2
−s′ , hence the

conclusion.

3.3 Proof of Theorem 3.1 in the case when ω = ωp Let us consider (1.12). We in
particular see that

Gωp+iε(x,y) = − i
4

√
2iεωp − ε2
(ωp + iε)

H
(1)
0 ((ωp + iε)

√
ε(ωp + iε)x2 + y2).

Therefore, to prove that ‖uωp+iε‖L2
−s′

→
ε→0+

0, it is sufficient to control the L2
−s′ -norm of the following

quantity:

vε = H
(1)
0

(
(ωp + iε)

√
ε(ωp + iε)x2 + y2

)
∗ f(3.4)

This is however quite easy to see. Using (2.13), we see that∣∣∣∣H(1)
0

(
(ωp + iε)

√
ε(ωp + iε)x2 + y2

)∣∣∣∣ . ∣∣log |ε(ωp + iε)x2 + y2|
∣∣1|ε(ωp+iε)x2+y2|<1

+ 1.

Because |ε(ωp + iε)|x2 .
√
εx2, we have the bound uniform in ε:∣∣∣∣H(1)

0

(
(ωp + iε)

√
ε(ωp + iε)x2 + y2

)∣∣∣∣ . |log |y||1|y|<1 + 1.

Using the above bound for (3.4) we have

‖vε‖2L2
−s′

.

 ∫
(x,x′)∈R2×R2: |y−y′|<1

(1 + |x|2)−s
′
log2 |y − y′|(1 + |x′|2)−sdxdx′

+

∫
R2×R2

(1 + |x|2)−s
′
(1 + |x′|2)−sdxdx′

 ‖f‖2L2
s
.
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Both integrals are obviously bounded, hence, with C > 0 depending on s, s′ but independent of ε, we
have

‖vε‖L2
−s′
≤ C‖f‖L2

s

The above inequality and ‖uωp+iε‖L2
−s′

.
√
ε‖vε‖L2

−s′
prove the desired result.

3.4 Proof of Theorem 3.1 in the case when ω = 0. Let us first start by showing that the
resolvent Riε = iεNiε has a limit in S ′ as ε→ 0±, ε ∈ R.

Let us express this limit in an explicit form. For this let us study the distributional limit of G±iε
as ε→ 0+. Because G±iε ∈ S ′(R2) for each ε, it suffices to study its partial Fourier transform, given
by

FG±iε(ξ) = − 1

2π(ξ2y + ε2

ε2+ω2
p
ξ2x + ε2)

= − 1

2π

(
1

ξy − ir(ξx, ε)
− 1

ξy + ir(ξx, ε)

)
1

2ir(ξx, ε)
,

with r =
√

ε2

ε2+ω2
p
ξ2x + ε2 = ε

√
1

ε2+ω2
p
ξ2x + 1. Using the same ideas as in the derivation of the Plemelj-

Sokhotskii formula, cf. e.g. [16, pp. 75-76], one can show that

lim
ε→0+

1

ξy ± ir(ξx, ε)
= P.V.

1

ξy
∓ iπδ0(ξy) in S ′.

Moreover, it holds pointwise (and in the L1
loc-sense) lim

ε→0+

iε
2ir(ξx,ε)

→ 1√
ω−2
p ξ2x+1

. We thus have

lim
ε→0+

±iεFG±iε(ξ) = ± i

2
√
ξ2x + 1

δξy .

Let us thus introduce the following notation, for f ∈ C∞0 (R2):

R+
0 f := ( lim

ε→0+
iεGiε) ∗ f,(3.5)

so that, cf. [1, 9.6.21], with K0 being the modified Bessel function:

R+
0 f(x) =

iωp
2π

∫
R2

K0(ωp|x− x′|)f(x′, y′)dx′, and(3.6)

FxR+
0 f(ξx, y) =

1

2i
√

2π
√
ω−2p ξ2x + 1

∫
R

Fxf(ξx, y
′)dy′.(3.7)

It remains to show that Rz(ω+iε)→ R+
0 in the strong topology of B(L2

s, L
2
−s′). A direct computation

yields

Fx(iεNiεf)−FxR+
0 f =

1

2i
√

2π

∫
R

e
−ε

√
ξ2x

ε2+ω2
p
+1|y−y′|√

ξ2x
ε2+ω2

p
+ 1

− 1√
ω−2p ξ2x + 1

Fxf(ξx, y
′)dy′.

The proof of the limiting absorption principle then follows like in the proof of Theorem 4.1 in [8], see
Appendix A.

4 Hölder regularity of the resolvent for ω ∈ [−ωp, ωp] The goal of this section is to provide
the Hölder estimates on the resolvent on the real line. First of all, a corollary of the proof of Theorem
3.1 reads.

Corollary 4.1. For all s, s′ > 3
2 , f ∈ L2

s(R
2), the function ω 7→ N+

ω f is bounded in L2
−s(R

2)
on compact subsets of R \ {0}.
The principal result of this section reads.
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Theorem 4.2 (Hölder regularity of the resolvent). The operator R+
z (ω), ω ∈ R, defined in

Theorem 3.1 satisfies the following regularity estimates in a strong operator topology.
For all s, s′ > 3

2 , f ∈ L2
s(R

2),

R+
z f ∈ C0,1((−ωp, ωp);L2

−s′(R
2)).

For all ε > 0,
R+
z f ∈ C0, 14 (Bε(ωp) ∪Bε(−ωp);L2

−s′(R
2).

Because the proofs of the above result are quite different for all the cases, we split the proof into
several sections. Obviously, when ω 6= 0, by Corollary 4.1, it suffices to show the result for N+

ω . Also,
we will prove the results for ω ≥ 0, the results for ω < 0 being proven in the same way.

4.1 Proof of Theorem 4.2, case 0 < ω < ωp Let ω ∈ (0, ωp) be fixed. We rewrite, for h ∈ R,
s.t. ω + h ∈ (0, ωp),

FxN+
ω+hf =

i

2
√

2π

∫
R

eiκ(ξx,ω+h)|y−y
′|

κ(ξx, ω + h)
Fxf(ξx, y

′)dy′ = FxN+
ω f + r(ω),

and next use (A.8) to obtain

|r(ω)(ξx, y)| ≤ h
∫
R

|y − y′||f(ξx, y
′)|dy′,

which, in turn results in

‖r(ω)‖L2
−s′,⊥

. h‖f‖L2
s,⊥
.

This proves that N+
ω ∈ C0,1((0, ωp), L

2
−s′,⊥(R)).

4.2 Proof of Theorem 4.2, case ω = ωp. Let ε > 0 be fixed. We will prove the Hölder
estimate by considering two cases: B−ε (ωp) := Bε(ωp) ∩ {ω < ωp} and B+

ε (ωp) := Bε(ω) ∩ {ω > ωp}.
Hölder estimate in B−ε (ωp). Recall that N+

ωpf = 0, thus

(
FxN+

ω f −FxN+
ωpf
)

(ξx, y) =
1

2i
√

2π

∫
R

eiκ(ξx,ω)|y−y
′|

κ(ξx, ω)
Fxf(ξx, y

′)dy′.(4.1)

We rewrite

κ(ξx, ω) =
√
−ε(ω)−1ξ2x + ω2 = (ω2

p − ω2)−
1
2ω
√
ξ2x + (ω2

p − ω2).

Using the above expression, and bounding |eiκ(ξx,ω)|y−y′|| ≤ 1 in (4.1) yields∣∣∣(FxN+
ω f −FxN+

ωpf
)

(ξx, y)
∣∣∣ . |ω2

p − ω2| 12(
ξ2x + (ω2 − ω2

p)
) 1

2

∫
R

|Fxf(ξx, y
′)|dy′.

Let us introduce the notation ν := |ω2
p−ω2| 12 . To estimate the above in terms of ν, one would want to

proceed classically, by using the Plancherel identity and the Cauchy-Schwarz inequality, which gives,
for all s′, s > 3

2 , ∥∥∥(FxN+
ω f −FxN+

ωpf
)∥∥∥2

L2
−s′,⊥

.
∫
R

ν2

ξ2x + ν2
‖Fxf(ξx, .)‖2L2

−s,⊥
dξx.(4.2)

However, we can see that for small ξx, the best possible estimate for ν2

ξ2x+ν
2 is a constant, which would

degenerate the Hölder estimate. The main idea then is to consider two separate cases: low-frequency
case |ξx| < δ, where δ < 1, and the high-frequency case.

Step 1. An estimate for |ξx| < δ. The main idea in deriving suitable for treating (4.2) for
small frequencies lies in exploiting the fact that if f ∈ L2

s(R
2), this implies that Fxf(., y′) ∈ Hs(R)

a.e. in y′ ∈ R, i.e., for s sufficiently large this allows to control ν2

ξ2x+ν
2 ‖Fxf(ξx, .)‖2L2

−s,⊥
by using the

Hölder regularity of Fxf(., y′) in the vicinity of the origin.
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When |ξx| < δ, we will use the splitting

Fxf(ξx, y
′) = Fxf(ξx, y

′)−Fxf(0, y′) + Fxf(ξx, y
′).

Without loss of generality, let us assume that ξx > 0.
By the assumption, f ∈ L2

s(R
2), for s > 3

2 . This implies that Fxf ∈ Hs,0(R2), with s > 3
2 .

Therefore, a.e. in y′, Fxf(., y) ∈ Hs(R), and thus we have the bound:

|Fxf(ξx, y
′)−Fxf(0, y′)| . ξx

 ξx∫
0

|∂ξxFxf(ξ′x, y
′)|2dξ′x


1
2

. ξx

 ∞∫
−∞

|∂ξxFxf(ξ′x, y
′)|2dξ′x

 1
2

≤ ξx‖f(., y′)‖L2
1
2

,

where the last inequality follows from the Plancherel theorem. On the other hand, for all s > 1
2 ,

|Fxf(0, y′)| . |
∫
R

f(x, y′)dx| . ‖f(., y′)‖L2
s
.

Thus (4.2) for |ξx| < δ rewrites∥∥∥(FxN+
ω f −FxN+

ωpf
)

(ξx, .)
∥∥∥
L2
−s′ (R)

.
νξx√
ξ2x + ν2

‖f‖L2
1
2
,s

+
ν√

ξ2x + ν2
‖f‖L2

s

.
ν√

ξ2x + ν2
‖f‖L2

s
,(4.3)

where in the last inequality we used |ξx| < δ < 1.
Step 2. An estimate for |ξx| > δ. In this case we use (4.2), which implies that for all s, s′ > 1

2 ,
we have ∥∥∥(FxN+

ω f −FxN+
ωpf
)

(ξx, .)
∥∥∥
L2
−s′ (R)

.
ν√

δ2 + ν2
‖Fxf(ξx, .)‖L2

s(R).(4.4)

Step 3. Hölder regularity bound in B−ε (ωp). Combining (4.3) for |ξx| < δ and (4.4) for |ξx| > δ
into (4.2) yields the following bound:

∞∫
−∞

∥∥∥(FxN+
ω f −FxN+

ωpf
)

(ξx, .)
∥∥∥2
L2
−s′ (R)

dξx . ‖f‖2L2
s

δ∫
−δ

ν2

ξ2x + ν2
dξx

+
ν2

δ2 + ν2
‖f‖2L2

s,⊥
.

Evaluating the integral above and bounding ‖f‖2
L2
s,⊥
≤ ‖f‖2L2

s
, we obtain

∞∫
−∞

∥∥∥(FxN+
ω f −FxN+

ωpf
)

(ξx, .)
∥∥∥2
L2
−s′ (R)

dξx .

(
ν atan

δ

ν
+

ν2

δ2 + ν2

)
‖f‖2L2

s
.

Therefore, it suffices to take δ < 1 a fixed constant, which would result in the following bound:∥∥∥N+
ω f −N+

ωpf
∥∥∥2
L2
−s′,⊥

. ν‖f‖2L2
s
, ν =

√
|ω2 − ω2

p|.

As ν = O(
√
ωp − ω), this shows that N+

ω ∈ C0, 14 ((ωp − ε, ωp]).
Hölder estimate in B+

ε (ωp). In this case

N+
ω f −N+

ωpf =
−i
√
ε(ω)

4
gω,(4.5)

13



where

gω(x) =

∫
R2

H
(1)
0

(
ω
√
ε(ω)(x− x′)2 + (y − y′)2

)
f(x′)dx′.

We remark that gω satisfies

‖gω‖L2
−s′

. ‖f‖L2
s
, for all ω ∈ B+

ε (ωp).(4.6)

The above bound follows from the arguments of the proof of Theorem 3.1. With (4.5) we conclude
that ∥∥∥N+

ω f −N+
ωpf
∥∥∥2
L2
−s′,⊥

. ν‖f‖2L2
s
, ν =

√
|ω2 − ω2

p|.(4.7)

4.3 Proof of Theorem 4.2, case ω = 0 Let ω ∈ Bε(0), ε > 0. Using (3.7) we have

Fx
(
R+
z (ω)−R+

z (0)
)
f(ξx, y) =

1

2i
√

2π

∫
R

dξx,ω(y − y′)Fxf(ξx, y
′)dy′,(4.8)

where, with κ̃(ξx, ω) =
√

(ω2
p − ω2)−1ξ2x + 1, we defined

dξx,ω(y − y′) =
ωeiκ(ξx,ω)|y−y

′|

κ(ξx, ω)
− 1√

ω−2p ξ2x + 1
=

eiωκ̃(ξx,ω)|y−y
′|

κ̃(ξx, ω)
− 1

κ̃(ξx, 0)

= κ̃−1(ξx, 0)
(

eiωκ̃(ξx,ω)|y−y
′| − 1

)
(4.9)

+ eiωκ̃(ξx,ω)|y−y
′| (κ̃−1(ξx, ω)− κ̃−1(ξx, 0)

)
.(4.10)

It remains to remark that∣∣κ̃−1(ξx, 0)
∣∣ ≤ Cε 1√

ξ2x + 1
,
∣∣∣eiωκ̃(ξx,ω)|y−y′|∣∣∣ ≤ 1,

and ∣∣∣eiωκ̃(ξx,ω)|y−y′| − 1
∣∣∣ . min(1, ωκ̃(ξx, ω)|y − y′|) . |ω|max(|ξx|, 1)|y − y′|,∣∣κ̃−1(ξx, ω)− κ̃(ξx, 0)
∣∣ . |ω| |ξx|

(ξ2x + 1)
3
2

.

Therefore, we can bound (4.9) by

|dξx,ω(y − y′)| . |ω|max(|y − y′|, 1),

which, together with (4.8), by using the same argument as in the proof of the case 0 < ω < ωp, shows
that R+

z ∈ C0,1(Bε(0)).

5 Proof of the limiting amplitude principle (Theorem 1.5) While this proof is quite
classical, we nonetheless repeat its main points here (since in the original work of Eidus [9] it is the
second order problems that are considered, and in the thesis [5] the respective results for the first
order system are available only in the weak form).

Step 1. A computable expression for the solution of (2.2). By the Stone theorem (cf.
[14, Proposition 6.1] as well as [11, Section 4.2]), provided that F ∈ L1(0, T ;H), the unique solution
to the problem (2.2) is given by

U(t) =

t∫
0

eiA(t−τ)F(τ)dτ.

Using the spectral theorem and the functional calculus [14, Theorem 5.7, Sectoin 5.3], we can rewrite
the above integral as follows:

U(t) =

t∫
0

∫
R

eiλ(t−τ)dEAF(τ)dτ,
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where EA is the spectral measure associated to the operator A.

Since we are interested in the behaviour of Hz only, in the case when F =
(
0, 0,−ifeiωt, 0

)T
, we

rewrite the above in a more suitable form, introducing pz = (0, 0, 1, 0)
T

:

Hz(t) = −ipTz

t∫
0

∫
R

eiλ(t−τ)dEA
(
pzfeiωτ

)
dτ.(5.1)

Let us denote Ez := pTz EApz; by construction, this is the spectral measure of the self-adjoint (on the
space L2(R2)) operator Az = pTz Apz. We then obviously have

Hz(t) = −i
t∫

0

∫
R

eiλ(t−τ)eiωτdEzfdτ.(5.2)

For v, q ∈ L2(R2), we denote by µv,q(M) = (Ez(M)v, q). We then have, by the Fubini theorem t∫
0

∫
R

eiλ(t−τ)eiωτdEzvdτ, q

 =

t∫
0

∫
R

e−iλ(t−τ)e−iωτdµv,q(λ) = i−1
∫
R

eiωt − eiλt

ω − λ
dµv,q(λ).(5.3)

Since F (λ) = eiωt−eiλt
ω−λ is bounded on R, the function

∫
R
F (λ)dEz(λ) defines a bounded operator on

L2(R2), cf. [14, p.92]. Therefore,

∫
R

eiωt − eiλt

ω − λ
dµv,q(λ) =

∫
R

eiωt − eiλt

ω − λ
dEAv, q

 , ∀v, q ∈ L2(R2).

Comparing the above to (5.3) we obtain

t∫
0

∫
R

eiλ(t−τ)eiωτdEzdτ = i−1
∫
R

eiωt − eiλt

ω − λ
dEz.(5.4)

Rewriting the spectral measure. The Stone’s formula [14, Proposition 5.14] yields an explicit
expression for the spectral measure, −∞ < a < b <∞,

1

2
(EA(a, b) + EA([a, b])) =

1

2πi
lim
ν→0+

b∫
a

(R(λ+ iν)−R(λ− iν)) dλ(5.5)

In the above the integral is understood as a Riemann operator integral in the uniform operator
topology B (H,H), and the limit as a strong limit in H.

For Ez, the Stone’s formula rewrites

1

2
(Ez(a, b) + Ez([a, b])) =

1

2πi
lim
ν→0+

b∫
a

(Rz(λ+ iν)−Rz(λ− iν)) dλ.(5.6)

Recall that f ∈ L2
s, for s > 3

2 , so that, by Theorem 3.1, lim
ν→0+

Rz(λ + iν)f = R+
z f in L2

−s′ , s
′ > 3

2 .

Correspondingly, lim
ν→0+

Rz(λ− iν)f = R−z f in L2
−s′ .

Let IL2↪→L2
−s′

be the embedding operator of L2 into L2
−s′ . Then (5.5) can be rewritten as follows:

1

2
IL2↪→L2

−s′
(Ez(a, b) + Ez([a, b])) f =

1

2πi

b∫
a

(
R+(λ)−R−(λ)

)
fdλ,

where the integral can be understood as the Bochner integral (since ‖ (R+(.)−R−(.)) f‖L2
−s′
∈

L1
loc(a, b)). To obtain the above from (5.6) we used the Lebesgue’s dominated convergence theo-

rem for Bochner integrals.
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Let us define

θ(λ) := R+(λ)−R−(λ).

By Theorem 4.2, for all f ∈ L2
s, θ(.)f is continuous in L2

−s′ . Using the results of [9, Lemma 1.3], we
deduce that

IL2↪→L2
−s′

b∫
a

eiωt − eiλt

ω − λ
dEzf =

b∫
a

eiωt − eiλt

ω − λ
θ(λ)fdλ,

where the integral in the right hand side is the Bochner integral in L2
−s′ . Because the integral in the

left-hand side is well-defined, by the spectral theory, for a = −∞, b = +∞, we also have

IL2↪→L2
−s′

∞∫
−∞

eiωt − eiλt

λ− ω
dEzf =

∞∫
−∞

eiωt − eiλt

λ− ω
θ(λ)fdλ,

where the integral in the right-hand side is understood as a strong L2
−s′ -limit as a→ −∞, b→ +∞

of the Bochner integrals over the intervals (a, b).
We thus obtain the following expression for Hz from (5.1) and (5.4), where we will omit the

injection operator remembering that the integrals are defined in the L2
−s′ -strong topology:

Hz(t) = −
∫
R

eiωt − eiλt

ω − λ
θ(λ)fdλ.(5.7)

In what follows, all the limits will be understood as limits in a strong L2
−s′ -topology (and so the

Bochner integrals).
Step 2. Splitting of the integral in (5.7). We then rewrite the above as (we will justify

further that the principal values below are well-defined):

Hz(t) = P.V.

∞∫
−∞

eiλt

ω − λ
θ(λ)dλ− P.V

∞∫
−∞

eiωt

ω − λ
θ(λ)fdλ

= eiωt (I1 − I2) ,(5.8)

I1 = −P.V.
∞∫
−∞

ei(λ−ω)t

ω − λ
θ(λ)fdλ = P.V.

∞∫
−∞

eiλt

λ
θ(λ+ ω)fdλ,(5.9)

I2 = P.V.

∞∫
−∞

1

ω − λ
θ(λ)fdλ.

Step 3.1. Rewriting I1. We rewrite I1 as follows (with the index ’p’ standing for ’principal’ and
’r’ standing for ’remainder’), with W sufficiently large,

I1 = Ip1 + Ir1 , Ip1 (t) = P.V.

W∫
−W

eiλt

λ
θ(λ+ ω)fdλ, Ir1 (t) =

∫
|λ|>W

eiλt

λ
θ(λ+ ω)fdλ.

Step 3.1.1. Controlling Ip1 . We rewrite

Ip1 (t) = P.V.

W∫
−W

eiλt

λ
(θ(λ+ ω)− θ(ω)) fdλ+ P.V.

W∫
−W

eiλt

λ
θ(ω)fdλ.

Step 3.1.1.a) Controlling P.V.
W∫
−W

eiλt

iλ θ(ω)fdλ. By the residue theorem, we have

P.V.

W∫
−W

eiλt

λ
dλ = lim

ε→0+

∫
Cε

eiλt

λ
dλ−

∫
CW

eiλt

λ
dλ

 ,
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where CR is a boundary of a circle BR(0) lying in C+ and oriented directly. A classical computation
yields

P.V.

W∫
−W

eiλt

λ
dλ = iπ +O((Wt)−1).(5.10)

Step 3.1.1.b) Controlling P.V.
W∫
−W

eiλt

λ (θ(λ+ ω)− θ(ω))fdλ. Since

1

λ
(θ(λ+ ω)− θ(ω)) ∈ L1((−W,W );L2

−s′),

we have by the Riemann-Lebesgue lemma for Bochner integrals [3, Theorem 1.8.1]:

P.V.

W∫
−W

eiλt

λ
(θ(λ+ ω)− θ(ω))fdλ = oW (1), t→ +∞,

where by oW we indicate that the behaviour of the above quantity as t→ +∞ depends on W .
Step 3.1.1.c) Conclusion. Therefore, for all W > 0, as t→ +∞,

Ip1 (t) = iπθ(ω)f +O((Wt)−1) + oW (1).(5.11)

Step 3.1.2. Controlling Ir1 . We rewrite Ir1 as follows, cf. (5.9),

Ir1 (t) =

∫
|ω−λ|>W

ei(ω−λ)t

λ− ω
dEAf.

By the properties of the spectral integrals [14, Proposition 4.15], we have∥∥∥∥∥∥∥
∫

|ω−λ|>W

ei(ω−λ)t

λ− ω
dEAf

∥∥∥∥∥∥∥
2

L2

=

∫
|ω−λ|>W

∣∣∣∣e−i(ω−λ)t(ω − λ)

∣∣∣∣2 (dEAf, f)

.W−2‖f‖2L2 .(5.12)

Step 3.1.3. Conclusion about I1. Combining (5.11) and (5.12), we obtain the following estimate,
for any W > 0:

I1(t) = iπθ(ω)f +O((Wt)−1) + oW (1) +O(W−1), as t→ +∞.

Because W in the above can be chosen arbitrarily, we have

lim
t→+∞

I1(t) = iπθ(ω)f.

Step 3.2. Controlling I2. Recall that

I2 = P.V.

∞∫
−∞

1

ω − λ
θ(λ)fdλ.(5.13)

To find a suitable representation for I2 we need a Plemelj-Sokhotski type lemma for Bochner integrals.
In particular, a straightforward adaptation of the proof of the Plemelj-Sokhotski formula in [16, pp.
75-76] to Bochner integrals yields the following, for all a > 0:

lim
ν→0+

a∫
−a

θ(λ)f

ω + iν − λ
dλ = P.V.

a∫
−a

θ(λ)f

ω − λ
dλ− iπθ(ω)f,(5.14)

where all the quantities are well-defined because θ(λ)f ∈ C0,α(R;L2
−s′(R

2)), which is a direct corollary
of Theorem 4.2.
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To pass to the limit as a→ +∞ in the above, we recall that, with Theorem 3.1, we have:

lim
ν→0+

∞∫
−∞

θ(λ)f

ω + iν − λ
fdλ ≡ lim

ν→0+
Rz(ω + iν)f = R+

z f.

Thus, (5.14) rewrites

R+
z f − lim

ν→0+

∫
|λ|>a

θ(λ)f

ω − λ− iν
dλ = P.V.

a∫
−a

θ(λ)f

ω − λ
dλ− iπθ(ω)f.(5.15)

Because, by [14, Proposition 4.15], the following bound holds uniformly for all ν ≥ 0:

‖
∫
|λ|>a

θ(λ)f

ω + iν − λ
dλ‖2L2 . a−2‖f‖L2 ,

passing to the limit in (5.14) as a→ +∞ yields

R+
z f = P.V.

∞∫
−∞

θ(λ)f

ω − λ
dλ− iπθ(ω)f.(5.16)

Comparing the above to (5.13), we conclude that

I2 = R+
z f + iπθ(ω)f.(5.17)

Step 4. Summary. Combining (5.8), (5), (5.17), we obtain the desired estimate, as t→ +∞:

lim
t→+∞

‖Hz(t) + eiωtR+
z f‖L2

−s′
= 0.

The result follows from the explicit expression for R+
z , given in Theorem 3.1.

6 Conclusion We have proven in this report the limiting amplitude principle for wave propa-
gation in strongly magnetized cold plasma in free space.
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Appendix A. Proof of Theorem 1.4. First of all, let us remark the following. For ω ∈ R,
from the definition of κ(ξx, ω) (1.13), it follows that

1

2

(
(−ε(ω))−1/2|ξx|+ ω

)
≤ κ(ξx, ω) =

√
−ε(ω)ξ2x + ω2 ≤ (−ε(ω))−1/2|ξx|+ ω.

Therefore, by (1.8), (1.9), an equivalent norm in H1
p,⊥ is given by

‖v‖2H1
p,⊥
∼ ‖κ(ξx, ω)Fxv‖2L2

p,⊥
+ ‖∂yFxv‖2L2

p,⊥
.(A.1)

The constants in norm-equivalence inequalities depend on ω only.

Proof. The proof is quite easy and is based on the explicit representation of the operator Nω. Let
us fix s, s′ > 3

2 . Let us set rn := Nωnf −N+
ω f , κn :=

√
−ε−1(ωn)ξ2x + ω2

n. Using (1.13), we obtain

κFxrn(ξx, y) =
1

2i
√

2π

∫
R

(
κ

κn
eiκn|y−y

′| − eiκ|y−y
′|
)
Fxf(ξx, y

′)dy′,(A.2)

∂yFxrn(ξx, y) =
1

2i
√

2π

∫
R

(
eiκn|y−y

′| − eiκ|y−y
′|
)
Fxf(ξx, y

′)dy′.(A.3)

Recall the norm equivalence (A.1). We will show that lim
n→+∞

‖κFxrn‖L2
−s′,⊥

= 0; the analogous result

for ∂yFxrn will follow in the same way.
Step 1. A few auxiliary bounds. First, remark that, as Imκn ≥ 0,∣∣∣∣ κκn eiκn|y−y

′| − eiκ|y−y
′|
∣∣∣∣ . ∣∣∣∣ κκn − 1

∣∣∣∣+
∣∣∣eiκn|y−y′| − eiκ|y−y

′|
∣∣∣ .(A.4)

Evidently, we have in particular ∣∣∣∣ κκn eiκn|y−y
′| − eiκ|y−y

′|
∣∣∣∣ . 1.(A.5)

A finer bound can be obtained by remarking that the function

ω → κ(ω) :=
√
ω2 − ε−1(ω)ξ2x

is uniformly Lipschitz on all compact subsets of {z : 0 < Re z < ωp}. Let δ > 0 be sufficiently small.
With B+

δ (ω) = C+ ∩Bδ(ω),

|κ− κn| . sup
z∈B+

δ (ω)

∣∣∣∣ ∂κ∂ω (z)

∣∣∣∣ |ω − ωn|, ∣∣∣∣ ∂κ∂ω (z)

∣∣∣∣ =

∣∣∣∣∣ 2z − (ε−1(z))′ξ2x

2
√
z2 − ε−1(z)ξ2x

∣∣∣∣∣ .
Therefore,

|κ− κn| . max(|ξx|, 1)|ωn − ω|.(A.6)

Similarly, since for |ωn − ω| → 0, |κn| & |ξx|+ 1, we conclude from the above that∣∣∣∣ κκn − 1

∣∣∣∣ . |ωn − ω|.(A.7)

As for the second term in (A.4), since Imκn > 0, the same argument as above gives∣∣∣eiκn|y−y′| − eiκ|y−y
′|
∣∣∣ . |y − y′||κn − κ| (A.6)

. |ωn − ω||y − y′|max(|ξx|, 1).(A.8)

Combining (A.7) and (A.8), and using the fact that all the quantities in the left-hand-side of (A.4)
are bounded uniformly in y, ξx and for all ωn sufficiently close to ω, we obtain the following bound
valid for all n sufficiently large:∣∣∣κn

κ
eiκn|y−y

′| − eiκ|y−y
′|
∣∣∣ . min(1, |ωn − ω|)|y − y′|max(|ξx|, 1).(A.9)
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Step 2. Splitting in high and low frequencies. Next, let us split

Fxrn(ξx, y) = r̂lfn (ξx, y) + r̂hfn (ξx, y),

r̂lfn (ξx, y) = 1|ξx|<Ar̂n(ξx, y), r̂hfn (ξx, y) = 1|ξx|≥Ar̂n(ξx, y),

where A > 1 will be chosen later. We will estimate these two quantities separately.
Step 2.1. Estimating r̂hfn (ξx, y). We use a uniform bound (A.5) in (A.2), which yields

|κr̂hfn (ξx, y)| .
∫
R

|Fx(ξx, y
′)|dy′ .

∫
R

(1 + y′2)s|Fx(ξx, y
′)|2dy′

 1
2

,

where the last bound follows from the Cauchy-Schwarz inequality and s > 1
2 . From the definition of

r̂hfn (ξx, y) and s′ > 1
2 it follows that

‖κr̂hfn ‖2L2
−s,⊥

.
∫

|ξx|>A

∫
R

(1 + y′2)s|Fx(ξx, y
′)|2dy′dξx.(A.10)

Step 2.2. Estimating r̂lfn (ξx, y). To estimate r̂lfn (ξx, y), we use the estimate (A.9) for small |ω − ωn|
in (A.2) which results in∣∣κr̂lfn (ξx, y)

∣∣ . A|ωn − ω|
∫
R

(|y|+ |y′|)|Fxf(ξx, y
′)|dy′,

and using the Cauchy-Schwarz inequality (s > 3
2 ) yields∣∣κr̂lfn (ξx, y)

∣∣ . A|ωn − ω| (|y|+ 1) ‖Fxf(ξx, .)‖L2
s(R).

Finally, we obtain (s′ > 3
2 )

‖κr̂lfn ‖2L2
−s′,⊥

. A2|ωn − ω|2‖Fxf‖2L2
s,⊥
.(A.11)

Step 2.3. Summary. Combining (A.10), (A.11) yields

‖κr̂n‖2L2
−s′,⊥

. A2|ωn − ω|2‖Fxf‖2L2
s,⊥

+

∫
|ξx|>A

∫
R

(1 + y′2)s|Fx(ξx, y
′)|2dy′dξx.

For any ε > 0, we can choose A := Aε so that the last term of the above expression does not

exceed ε2/2; next we choose n so that A2
ε|ωn − ω|2‖Fxf‖2L2

s,⊥
< ε2

2 , which allows us to conclude that

‖κr̂n‖L2
−s′,⊥

→ 0, as n→ +∞.
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