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Abstract. In this paper, we introduce a new generative adversarial network (GAN)
with dual image-color discriminators, to predict Artificial-SAR colorized images
from SAR ones (Sentinel-1). Based on the conventional architecture of GANs, we
employ an additional color discriminator that evaluates the differences in bright-
ness, contrast, and major colors between images, while the image discriminator
compares texture and content. To achieve the required level of colorization in
the generation process, we employ non-adversarial color loss dedicated for color
comparison, unlike conventional approaches that use only L; loss. Moreover, to
overcome the vanishing gradient problem in deep architecture, and ensure the
flow of low-level information inside network layers, we add residual connections
to our generator that follows the general shape of U-Net. The performance of
the proposed model was evaluated quantitatively as well as qualitatively with the
SEN1-2 dataset. Results show that the proposed model generates realistic col-
orized images with fewer artifacts compared to the state-of-the-art approaches.
This model helps to maintain color steadiness as well as visual recognizability at
less textured large continuous regions, such as plantation and water areas, when
it’s difficult to be distinguished in SAR images.

Keywords: Colorization - GAN - SAR - Artificial.

1 Introduction

Synthetic Aperture Radar (SAR) images help to reveal important patterns on appointed
regions and objects. So, it is useful to generate natural pseudo colors on high-resolution
satellite images for understandability improvement. In the past few years, deep learn-
ing has had an enormous impact on the field of remote sensing [[18}/21]]. Among deep
learning advantages, is to model highly non-linear relationships between remote sens-
ing observations and the eventually desired geographical parameters that could not be
represented by previous models. Data fusion is considered one of the most promising
directions of deep learning in remote sensing [|14]. A special case of this direction is a

* This study has been carried out with financial support from the French Direction Générale de
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combined exploitation of SAR and Optical images, as these data modalities are com-
pletely different in terms of geometric and radiometric appearance. Optical images col-
lect information about the chemical characteristics of the observed environment, while
SAR images observe the physical properties of the target scene. On the other hand,
SAR images are based on range measurements, while optical images are based on an-
gular measurements. Most of the work for optical image colorization is majorly divided
into three categories: scribble-based colorization [|6,9}|11], Example-based coloriza-
tion [3}/104/16]] and deep learning-based colorization [2}/4}8l/19,20]. The scribble-based
approaches require user intervention to scribble desired colors in certain regions. Then
the colors are propagated to the whole image based on pixels adjacency criterion. The
example-based approach, remove the burden of annotating the image with color scrib-
bles by using a color reference image to transfer color. Whereas deep learning methods
have considered the image colorization as a self-supervised problem, and they propose
various convolutional network architectures with different loss functions. Moreover, a
novel learning structure called generative adversarial network (GAN) [5]] was popularly
employed in this field for being able to instruct CNN to learn and generate realistic
results. Isola ef al. [[7] (Pix2Pix) leveraged the power of conditional GANSs in the con-
text of image colorization, by coupling a DCGAN [7]] based on the U-net architecture
for the generator network and a Markovian definition for the discriminator, i.e. Patch-
GAN architecture. Nazeri et al. [12] proposed generative network-based on L1 loss in
architecture with skip connections, within a “U-Net” shape. Xiao et al. [17] formulate
the process of colorization as image-to-image translation based on a variation of GANs
called CycleGAN to predict RGB color space, where high-level semantic identity loss
and low-level color loss are employed. Caoe et al. |[1] proposed a conditional generative
adversarial network (cGAN) based on a fully convolutional generator with multi-layer.
Suarez et al. [15]] proposed an approach for colorizing the infrared image based on a
triplet DCGAN architecture.

In remote sensing, generating artificial colorized images is an ill-posed problem
with multiple solutions, since most of the natural objects can have several colored ap-
pearances. Therefore, holding a spatially stable color theme for these objects that be-
long to main land-cover categories is a higher priority. Inspired by GAN-based image
colorization techniques, we propose a new Artificial-SAR colorization model based in
GAN for Sentinel-1 [[13]] images. The contributions of this paper are as follows:

— Proposing a new model for Artificial-SAR colorized images that employs two dis-
criminators to promote the restitution of fine-colors of the generated images. The
first discriminator is dedicated to the pixel level and the second one for image color
level.

— Employing an improved version of U-net architecture for the generator, using resid-
ual connections, to avoid the vanishing gradient problem, and ensure the flow of
low-level information inside the network using skip connections.

— Training the generator with discriminators using non-adversarial color loss, in order
to evaluate the difference in brightness, contrast and major colors between gener-
ated images and original ones.
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2 Proposed Model

Generative Adversarial Networks (GANs) [5]] was popularly employed for image gen-
eration and automatic colorization, and proved to be powerful in making up textural and
color details. GANs consist of two neural networks competing with each other: a gener-
ator and a discriminator respectively. While the generator tries to fool the discriminator
by generating realistic synthetic images, the discriminator tries to distinguish generated
fake images from real ones. Both networks are trained simultaneously until the genera-
tor can consistently generate results that the discriminator cannot distinguish. To opti-
mize the architecture of GAN so that it can effectively achieve grayscale remote sensing
image colorization, the generator network is used to generate the colorized images from
SAR images. The discriminator network discriminates whether the color image data is
real or colorized by the generator network. This can be defined by the equation:

Lean(G,D) = lliEt ( >[10g(D()’)]
y~paataly B (l)
+ E  [log(1-D(G(x))]
x~pdata(x)

The GAN model tries to solve the minimax problem which is defined as follows:

min max (Ey_,,, ) [10g(DO))] +Exp,(y [log(1 — D(G()))]) @

where G(x) is the output of a generator network for a given x data, D denotes the
discriminator network, y is a sample data from a real distribution and x is random noise.
We further refers to data distributions as y ~ pdata(y) and x ~ pdata(x).

In the context of Artificial-SAR image colorization, we propose an extended model
illustrated in fig|l| which employs two discriminators: an image discriminator Di and a
color discriminator Dc. The first one discriminates real images (RGB) from colorized
Artificial-SAR images by inspecting their pixel values, while the second discriminates
real images from colorized ones by inspecting their color, brightness, and contrast dif-
ference. The combination of the two discriminators improves the accuracy of image dis-
crimination. Adversarial training between the generator and multi-discriminators (Im-
age and Color) forces Artificial-SAR images to converge with Optic images in terms
of data and color distribution, to finally improve image visual perceptual quality. The
architectures of our discriminators are shown in Tablem Besides, our generator follows
the U-Net shape and uses residual connections between deconvolutional layers, to avoid
the vanishing gradient problem and preserve image information transfer across genera-
tor layers, which help to obtain generated image with fewer speckles. We choose to use
the L*a*b color space for our Artificial-SAR colorization task. The reason why, is be-
cause L*a*b color space contains a dedicated channel (L) to depict the brightness of the
image, and the color information is fully encoded in the remaining two channels (a*b).
As a result, we avoid any unexpected variations in both color and brightness through
small perturbations in intensity values that can be observed in using RGB color space.
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Fig. 1: Architecture of the proposed model, we employ two discriminators, an image
discriminator in the pixel domain and a color discriminator. The generator follows the
U-Net architecture with residual connections.

Image Discriminator Color Discriminator

conv(k4,s2,n64),LeakyRelu conv(k4,s2,n64),LeakyRelu
conv(k4,s2,n128),LeakyRelu,BN conv(k4,s2,n128),LeakyRelu,BN
conv(k4,s2,n256),LeakyRelu,BN conv(k4,s2,n256),LeakyRelu,BN
conv(k4,s2,n512),LeakyRelu,BN conv(k4,s2,n1),LeakyRelu
conv(k4,s2,n1),LeakyRelu

Table 1: The architecture of our dual image-color discriminators. n, k and s denote
respectively the number of Conv filters, the size of the filter and the stride.

2.1 Conventional Loss function

In the context of automatic colorization, based on the previous colorization work ,
we consider a /;-loss for pixel level. The /;-loss is minimized by measuring the distance
between the generated image G(x) and the real image y. [;-loss can be written as:

Ly Z%H)’—G(X)Hl 3)

where G(x) and y have the same size.

2.2 Proposed Loss functions

GAN loss Ly_pis(G,D;,D.): Based on the above loss functions (Egs. , we trained
the generator with the two discriminators by introducing a loss function that takes the
form:

Lyi—pis(G,Di,D.) = AiLgan (G, D;) + AcLGan (G, D) )
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where A; and A, denote a defined regularization factors, Lgan (G, D;) refers to pixel
GAN loss which represents high-frequency details in the pixel domain, Lgan (G, D,) is
the color GAN loss that characterizes color details.

The pixel GAN loss can be defined as follows:

Lgan(G,Di) = N []1Et ( )[log(Di(y)]
y~paata(y S (5)
+ E - [log(1—-Di(G(x))]
x~pdata(x)

To compute the color GAN loss, for the discriminator D, we take a blurred image
as input and discriminates images by color, brightness and contrast. The blurred image
is obtained via blurred convolution B:

o =y*B, G(x), = G(x) B

where y, and G(x), are respectively the blurred images of the real images and gen-
erated ones. * denotes the convolution operation, and B refers to the blur filter. The
weights of the filter B are fitted to the Gaussian distribution, while the size of B is
21 x 21 with stride 1. B can be computed by the equation bellow:

_ (x_“x)z (y_.uy)z
B(x,y) —Aexp(— 26)? - 26}}2 (6)

with A =0.053, yu,y =0and 6, , =3
We fixed a constant oy, by visual inspection as the smallest value which ensures
that texture and content are dropped as observed in figure 2]

RGB BLURRED

Fig. 2: Results of an RGB image after applying the Gaussian filter B, on its LAB trans-
formation with o, = 3.

So, our color GAN loss can be defined by:

Loan(G, D) = E  [log(Dc(ys)
y~pdata(y) @)

+ E - [log(1—=Dc(G(x)s)]
x~pdata(x)
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Color loss L.,;,,: Moreover, we suggest non-adversarial color loss to evaluate the
difference in brightness, contrast and major colors between images, while eliminating
texture and content comparison. It can be written as:

Leotor = ||yb - G(x)b| |% (8)

where y;, and G(x),, are the blurred images of y, and G(x); , resp.

Full Objective: Our full objective loss can be written by the equation:

LMultifGAN(G; DiaDC) = LM—DiS(Ga DiaDC) + AllLll + zfcolorLcolor (9)

where A1 and A, are parametric factors. Our goal is to solve the minimax game
problem with the value function:

G,D;,D. = arg HgnglaDXLMulti—GAN(GvDi’Dc) (10)

3 Experimental Analysis

In this section, we discuss the performance of our proposed model. The quantitative and
qualitative evaluations were performed on the SEN1-2 dataset [13]]. SEN1-2 comprises
282 384 pairs of SAR and optical image patches extracted from versatile Sentinel-1 and
Sentinel-2 scenes and collected from across the globe and throughout all meteorological
seasons.

Acoior=0.5 Aor=12
A,=100

Original

cotor=2.0 A

}\

color™

3.0

Fig. 3: Figure is better seen zoomed on the digital version of this document. Comparison
results with different values of Aoy
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3.1 Training details

To train our networks, we first select two pairs of scenes (SAR & Optical) from SEN1-
2 dataset to get a total of 2340 pairs images of size (256 x 256). Adam is selected as
our optimizer for generator and discriminators, with an initial learning rate o; = 0.003
for the generator and o = 0.0003 for discriminators. We set the regularization factors
Ai=1land Af = 1072 (EqEI). As a result of extensive hyper-parameters optimization,
A1 =100 (Eq@) and Aqppor = 1.2 (Eq because its produce stable Artificial-SAR col-
orization results with less artifacts as shown in figure[3] The number of training epochs
is 200 where the batch size is 4. We have implemented our model in Tensorflow.

3.2 Result analysis

First, we have performed an ablation study. We have considered different cases by con-
sidering only the image discriminator (D;), the image discriminator (D;) + the color
discriminator (D.) and the image discriminator (D;) + the color discriminator (D.) +
Lojor- Some comparison results are presented in FigEl We can observe that our genera-
tor with the three components (D;, D., L¢o1,r), produces better and stable Artificial-SAR
colorization results compared to when we use only one of the component (D, or L;,;),
which generate sometimes blurred images with artifacts.

SAR Original Generator + D; Generator + Dj + D, Generator + Dj + D¢+ Lo

Fig. 4: Figure is better seen zoomed on the digital version of this document. Influence
of each component in our proposed model.

We compare our proposed model with state-of-the-art methods Isola et al. and
Nazeri et al. [12]]. The experiment results in fig[5] show that Pix2Pix is not suitable for
generating Artificial-SAR colorized images. So, we limited our comparison with Nazeri
et al.. Figure [6] shows that our proposed model outperforms Nazeri ef al. by producing
Artificial-SAR colorized images with less artifacts and realistic color. Moreover, we can
observe that the proposed model generate images with well-sharper regions (black rect-
angles in fig[6), we can explain that by the residual connections that we insert between
deconvolutional layers in our generator, which preserve the image structure.

For quantitative comparison by the PSNR, SSIM and color histogram difference by
the correlation method (Histcomp), some models can not show significant improvement
in PSNR and SSIM or they produce Artificial-color images which do not correspond to
the real ones, so, the evaluation metrics could not be calculated. As shown in table [2}
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SAR ‘ Optical Pix2Pix
Fig. 5: Colorization result by Pix2Pix approach
the proposed model produces images with good PSNR, SSIM and Histcomp values and

ensure a tradeoff with visual results. This is reflected by the generated images having
sharper details and more fine-tuned structures.

Method PSNR SSIM Histcomp

Nazeri et al. 2089 0.61  0.90
Proposed Model 21.74 0.65 0.98
Table 2: Quantitative comparison between the proposed model and Nazeri et al. .

4 Conclusion

In this paper, we proposed a novel Artificial-SAR image colorization GAN network
for Sentinel-1 images. The proposed model employs two discriminators for image and
color information. Moreover, a non-adversarial color was used to improve the gener-
ator output, by evaluating the difference in major colors between the images while
eliminating texture and content comparison. Compared with state-of-the-art methods
which use a single discriminator, a great reduction in overall color prediction error has
been shown in experiments. Such model will serves to maintain visual recognizability
at less textured large continuous regions, when it’s difficult to be viewed in SAR im-
ages. Moreover the proposed model was able to consistently produce pleasing visual
colorized images with less artifacts.
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