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Abstract

In this article we study the so-called water tank system. In this system, the behavior of water contained in a 1-D tank is modelled by Saint-Venant equations, with a scalar distributed control. It is well-known that the linearized systems around uniform steady-states are not controllable, the uncontrollable part being of infinite dimension. Here we will focus on the linearized systems around non-uniform steady states, corresponding to a constant acceleration of the tank. We prove that these systems are controllable in Sobolev spaces, using the moments method and perturbative spectral estimates. Then, for steady states corresponding to small enough accelerations, we design an explicit Proportional Integral feedback law (obtained thanks to a well-chosen dynamic extension of the system) that stabilizes these systems exponentially with arbitrarily large decay rate. Our design relies on feedback equivalence/backstepping.
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1 Introduction

1.1 Equations of the problem

We consider the water tank model as introduced in [37], in one space dimension, under the hypothesis that the depth of the water is small compared to the length of the tank, and that the acceleration of the tank is small compared to the gravitational constant. The behavior of the water inside the tank, in the
frame of reference of the tank, is then modelled by the Saint-Venant equation with no friction and no slope,

\begin{align}
\partial_t H + \partial_x (HV) &= 0, \\
\partial_t V + V \partial_x V + g \partial_x H &= -U(t).
\end{align}

(1)

where \( H \) is the height of the water, \( V \) its averaged horizontal velocity and \( U \) is control input, given by the acceleration of the tank. Without loss of generality we can suppose that \( g = 1 \). The water is localized inside the water tank, which implies the following Dirichlet boundary conditions:

\[ V(t, 0) = V(t, L) = 0. \]

(2)

Moreover, integrating the first equation of (1) we obtain the conservation of the mass of the water:

\[ \int_0^L H(t, x) dx \text{ does not change with respect to time.} \]

(3)

First derived in 1871 by Barré de Saint-Venant [3, 4, 5], the Saint-Venant equations are among the most famous equations in fluid dynamics and represent flows under shallow water approximation. Despite their apparent simplicity, they capture a large number of physical behaviors, which made them a ground tool for practical application in particular in the regulation of canals for agriculture management and in the regulation of navigable rivers.

The Saint-Venant equations are an example of quasilinear hyperbolic systems. The stabilization of such systems by proportional or output boundary control have been studied for decades, one can cite for instance the pioneering work of Li and Greenberg [38] for a system of two homogeneous equations considered in the framework of the \( C^1 \) norm. This was later generalized by [58, 77, 52, 31, 54, 40] to general nonhomogeneous systems and [8] in the framework of the \( H^2 \) norm. The first result concerning the boundary stabilization of the Saint-Venant equations in themselves goes back to 1999 with [20] where the stability of the homogeneous linearized Saint-Venant was shown, using proportional boundary conditions. This was extended in [21] to the nonlinear homogeneous Saint-Venant equations. Later, in 2008, using a semigroup approach and the method of the characteristics, the stabilization of the nonlinear homogeneous equations was achieved for sufficiently small friction and slope [36, 57]. The same type of result was shown in [49] using a Lyapunov approach while [40] dealt with the inhomogeneous Saint-Venant equations in the particular case where the steady-states are uniform. In 2017, the stabilization was achieved for arbitrary large friction but in the absence of slope [3], and very recently for any section profil and any slope or friction [43, 42]. Other results exists using different boundary conditions for instance PI controls [8, Chapter 8], [72, 35, 7, 73, 62, 41] or full-state feedbacks resulting of a backstepping approach [28] (see [34, 33] for its application on variant systems based on the Saint-Venant equations). However, the stabilization of the Saint-Venant equations by internal control, has seldom been studied while being very interesting mathematically and corresponding to several physical situations, for instance a water tank subject to an acceleration.

1.2 Main result

The water tank problem is interesting in that it has been studied for a long time and is rich enough to have led to several interesting results. Among the control results in this setting, one can cite [37, 55, 110] where the authors show, among others, that the linearized homogeneous Saint-Venant equations with null velocity at the boundaries and subject to a scalar control force are not locally approximately controllable around their uniform steady-states. This proof also implies that they are not stabilizable either. On the other hand, numerical simulations in [56] point to the fact that there exist stabilizing feedbacks in some cases for the nonlinear equations.

Now, consider the non-uniform steady-states corresponding to a (small) acceleration \( U(t) = \gamma \) with
\(\gamma > 0\) fixed: \(H^* = H^\gamma, V^* = 0\) with \(H^\gamma(0) = 1 + \gamma L/2\) and
\[
H^\gamma(x) = 1 - \gamma \left( x - \frac{L}{2} \right), \quad \forall x \in [0, L],
\]
\[
\int_0^L H^\gamma(x) \, dx = L.
\] (4)

The linearized equations around this steady-state expressed with the variables
\(h = H - H^* = H - H^\gamma\)
and \(v = V - V^* = V\) denoting the perturbations and the internal control \(u(t) = -(U(t) - \gamma)\)
\[
\partial_t \begin{pmatrix} h \\ v \end{pmatrix} + \begin{pmatrix} 0 & H^\gamma \\ 1 & 0 \end{pmatrix} \partial_x \begin{pmatrix} h \\ v \end{pmatrix} + \begin{pmatrix} 0 & -\gamma \\ 0 & 0 \end{pmatrix} \begin{pmatrix} h \\ v \end{pmatrix} = u(t) \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\] (5)

with the boundary conditions:
\[v(t, 0) = v(t, L) = 0.\] (6)

Condition (3) becomes
\[
\frac{d}{dt} \int_0^L h(t, x) \, dx = 0.
\] (7)

We assume from now on that
\[\int_0^L h(0, x) \, dx = 0,
\] (8)

which implies from (7) that
\[\int_0^L h(t, x) \, dx = 0.
\] (9)

The motivation behind this choice is physical: the total mass of water is conserved when moving the water tank. Therefore if the mass of water of the initial state is not equal to the mass of water of the steady-state, the convergence cannot occur. This is not a problem in practice as for any initial mass of water there is a corresponding steady-state of the system. Therefore if (8) is not satisfied it means that the target steady-state was not chosen well.

From now on we assume that \(|\gamma|\) is small. In particular , for any \(x \in [0, L)\) \(H^\gamma(x) \neq 0\), the transport matrix is diagonalizable and the system is strictly hyperbolic.

We now recall the definition of exponential stability:

**Definition 1.1.** For a given feedback law \(u\), the system (5)–(6) is called exponentially stable with decay rate \(\mu\) if there exists a constant \(C > 0\) such that for any \((h_0, v_0) \in H^1((0, L); \mathbb{R}^2))\) satisfying the compatibility conditions \(v_0(0) = v_0(L) = 0\) corresponding to (6), the system has a unique solution \((h, v) \in C^0([0, +\infty); H^1((0, L); \mathbb{R}^2))\) and
\[
\|h(t, \cdot), v(t, \cdot)\|_{H^1((0, L); \mathbb{R}^2)} \leq Ce^{-\mu t} \|h_0, v_0\|_{H^1((0, L); \mathbb{R}^2)}, \quad \forall t \in [0, +\infty).
\] (10)

Moreover, we say that the control \(u\) stabilizes the system (5)–(6) with decay rate \(\mu\), and the action of finding such a stabilizing control is called exponential stabilization.

In this article we give a way of stabilizing system (5)–(6) exponentially for a small enough \(\gamma\).

To state our main result let us introduce some notations. First, note that we defined stability for real-valued solutions to the water-tank equations, as they are the ones that make physical sense. However, as we rely on spectral properties of the system to build feedbacks, we will mainly work with general complex-valued solutions. This is the natural framework to express the spectral properties of the system, and we will then make sure that for real-valued initial data, our feedbacks lead to real-valued dynamics (see Corollary 3.1.1). We know from [60] (see also Section 3.1.1) that the family of eigenvectors associated to the problem (5)–(6) form a Riesz basis of \((L^2(0, L; \mathbb{C}))^2\), let us note them \((h_n^\gamma, v_n^\gamma)_{n \in \mathbb{Z}}\). We denote by
\( \mathcal{D}_\gamma \) the space of finite (complex) linear combinations of the \((h_n^\gamma, v_n^\gamma)_{n \in \mathbb{Z}}\). Then any sequence \((F_n)_{n \in \mathbb{Z}} \in \mathbb{C}^Z\) defines an element \(F\) of \(\mathcal{D}_\gamma^*\):

\[
\langle (h_n^\gamma, v_n^\gamma)^T, F \rangle_{\mathcal{D}_\gamma, \mathcal{D}_\gamma^*} = F_n.
\]

This gives us a general framework to talk about linear feedback laws.

In the rest of this article, if there is no confusion we remove the indices in the preceding functional, and simply denote the duality bracket as \(\langle , \rangle\). The actual domain of definition of our feedback laws, and their regularity, will be closely studied later on in Subsection 6.2.

**Theorem 1.1.** For any \(\mu > 0\), there exists \(\gamma > 0\) such that, for any \(\gamma \in (0, \bar{\gamma})\), there exists a feedback law \(u\) which stabilizes the system \((5) - (6) - (9)\) with decay rate \(\mu\). More precisely, there exists \(\nu \neq 0\) such that the feedback law \(u\)

\[
u(t) := \langle (h, v)(t, \cdot), F_1^\gamma \rangle + u_2(t),
\]

where

\[
u_2(t) = \frac{\mu L}{2(1 - \sqrt{1 - \gamma^2})} \langle (h_0^\gamma, v_0^\gamma)^T, F_1^\gamma \rangle \left( u_2(t) + \langle (h, v)(t, \cdot), F_1^\gamma \rangle \right)
\]

and where \(L := \frac{2}{2 - \sqrt{1 - \gamma^2}}\) and \(F_1^\gamma \in \mathcal{D}_\gamma^*\) is given by

\[
\langle (h_n^\gamma, v_n^\gamma)^T, F_1^\gamma \rangle = -\frac{\tanh(4\mu L)}{H^\gamma(0)} \frac{(h_n^\gamma)^2(0)}{\int_0^L \frac{L}{\sqrt{1 - \gamma^2}} \exp \left( -\int_0^x \frac{3\gamma}{4(1 - \gamma^2)} ds \right) v_n^\gamma(x) dx}, \forall n \in \mathbb{Z}^*,
\]

\[
\langle (h_0^\gamma, v_0^\gamma)^T, F_1^\gamma \rangle = -2\frac{\tanh(4\mu L)}{H^\gamma(0)} \frac{(h_0^\gamma)^2(0)}{\nu},
\]

stabilizes the system \((5) - (6)\) exponentially in \((H^1)^2\) norm with decay rate \(\mu\), for initial conditions in \((H^1)^2\) satisfying the boundary conditions \((6)\).

**Remark 1.1.** Note that the control \(u\) is actually given by a feedback law having the form of a proportional integral control. As we will see later on, this comes from the fact that we actually design a linear feedback law for a dynamic extension of the system.

**Remark 1.2.** This result works for any small \(\gamma > 0\), therefore one could wonder whether it could be extended to \(\gamma = 0\). However, when \(\gamma = 0\) the system \((5) - (6)\) has an uncontrollable part of infinite dimension, and our strategy of proof does not apply anymore (see Section 4.1.2 for details on this uncontrollable subspace). Therefore this result is sharp in this sense.

### 1.3 Transforming the system

To obtain Theorem 1.1, we will proceed by first transforming \((5) - (6) - (9)\) through several variable changes, then prove a stabilization result for the system thus obtained.

Let us first use the change of variables

\[
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = \begin{pmatrix}
\sqrt{\frac{\pi}{2}} & 1 \\
-\sqrt{\frac{\pi}{2}} & 1
\end{pmatrix} \begin{pmatrix}
h \\
v
\end{pmatrix},
\]

we get the system in Riemann coordinates:

\[
\begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix}_t + \begin{pmatrix}
\lambda_1 & 0 \\
0 & -\lambda_2
\end{pmatrix} \begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} + \delta_0(x) \begin{pmatrix}
\frac{1}{3} \\
\frac{4}{3}
\end{pmatrix} \begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix} = u(t) \begin{pmatrix}
1 \\
1
\end{pmatrix},
\]

where
where \( \lambda_1^2 = \lambda_2^2 = \sqrt{H\gamma} \), \( \delta_0^2(x) = -\frac{3}{4}\frac{\gamma}{1-\gamma(x-\frac{L}{2})} \), and with the boundary conditions:

\[
\begin{aligned}
\xi_1(t, 0) &= -\xi_2(t, 0), \\
\xi_2(t, L) &= -\xi_1(t, L). 
\end{aligned}
\]  

(17)

The condition (9) becomes:

\[
\int_0^L \sqrt{H\gamma(x)} \left( \xi_1 - \xi_2 \right)(x) dx = 0. 
\]  

(18)

In the literature of hyperbolic systems, the zero-order terms in the left-hand side of (16) are known as source terms. In this work, we will rather refer to them as “coupling terms”, and keep the denomination “source term” for the control. Indeed, in what follows we will be studying the spectral properties of the operator with coupling terms included. We would like to simplify the matrix in front of the transport term. To this aim, let us introduce a change of variables in space:

\[
y = \frac{2}{\gamma} \left( \sqrt{1 + \gamma \frac{L}{2}} - \sqrt{1 - \gamma (x - \frac{L}{2})} \right),
\]

and define

\[
L_\gamma = \frac{2}{\gamma} \left( \sqrt{1 + \gamma \frac{L}{2}} - \sqrt{1 - \gamma \frac{L}{2}} \right), \quad (\gamma \text{ is assumed to be sufficiently small}).
\]  

(19)

Note that \( L_\gamma = L + \mathcal{O}(\gamma^2) \).

(20)

By a slight abuse of notation we used again \( \xi \), now defined on \( y \in [0, L_\gamma] \), to denote the solutions to this last system, so that these equations become:

\[
\partial_t \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} + \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \partial_y \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} + \delta_1(y) \begin{pmatrix} 1 \\ -\frac{1}{3} \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = u(t) \begin{pmatrix} 1 \\ 1 \end{pmatrix},
\]

(21)

where \( \delta_1(y) = -\frac{3}{4}\frac{\gamma}{(\sqrt{1 + \gamma/2} - \sqrt{1 - \gamma/2})} \), and with the boundary conditions:

\[
\begin{aligned}
\xi_1(t, 0) &= -\xi_2(t, 0), \\
\xi_2(t, L_\gamma) &= -\xi_1(t, L_\gamma). 
\end{aligned}
\]  

(22)

The conservation law (18) becomes,

\[
\int_0^{L_\gamma} \left( \sqrt{1 + \frac{\gamma L}{2}} - \frac{\gamma y}{2} \right)^2 (\xi_1(y) - \xi_2(y)) dy = 0.
\]  

(23)

This could be expressed in a more compact form using the following notations:

\[
\Lambda = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, J_0 = \begin{pmatrix} 1 & \frac{1}{3} \\ -\frac{1}{3} & -1 \end{pmatrix}.
\]  

(24)

We also define

\[
J = \begin{pmatrix} 0 & \frac{1}{3} \\ -\frac{1}{3} & 0 \end{pmatrix},
\]

(25)

which will be used later on. Looking at (21) and (24), the transport matrix \( \Lambda \) has now a simple form, as expected, but the length of the domain depends now on \( \gamma \). We arrange this by using a scaling simultaneously on time and space and we define

\[
w(t, z) := \xi(L_\gamma t/L, y(z)), \quad \text{with } y(z) = \frac{L_\gamma}{L} z,
\]

\[
u_\gamma(t) = \frac{L_\gamma}{L} u \left( \frac{L_\gamma}{L} t \right).
\]  

(26)
For convenience we renote $x := z \in [0, L]$ so that $x$ still denotes the space variable, then $w(t, x)$ and $u(t)$ satisfy
\[
\begin{aligned}
\partial_t w(t, x) + \Lambda \partial_x w(t, x) + \delta^\gamma J_0 w(t, x) &= u(1), \\
w_1(t, 0) &= -w_2(t, 0), \\
w_2(t, L) &= -w_1(t, L),
\end{aligned}
\] (27)

with
\[
\delta^\gamma (x) = \frac{(L \gamma / L) \delta^\gamma (L \gamma x / L)}{4 L \sqrt{1 + \frac{\gamma L x}{2 L} - \frac{\gamma L^2}{4 L^2}}} , \text{ for all } x \in [0, L],
\] (28)

so that $\delta^\gamma$ is smooth on $[0, L]$ and has the following asymptotic expression with respect to $\gamma$,
\[
\delta^\gamma (x) = -\frac{3}{4} \gamma \left(1 + \frac{1}{2} \gamma \left(\frac{L}{2} + x\right) + O(\gamma^2)\right).
\] (29)

And the condition of mass conservation becomes
\[
\int_0^L \left(\sqrt{1 + \frac{\gamma L}{2} - \frac{\gamma L^2}{2 L} x}\right)^2 \left(w_1(x) - w_2(x)\right) \frac{L}{L \gamma} dx = 0,
\] (30)

which, from now on, will be called the “missing direction” as this cannot be changed, whatever the control, and restricts necessarily the admissible perturbation or the reachable states.

And, finally, we use a diagonal change of coordinates
\[
\zeta(t, x) := \exp \left(\int_0^x \delta^\gamma (y) dy\right) w(t, x),
\] (31)

with
\[
\exp \left(\int_0^x \delta^\gamma (y) dy\right) = \left(\sqrt{1 + \frac{\gamma L}{2} - \frac{\gamma L^2}{2 L} x}\right)^{3/2} = 1 + \left(\frac{3L}{8} - \frac{3x}{4}\right) \gamma + O(\gamma^2).
\] (32)

This last operation is used to remove the diagonal coefficients of the coupling term (see [51, Chapter 9], [44] for more examples on the interest of this change of coordinates). The system then becomes
\[
\partial_t \zeta + \Lambda \partial_x \zeta + \delta^\gamma J \zeta = u(1) \exp \left(\int_0^x \delta^\gamma (y) dy\right) \begin{pmatrix} 1 \\ 1 \end{pmatrix},
\] (33)

with boundary conditions
\[
\begin{aligned}
\zeta_1(t, 0) &= -\zeta_2(t, 0), \\
\zeta_2(t, L) &= -\zeta_1(t, L).
\end{aligned}
\] (34)

The condition of mass conservation becomes
\[
\int_0^L \left(\sqrt{1 + \frac{\gamma L}{2} - \frac{\gamma L^2}{2 L} x}\right)^{1/2} \left(\zeta_1(x) - \zeta_2(x)\right) \frac{L}{L \gamma} dx = 0.
\] (35)

This will be our system in the following, together with the boundary conditions [34].
1.4 Spaces and notations

In this subsection, we define several notations which will be used throughout the article. Some of them will be introduced later on in the article but are gathered here as a glossary for the reader’s convenience.

To simplify the computations and the statements we denote \( (L^2)^2 = L^2((0, L); \mathbb{C}^2) \), \( (H^s)^2 = H^s((0, L); \mathbb{C}^2) \), for any \( s \geq 0 \).

Similarly for any \( s \in \mathbb{N} \) we denote \( C^s = C^s([0, L]; \mathbb{C}^2) \) and we note \( C^s_{pw} \) the space of piecewise \( C^s \) functions, i.e. functions \( f \) such that there exists a subdivision \( \{\sigma_i\}, \sigma_i \in [0, L], i \in \{1, \ldots, n - 1\} \) for some \( n \geq 1 \), such that
\[
 f_{|[\sigma_i, \sigma_{i+1}]} \in C^s([\sigma_i, \sigma_{i+1}]), \quad \forall i \in \{1, \ldots, n - 1\}.
\]

For any family we denote for simplicity \((a_n)_{n \in \mathbb{Z}} = (a_n)\), the index set being specified when the family is not considered over all of \( \mathbb{Z} \). The scalar product corresponding to the \( L^2 \) norm is defined by
\[
 \langle f, g \rangle := \frac{1}{2L} \int_0^L f_1(x)\overline{g_1(x)} + f_2(x)\overline{g_2(x)} \, dx.
\]

We now present the following families of functions, whose existence will be justified later on:

- \((f_n^r)_{n \in \mathbb{Z}} \) denote the eigenfunctions of the operator given by \([58]-[59]\) and associated to the original system \([33]-[34]\) and forming an orthonormal basis.

- \((f_n^\omega, \tilde{\phi}^n)_{n \in \mathbb{Z}} \) denote the eigenfunctions forming a Riesz basis and the associated biorthonormal family of the operator given by \([74]\) and associated to the target system \([72]\).

- \((\psi^r_n, \chi^r_n) \) denote the eigenfunctions forming a Riesz basis and the associated biorthonormal family of the operator associated to the system \([27]\).

- \((\tilde{\psi}^r_n, \tilde{\chi}^r_n) \) denote the eigenfunctions forming a Riesz basis and the associated biorthonormal family of the operator associated to the system \([57]\).

Let us now note \( \mathcal{E}_\gamma \) the space of finite linear combinations of the \((f_n^r)_{n \in \mathbb{Z}} \). Then any sequence \((F_n)_{n \in \mathbb{Z}} \) defines an element \( F \) of \( \mathcal{E}_\gamma' \) by
\[
 (f_n^r, F)_{\mathcal{E}_\gamma, \mathcal{E}_\gamma'} = F_n.
\]

Here \( \mathcal{E}_\gamma \) and \( \mathcal{E}_\gamma' \) are linked to the spaces \( \mathcal{D}_\gamma \) and \( \mathcal{D}_\gamma' \) by the changes of variables performed in the previous section.

Finally we define the spaces
\[
 X^s_\gamma := \{ f \in (L^2)^2, \quad (\tau^T)^{-1}(\Lambda \partial_x f + \delta^\gamma(x) J f) \in (H^{s-1})^2 \}, \quad s \geq 1,
\]
where \( \tau^T \) is an isomorphism of \( H^s \) defined by \([275]\), and we endow them with the norms:
\[
 \|f\|_{X^s_\gamma} := \|(\tau^T)^{-1}(\Lambda \partial_x f + \delta^\gamma(x) J f)\|_{(H^{s-1})^2} + \|f\|_{L^2}, \quad s \geq 1.
\]

Note that in all the above, the dependency in \( \gamma \) comes from the fact that the linearized system changes according to the value of \( \gamma \): indeed, the constant acceleration of the tank \( \gamma \) gives us the slope of the corresponding steady state \( H^\gamma \).

To state our results, which hold for given ranges of \( \gamma > 0 \), we maintain this notated dependency in \( \gamma \). However, from Section 5 on, as the proof does not depend explicitly on \( \gamma \), we drop it in order to alleviate notations.
2 General presentation of the method of proof

2.1 Backstepping and system equivalence

This result will be shown by combining, on one hand, pole-shifting (see [17, Section 10.1]) and the notions of system equivalence introduced by Pavel Brunovsky in [13], and on the other hand, ideas developed in the context of the backstepping method for PDEs.

Generalizations of pole-shifting theorems to infinite-dimensional systems have been investigated in [61, 59]. In [60], pole-shifting results for general $2 \times 2$ hyperbolic systems with bounded feedback laws are studied using a notion of canonical form. In all these works, as in finite dimension, the assumption that the system is controllable is crucial.

On the other hand, the backstepping method was not particularly designed for controllable systems. Backstepping originally referred to a way of designing stabilizing feedback laws for systems consisting in a stabilizable finite dimensional system with an added chain of integrators (see [47, 63, 45] for instance). Later, this method has been modified and adapted to general triangular systems, using this particular structure to design iterative changes of variables to perform feedback linearization. It was then modified to obtain a consistent feedback law when applied to spatial discretizations of parabolic equations (see [2] and [11]). Remarkably, the new change of variables was the discretization of a Volterra transformation of the second kind. This was the starting point of PDE backstepping. The key idea is to look for a Volterra transformation of the second kind (which has the advantage of being invertible) mapping the original system to a target system for which the stability is easy to prove. These transformations were extensively used in the last decades, for instance for the heat equation [12, 11, 2], for first order hyperbolic linear then quasilinear systems [60, 28], and for many particular cases (see [14, 70, 69] for the KdV equations, [22] for coupled PDE-ODE systems, [29] for the viscous Burgers equations, or [51] for an overview), the goal of each new study being to show that such a transformation exists. However, considering only a special type of invertible transformations necessarily restricts the cases where this method can be applied. Moreover, Volterra transformations of the second kind are usually used to move a complexity in the dynamics to the boundaries, to be dealt with using an appropriate control. Therefore it could be ill-adapted to an internal control stabilization problem, where the boundary conditions are fixed and cannot be changed, although some results exist by applying a second invertible transform (see [64] or [68]).

Several works have broadened the scope of the method by considering general kernel operators, namely Fredholm transformations. This requires more work as a Fredholm transform is not always invertible, but has been successful in many cases: see [26] for the Korteweg-de Vries equation and [25] for a Kuramoto-Sivashinsky equation, [22] for a Schrödinger equation, [23] for integro-differential hyperbolic systems, and in [24] for general hyperbolic balance laws.

Broadly speaking, the spirit of PDE backstepping is that the stabilization problem becomes that of the existence of an isomorphism between the system under consideration and a second exponentially stable system, depending on the expression of the feedback law. This is actually closely related to the concept of “$F$-equivalence” for linear controllable finite-dimensional systems in [13]. And although the first installments of PDE backstepping with Volterra transformations do not seem to have anything to do with the controllability of the system, extensions of the method to more general transformations sometimes rely on a controllability assumption to build an invertible Fredholm transformation (see [23] and the references therein).

More recently, in [22] rapid stabilization of the linearized bilinear Schrödinger equation was obtained. The authors used such an extension of the PDE backstepping method with a Fredholm type transformation, relying mainly on spectral properties of the Schrödinger equation and on a controllability assumption. This was also adapted successfully, despite very different spectral properties, to the linear transport equation in [76].

As we will show in the next section, the outline of this method revolves around the notion of $F$-equivalence (with pole-shifting in mind as the choice of target system will illustrate), as shown by [60], which can be easily adapted to an infinite-dimensional setting. The search for invertible transformations then draws heavily from the techniques of PDE backstepping, in that we look the transformation in the
form of a kernel operator.

2.2 A finite-dimensional example

We use a finite-dimensional example to illustrate the variant of the backstepping method we use in this article. We refer to [18, 22] for alternate presentations.

Consider the finite-dimensional control system

$$\dot{x}(t) = Ax(t) + Bu(t), \quad x \in \mathbb{R}^n, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times 1}. \quad (42)$$

Suppose that (42) is controllable. Then it is known (see for example [17, Section 10.1]) that for every unitary polynomial $P \in \mathbb{R}_n[X]$ of degree $n$ there exists a feedback $K \in \mathbb{R}^{1 \times n}$ such that $P$ is the characteristic polynomial of $A + BK$.

This pole-shifting property for controllable systems can be formulated in another way, by trying to invertibly transform system (42) into another system with shifted poles, namely

$$\dot{x} = (A - \lambda I)x, \quad (43)$$

which is exponentially stable for a large enough $\lambda$.

More generally, in the spirit of the classification of linear controllable systems of [13], and in particular the notion of $F$-equivalence, we can try to transform system (42) with an invertible matrix $T \in \mathbb{R}^{n \times n}$:

$$y = Tx \text{ satisfying } \dot{y} = \tilde{A}y, \quad (44)$$

which is exponentially stable if $\tilde{A}$ is well chosen, e.g. $\tilde{A} = A - \lambda I$.

Suppose that $x(t)$ is a solution of system (42) with $u(t) = Kx(t)$. The invertible matrix $T$ would map (42) into

$$(Tx)' = T\dot{x} = T(A + BK)x.$$

In order for $Tx$ to be a solution of (44), it is necessary and sufficient that

$$T(A + BK) = \tilde{A}T. \quad (45)$$

To find such a $T$, one method is to rely on the control canonical form, introduced in [13] (see also [17, section 10.1]). As $(A, B)$ is controllable, it can always be put in canonical form (see [17, Lemma 10.2]).

Thus, we now suppose without loss of generality that $(A, B)$ is in canonical form, that is:

$$A = \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & 1 & 0 \\ 0 & \cdots & \cdots & 0 & 1 \\ a_1 & \cdots & \cdots & \cdots & a_n \end{pmatrix}, \quad B = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{pmatrix}. \quad (46)$$

Now, suppose that $(\tilde{A}, B)$ is also controllable, so that there exists an invertible matrix $T$ such that

$$T^{-1}\tilde{A}T = c(\tilde{A}), \quad TB = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{pmatrix} = B \quad (47)$$

where $c(\tilde{A})$ is the canonical form of $\tilde{A}$, i.e. the matrix

$$\begin{pmatrix} 0 & 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & 0 \\ 0 & \cdots & \cdots & 0 & 1 \\ \tilde{a}_1 & \cdots & \cdots & \cdots & \tilde{a}_n \end{pmatrix}.$$
where

\[ X - \sum_{k=1}^{n} a_n X^{n-1} \]

is the characteristic polynomial of \( \tilde{A} \).

Now, because \( (A, B) \) is in the canonical form \((46)\), there exists a unique \( K \) such that

\[ A + BK = c(\tilde{A}), \quad (48) \]

which yields

\[ T(A + BK) = \tilde{A}T. \]

Recall now the second equation in \((47)\):

\[ TB = B. \quad (49) \]

Injecting the above equation into \((45)\), we get the following equations:

\[
\begin{cases}
TA + BK = \tilde{A}T, \\
TB = B,
\end{cases}
\]

for which we just proved the existence of a solution \((T, K)\).

Let us now prove that the solution to \((50)\) is unique. First note that from \((48)\) and \((45)\), there exists a unique \( K \in \mathbb{R}^{1 \times n} \) such that there exists solutions \((T, K)\) to \((50)\). Now let \( T_1, T_2 \in \mathbb{R}^{n \times n} \) be invertible solutions to \((50)\). Then from \((47)\) we get

\[
\begin{align*}
T_1 T_2^{-1} \tilde{A} & = \tilde{A} T_1 T_2^{-1}, \\
T_1 T_2^{-1} B & = B.
\end{align*}
\]

Then, applying \( A \) to the second equation above, we get

\[ T_1 T_2^{-1} A \tilde{B} = A \tilde{B}, \quad j = 0, \cdots, n - 1. \quad (52) \]

Using the Kalman rank condition on the controllable pair \((\tilde{A}, B)\), this implies that \( T_1 T_2^{-1} = I_n \), and thus, the uniqueness of the solution \((T, K)\) to \((50)\).

**Theorem 2.1.** If \((A, B)\) and \((\tilde{A}, B)\) are controllable, then there exists a unique pair \((T, K)\) satisfying equations \((50)\).

**Remark 2.1.** Another way of understanding these equations is to notice that \((45)\) is not “well-posed”. Indeed, if there exists a solution \((T, K)\) to the single equation \((45)\), then the \((aT, K)\), \(a \neq 0\) are all solutions. This suggests that a second condition could be added to resolve this degree of freedom. Moreover, \((45)\) is not linear, but bilinear in \((T, K)\). An obvious option is then to consider the additional equation

\[ TB = B, \]

so that the \( TBK \) term becomes \( BK \), and the problem becomes linear in \((T, K)\), as can be seen in \((50)\).

As we have seen above, it turns out that with this additional equation the problem becomes “well-posed”. In fact, this additional equation appears when one considers canonical forms, which makes it all the more natural.

The controllability of \((42)\) and \((44)\) is crucial here, as it allows us to use the control canonical form. However, another proof can be found in \([22]\), which is more adaptable to the context of PDEs: the idea is to suppose that \( A \) and \( \tilde{A} \) are diagonalizable. Then the controllability of \((\tilde{A}, B)\) allows to build a basis for the space state using the eigenvectors of \( A \), in which \( T \) can then be constructed. The \( TB = B \) condition along with the controllability of the first system help define the coefficients of the feedback \( K \), and finally the controllability of the second system ensures the invertibility of \( T \) with \( K \) thus defined.
2.3 Outline of the proof

This variant of the backstepping method, which can be seen as an $F$-equivalence formulation of pole-shifting, provides a blueprint for the stabilization of the linearized water tank system.

Thanks to the transformations we have operated on the original water tank system in the previous section, the problem is cast in a more standardized fashion (equations (33)–(34)–(35))

\[
\begin{align*}
\partial_t \zeta + \Lambda \partial_x \zeta + \delta^{\gamma}(x) J \zeta &= u_{\gamma}(t) \exp \left( \int_0^x \delta^{\gamma}(y) dy \right) \left( \frac{1}{1} \right), \\
\zeta_1(t, 0) &= -\zeta_2(t, 0), \\
\zeta_2(t, L) &= -\zeta_1(t, L), \\
\int_0^L \left( \sqrt{1 + \frac{\gamma L}{2} - \frac{\gamma L x}{2}} \right)^{1/2} (\zeta_1(x) - \zeta_2(x)) \frac{L}{L_{\gamma}} dx &= 0.
\end{align*}
\]

Moreover, as we will see in Section 3, this system possesses convenient spectral properties. In this form, we get a clear idea of the impact of the conservation of mass on controllability. In order to recover the desired controllability and be able to apply the backstepping method described above, we thus introduce a modified control system (Subsection 3.1, (56)–(55))

\[
\begin{align*}
\partial_t Z + \Lambda \partial_x Z + \delta^{\gamma}(x) J Z &= u(t) I_{\nu}, \\
Z_1(t, 0) &= -Z_2(t, 0), \quad \forall t \geq 0, \quad I_{\nu} := I + \nu f^\gamma_0, \quad \nu > 0.
\end{align*}
\]

We can then propose a stable target system (Subsection 3.2, 72): 

\[
\begin{align*}
\partial_t z + \Lambda \partial_x z + \delta^{\gamma}(x) J z &= 0, \\
z_1(t, 0) &= -e^{-2\nu L} z_2(t, 0), \\
z_2(t, L) &= -z_1(t, L),
\end{align*}
\]

an important feature of which is the controllability of the operator pair $(\Lambda \partial_x + \delta^{\gamma}(x) J, I_{\nu})$ (see the auxiliary control system (73) below).

Section 4 is devoted to the rigorous proof of the controllability of both the modified system and the chosen target system, provided together with precise spectral estimates which will be crucial in the implementation of backstepping.

In Section 5, we then build backstepping transformations, proceeding as outlined at the end of Section 2.2: using the infinite-dimensional equivalent of the first equation of (50)

\[TA + BK = \tilde{\Delta}T,\]

and the controllability of the target system, we build a Riesz basis of an appropriate function space. On this basis, for a given feedback law, we define an invertible transformation on appropriate spaces. Each of these transformations is a potential backstepping transformation.

In Section 6, reasoning with a weak formulation of the second equation of (50)

\[TB = B,\]

we give an explicit solution to the backstepping equations, that is, a specific feedback and its associated invertible transformation (Subsection 6.1 and 6.2). We then check that this solution solves our stabilization problem, namely that the feedback corresponds to a well-posed closed-loop system, and that it indeed stabilizes the linearized water tank system exponentially (Subsection 6.3).
3 Preparing for backstepping

As announced above, we will use a variant of PDE backstepping that relies on a controllability assumption. As such, it cannot be applied directly to the linearized water-tank system (33)–(34)–(35), as it is not controllable. Instead it will be applied to a modified version of this system, with a modified control operator, which corresponds to a specific dynamic extension of this system. This explains the proportional integral form of the feedback, which is simply a linear feedback for the extended system.

3.1 Dealing with mass conservation

3.1.1 A modified control operator

Let us now consider again our system (33):

$$\partial_t \zeta + \Lambda \partial_x \zeta + \delta^\gamma J \zeta = u_\gamma(t) \exp \left( \int_0^x \delta^\gamma(y) dy \right) \begin{pmatrix} 1 \\ 1 \end{pmatrix},$$

with boundary conditions (34). In order to identify the control, in the following we define

$$I := \exp \left( \int_0^x \delta^\gamma(y) dy \right) \begin{pmatrix} 1 \\ 1 \end{pmatrix}. \quad (53)$$

As we will see later on, this control term has a drawback: from (65), we get

$$\langle I, f_{0}^\gamma \rangle = 0, \quad (54)$$

which means that the control cannot act on this direction and therefore the system is not fully controllable. Physically this comes from the fact that the control does not add or spill any water, thus the mass is conserved.

To overcome this difficulty we introduce the following virtual control profile

$$I_\nu := I + \nu f_{0}^\gamma, \quad \nu > 0, \quad (55)$$

together with the following virtual system

$$\begin{align*}
\partial_t Z + \Lambda \partial_x Z + \delta^\gamma(x) J Z &= \langle Z(t, \cdot), F \rangle I_\nu, \\
Z_1(t, 0) &= -Z_2(t, 0), \quad \forall t \geq 0, \\
Z_1(t, L) &= -Z_2(t, L), \quad \forall t \geq 0,
\end{align*} \quad (56)$$

where $F$ is a linear feedback to be determined. This corresponds to the following controlled system

$$\begin{align*}
\partial_t Z + \Lambda \partial_x Z + \delta^\gamma(x) J Z &= u_\gamma(t) I_\nu, \\
Z_1(t, 0) &= -Z_2(t, 0), \quad \forall t \geq 0, \\
Z_1(t, L) &= -Z_2(t, L), \quad \forall t \geq 0.
\end{align*} \quad (57)$$

3.1.2 A system of eigenvectors for the open-loop system (i.e. without feedback laws)

Considering (33), let us define the following operator, $A_\gamma : \mathcal{D}(A_\gamma) \to (L^2)^2$,

$$A_\gamma := \Lambda \partial_x + \delta^\gamma(x) J,$$

defined on the domain

$$\mathcal{D}(A_\gamma) := \{(f_1, f_2) \in (H^1)^2, \quad f_1(0) + f_2(0) = 0, \quad f_1(L) + f_2(L) = 0\}. \quad (58)$$

$$D(A_\gamma) := \{(f_1, f_2) \in (H^1)^2, \quad f_1(0) + f_2(0) = 0, \quad f_1(L) + f_2(L) = 0\}. \quad (59)$$
According to the explicit formulation of $\delta^\gamma$ given in [28], for real valued $\gamma > 0$ the operator $\mathcal{A}_\gamma$ has real coefficients. In our stabilization problem we always treat the cases that $\gamma > 0$, except that for technical reasons in order to derive some asymptotic information of eigenfunctions in Section 4 we will extend the definition domain of $\gamma > 0$ to $\gamma \in \mathbb{C}$ thus complex resolvent tools can be used. After having obtained the required spectral information we further restrict the $\gamma$ in $\mathbb{R}^+ \cap \mathbb{C} = \mathbb{R}^+$ to ensure that $\delta^\gamma$ has real value to make the closed-loop system of physical sense. Its adjoint operator, $\mathcal{A}^*_\gamma : D(\mathcal{A}^*_\gamma) \to (L^2)^2$, is clearly defined by

$$\mathcal{A}^*_\gamma := -\Lambda \partial_x - \delta^\gamma(x) J,$$

$$D(\mathcal{A}^*_\gamma) := \{(f_1, f_2) \in (H^1)^2, \quad f_1(0) + f_2(0) = 0, \quad f_1(L) + f_2(L) = 0\}.$$  \hfill (60)

In the preceding equation by denoting $\delta^\gamma(x)$ we want to include the situation when $\gamma$ be complex valued, as it will be used in Section 4. However, we shall always keep in mind that in our stabilization problem $\gamma > 0$, for which we have,

$$\mathcal{A}^*_\gamma = -\mathcal{A}_\gamma, \quad \text{if } \gamma \in \mathbb{R}. \hfill (61)$$

We know from [60] that $\mathcal{A}_\gamma$ has a family of eigenfunctions, which we note $(f_n^n)$, that form a Riesz basis of $(L^2)^2$. From [61] we know that the $(f_n^n)$ actually form an orthonormal basis, and the corresponding eigenvalues $\mu_n^n$ are all imaginary. Moreover, they satisfy the following asymptotic behaviour, given the boundary conditions we have set:

$$\mu_n^n = \frac{i\pi n}{L} + \mathcal{O}(1, \gamma), \quad \forall n \in \mathbb{Z}. \hfill (62)$$

Moreover, given the definition of $\mathcal{A}_\gamma$, we can easily derive a few additional properties (see Appendix A for the proof):

**Proposition 3.1.** There exists $\gamma_1 > 0$ such that for any $\gamma \in (0, \gamma_1)$, the $(f_n^n, \mu_n^n)$ satisfy the following:

(i) \hspace{1cm} $\mu_n^n = \bar{\mu}_n^n = -\mu_n^n, \quad \forall n \in \mathbb{Z}. \hfill (63)$

In particular, $\mu_0^n = 0.$

(ii) \hspace{1cm} $f_{-n}^n = \overline{f_n^n} = (-f_{n,2}^n(\cdot), -f_{n,1}^n(\cdot)), \quad \forall n \in \mathbb{Z}. \hfill (64)$

In particular, $f_{n,1}^0(0), f_{n,1}^0(L) \in \mathbb{R},$ and

$$f_{0,1}^n(x) + f_{0,2}^n(x) = 0, \forall x \in [0, L]. \hfill (65)$$

As pointed out earlier, we work with complex valued functions because it is the natural framework to express and use the spectral properties of $\mathcal{A}_\gamma$. However, as we are working with a physical system, we will have to bear in mind that our final stabilization result concerns real-valued initial conditions. Consequently, the feedback law we build should be real-valued on real-valued functions, so that the dynamics of the closed-loop system make physical sense.

It turns out that it is quite straightforward to characterize real-valued functions and feedbacks, given the previous proposition:

**Corollary 3.1.** Let $\gamma \in \mathbb{R}, f \in (L^2)^2$. Then $f$ is real-valued (a.e.) if and only if

$$\langle f, f_n^n \rangle = \overline{\langle f, f_{-n}^n \rangle}, \quad \forall n \in \mathbb{Z}. \hfill (66)$$

Let $F \in \mathcal{E}_\gamma$. Then $F$ is real-valued on real-valued functions if and only if

$$\langle f_n^n, F \rangle = \overline{\langle f_{-n}^n, F \rangle}, \quad \forall n \in \mathbb{Z}. \hfill (67)$$
Throughout this article \( s \) denotes an element of \([0, +\infty)\). We have:

\[
D(\mathcal{A}_s^*) := \{ \alpha \in (L^2)^2, \quad \sum_{n \in \mathbb{Z}} (1 + |\mu_n^s|^{2s}) |(\alpha, f_n^s)|^2 < \infty \} \subset (H^s)^2, \quad s \in [0, +\infty).
\] (68)

We endow \( D(\mathcal{A}_s^*) \) with the norm

\[
\|\alpha\|_{D(\mathcal{A}_s^*)}^2 = \sum_{n \in \mathbb{Z}} (1 + |\mu_n^s|^{2s}) |(\alpha, f_n^s)|^2, \quad \forall \alpha \in D(\mathcal{A}_s^*). \quad (69)
\]

In fact, for \( s \in \mathbb{N}, \mathcal{A}_n^* f_n^\gamma = (\mu_n^\gamma)^s f_n^\gamma \), and a simple Sobolev embedding estimate yields the existence of \( c \) and \( C \) independent of \( n \) such that

\[
c(1 + |\mu_n^\gamma|^{2s}) \leq \|f_n^\gamma\|^2_{L^2} + \|\partial_x \gamma\|^2_{L^2} \leq C(1 + |\mu_n^\gamma|^{2s}), \quad \forall n \in \mathbb{Z},
\] (70)

therefore

\[
c \sum_{n \in \mathbb{Z}} (1 + |\mu_n^\gamma|^{2s}) |(\alpha, f_n^\gamma)|^2 \leq \|\partial_x \alpha\|^2_{L^2} + \|\alpha\|^2_{L^2} \leq C \sum_{n \in \mathbb{Z}} (1 + |\mu_n^\gamma|^{2s}) |(\alpha, f_n^\gamma)|^2, \quad \forall \alpha \in D(\mathcal{A}_n^*),
\] (71)

while the other cases can be treated by interpolation arguments.

### 3.2 Our target system

In past applications of the backstepping method, the most frequently used target system is simply the uncontrolled system corresponding to the damped operator \( \mathcal{A}_\nu - \mu Id \), for some \( \mu > 0 \). This choice can be easily understood: by adding a damping large enough the solution is likely to be decaying with a decay rate large enough. Moreover, note that if \( (\mathcal{A}_\gamma, B) \) is controllable and \( \mathcal{A}_\gamma = \mathcal{A}_\nu - \mu Id \), then \( (\mathcal{A}_\gamma, B) \) is controllable as it can be seen by performing the change of state-variables \( y = e^{\mu t} x \) (or by using the Kalman’s rank condition [17, Theorem 1.6] in finite dimension). As it appears, in our case it is more practical to consider a target system where the dissipation occurs instead at the boundary:

\[
\begin{aligned}
\partial_t z + \Lambda \partial_x z + \delta^\gamma(x) J z &= 0, \\
z_1(t, 0) &= -e^{-2\mu L} z_2(t, 0), \\
z_2(t, L) &= -z_1(t, L),
\end{aligned}
\] (72)

which corresponds to the auxiliary control system

\[
\begin{aligned}
\partial_t z + \Lambda \partial_x z + \delta^\gamma(x) J z &= \nu(t) I_{\nu}, \\
z_1(t, 0) &= -e^{-2\mu L} z_2(t, 0), \\
z_2(t, L) &= -z_1(t, L),
\end{aligned}
\] (73)

An important step will then be to prove that for some choice of \( \nu > 0 \), both (57) and (73) are controllable in \( D(\mathcal{A}_\gamma) \) and \( D(\mathcal{A}_\gamma) \) respectively (see (59) and (74)).

#### 3.2.1 A system of eigenvectors for the target system

As this target system has boundary conditions that are different from the original system, let us define a new operator:

\[
\mathcal{A}_\gamma := \Lambda \partial_x + \delta^\gamma(x) J, \\
D(\mathcal{A}_\gamma) := \{ (f_1, f_2) \in (H^1)^2, \quad f_1(0) + e^{-2\mu L} f_2(0) = 0, \quad f_1(L) + f_2(L) = 0 \}. \quad (74)
\]
The eigenvectors \((\tilde{f}_n, \tilde{\mu}_n)\) of \(\tilde{A}\), form a Riesz basis of \((L^2)^2\), and, using again the results in \([60]\), we have the following asymptotic development for \(\tilde{\mu}_n\):
\[
\tilde{\mu}_n = \mu + \frac{i\pi n}{L} + \mathcal{O}(1, \gamma).
\] (75)

Moreover, the \((\tilde{f}_n)\) admit a biorthogonal family which we note \((\tilde{\phi}_n)\). Note that it is a well known fact that the \((\tilde{\phi}_n, \tilde{\mu}_n)\) are the eigenvectors of the adjoint operator:
\[
\tilde{A}_* := -\Lambda \partial_x - \delta^\gamma(x) J,
\]
\[
D(\tilde{A}_*) := \{(f_1, f_2) \in (H^1)^2, \quad f_1(0) + e^{2\mu L} f_2(0) = 0, f_1(L) + f_2(L) = 0\}.
\] (76)

Again, this allows us to define the following spaces:
\[
D(\tilde{A}_*) := \{\alpha \in (L^2)^2, \quad \sum_{n \in \mathbb{Z}} (1 + |\tilde{\mu}_n|^{2s})|\langle \alpha, \tilde{\phi}_n \rangle|^2 < \infty\}, \quad s \geq 0,
\] endowed with the norm
\[
\|\alpha\|_{D(\tilde{A}_*)}^2 := \sum_{n \in \mathbb{Z}} (1 + |\tilde{\mu}_n|^{2s})|\langle \alpha, \tilde{\phi}_n \rangle|^2, \quad \forall \alpha \in D(\tilde{A}_*),
\] (78)

and
\[
D((\tilde{A}_*)^s) := \{\alpha \in (L^2)^2, \quad \sum_{n \in \mathbb{Z}} (1 + |\tilde{\mu}_n|^{2s})|\langle \alpha, \tilde{f}_n \rangle|^2 < \infty\}, \quad s \geq 0,
\] endowed with the norm
\[
\|\alpha\|_{D((\tilde{A}_*)^s)}^2 := \sum_{n \in \mathbb{Z}} (1 + |\tilde{\mu}_n|^{2s})|\langle \alpha, \tilde{f}_n \rangle|^2, \quad \forall \alpha \in D((\tilde{A}_*)^s).
\] (80)

Now notice that when \(\gamma = 0\), from the expression of \(\delta_1^\gamma\) and \([28]\), \(\delta_0(x) = 0\) and the operator becomes:
\[
\tilde{A}^{(0)} := \Lambda \partial_x,
\]
\[
D(\tilde{A}^{(0)}) := \{(f_1, f_2) \in (H^1)^2, \quad f_1(0) + e^{-2\mu L} f_2(0) = 0, f_1(L) + f_2(L) = 0\},
\] (81)
for which the eigenvectors and eigenvalues are
\[
\tilde{f}_n^{(0)} = \begin{pmatrix} e^{(\mu + \frac{i\pi n}{L})x} \\ -e^{(\mu + \frac{i\pi n}{L})(2L-x)} \end{pmatrix}, \quad \tilde{\mu}_n^{(0)} = \mu + \frac{i\pi n}{L}, \quad \forall n \in \mathbb{Z},
\] (82)
and the corresponding biorthogonal family is given by:
\[
\tilde{\phi}_n^{(0)} = \begin{pmatrix} e^{(-\mu + \frac{i\pi n}{L})x} \\ -e^{(-\mu + \frac{i\pi n}{L})(2L-x)} \end{pmatrix}, \quad \forall n \in \mathbb{Z}.
\] (83)

Direct calculation implies that these eigenfunctions are not normal in \((L^2)^2\) space. Thanks to \([60]\), we know that \(\{\tilde{f}_n^{(0)}/||\tilde{f}_n^{(0)}||_{L^2}\}\) form a Riesz basis of \((L^2)^2\) space. Moreover, since
\[
||\tilde{f}_n^{(0)}||_{(L^2)^2}^2 = \frac{e^{4\mu L} - 1}{2\mu},
\] (84)
we know that
\[
\{\tilde{f}_n^{(0)}\} \text{ form a Riesz basis of } (L^2)^2 \text{ space.}
\] (85)
Now note that in this case, as $\delta^0 = 0$, $I = (1, 1)$. By integration by parts,
\[
\tilde{\mu}^{(0)}_n \langle (1, 1), \tilde{\phi}^{(0)}_n \rangle = \langle (1, 1), \Lambda \partial_x \tilde{\phi}^{(0)}_n \rangle
\]
\[
= \left( \tilde{\phi}^{(0)}_n \right)_1 (L) - \left( \tilde{\phi}^{(0)}_n \right)_1 (0) - \left( \tilde{\phi}^{(0)}_n \right)_2 (L) + \left( \tilde{\phi}^{(0)}_n \right)_2 (0)
\]
\[= 2(-1)^n e^{-\mu L} - 1 - e^{-2\mu L}, \tag{86}\]
which is clearly bounded for $\mu \neq 0$. This, together with the moment theory, suggest that $(\tilde{A}^{(0)}, (1, 1))$ might be controllable, the detailed proof of which will be given in Section 4.2.

Moreover, similarly to (27), we can also consider the following system with coupling term $\delta \gamma(x) J_0$ and control $v(t)(1, 1),$
\[
\begin{align*}
\partial_t \tilde{z} + \Lambda \partial_x \tilde{z} + \delta \gamma(x) J_0 \tilde{z} &= v(t) \left( \begin{array}{c} 1 \\ 1 \end{array} \right), \\
\tilde{z}_1(t, 0) &= -e^{-2\mu L} \tilde{z}_2(t, 0), \\
\tilde{z}_2(t, L) &= -\tilde{z}_1(t, L),
\end{align*}
\tag{87}\]
which, thanks to similar calculations, is also controllable for $\gamma = 0, \mu \neq 0$.

These calculations at order 0 also allow us to state the following properties for the eigenfunctions of $\tilde{A}_\gamma$, and their biorthogonal family, analogous to Proposition 3.1 and its proof (see Appendix A):

**Proposition 3.2.** There exists $\gamma_1 > 0$ such that for any $\gamma \in (0, \gamma_1)$, the triplet $(\tilde{f}^\gamma_n, \tilde{\phi}^\gamma_n, \tilde{\mu}^\gamma_n)$ satisfy the following:

(i) $\tilde{\mu}^\gamma_{-n} = \tilde{\mu}^\gamma_n$, $\forall n \in \mathbb{Z}$.

(ii) $\tilde{f}^\gamma_{-n} = \tilde{f}^\gamma_n$, $\tilde{\phi}^\gamma_{-n} = \tilde{\phi}^\gamma_n$, $\forall n \in \mathbb{Z}$.

### 3.2.2 Exponential stability of the target system

In this section we show the following proposition concerning the stability of system (56).

**Proposition 3.3.** For any $\lambda_0 \in (0, \mu)$, there exists $\gamma_s(\lambda_0) > 0$ such that for any $\gamma \in (0, \gamma_s)$ and $\lambda \in [0, \lambda_0]$, the target system (72) is exponentially stable with decay rate $\lambda$ (for the $H^p$ norm, for any $p \in \mathbb{N}$). Moreover $\gamma_s$ can be chosen continuous and decreasing with respect to $\lambda_0$.

This proposition is shown using a basic quadratic Lyapunov function of the form
\[
V(Z) = \sum_{n=0}^p \| \Theta(x)(\tilde{A}^\gamma_n Z) \|_{L^2(0, L)}^2, \quad \forall Z \in H^p(0, L), \tag{90}\]
where $\Theta = \text{diag}(\sqrt{\theta_1}, \sqrt{\theta_2})$ with $\theta_1$ and $\theta_2$ two positive $C^1$ functions. The proof is given in Appendix B.

**Remark 3.1** (Decay rate). As it can be seen in condition (365), when $\gamma$ is small enough we can actually achieve a decay rate as close as we want to $\mu$, as was expected looking at the eigenvalues of $\tilde{A}_\gamma$ given by (75). Indeed, $\tilde{A}_\gamma$ is obtained by adding a small perturbation (i.e. $\gamma$ small) to a simple operator (corresponding to the case $\gamma = 0$). As the real part of the eigenvalues of the unperturbed operator is $\mu$, what we showed with (75) is that the eigenvalues of the perturbed system can have a real part as close as we want to $\mu$, provided that $\gamma$ is small enough, which is also characterized by Theorem 4.1 and Lemma C.1. This, combined with the fact that eigenfunctions form a Riesz basis (or the Spectral Mapping Theorem), implies an exponential decay rate as close as we want to $\mu$, provided again that $\gamma$ is small enough. From this point of view, Lyapunov approach also provides a rough estimate on the perturbation of eigenvalues.
We also show in Appendix B that we cannot get a uniform bound on $\gamma$ and, in particular, we have the following proposition.

**Proposition 3.4.** For any $\gamma > 0$ there exists some effectively computable $\mu \gamma > 0$ such that there does not exist any Lyapunov function of the form (90) with a decay rate larger or equal to $\mu \gamma$. Moreover, $\mu \gamma$ can be chosen to be strictly decreasing with $\gamma$ in a neighborhood of $\gamma = 0$.

### 3.3 From the modified control system to the original water tank system

We have introduced a virtual control operator in order to obtain a controllable system, by adding a component to the control profile $I$ along the null eigenfunction of the operator $A$. As it turns out, this can also be understood as a dynamical extension of the linearized water tank system (5)–(6)–(9).

Indeed, thanks to the fact that $\Lambda \partial_x f_0^+ + \delta'(s) Jf_0^+ = 0$, projecting the system (56) on the $(f_n^\gamma)_{n \in \mathbb{Z}}$ and denoting

$$Z = \zeta_0 f_0^+ + \zeta, \quad \text{with } \langle \zeta_0, f_0^+ \rangle = 0,$$

system (56) can be decomposed into two equations:

$$\dot{\zeta}_0 = \nu \langle \zeta_0, F \rangle + \zeta_0 \langle f_0^+, F \rangle,$$

and

$$\begin{cases} 
\partial_t \zeta + \Lambda \partial_x \zeta + \delta'(s) J \zeta = \langle \zeta(t), F \rangle + \zeta_0 \langle f_0^+, F \rangle I, \\
\zeta(0) = -\zeta_2(t, 0), \\
\zeta(t, L) = -\zeta_1(t, L). 
\end{cases}$$

We will show later (see Remark 4.3) that the condition (33) corresponding to the missing direction is equivalent to $\langle \zeta, f_0^+ \rangle = 0$. Thus $\zeta$ is exactly the solution of (33), (34), (35) with control $u_\gamma(t) := \langle \zeta(t), F \rangle + \zeta_0 \langle f_0^+, F \rangle$). This control is indeed an implementable feedback law as it depends only on the state $\zeta$ and on the additional variable $\zeta_0$, which is a dynamical extension of the original system (see, for example, [27] and [17, Section 11.1]). Physically speaking, we can think of it as “virtual mass” that is added or removed from the real physical system described by $\zeta$.

In the following sections, we will apply the strategy of proof described in Section 2 to prove the following result for this extended system:

**Proposition 3.5.** For any $\mu > 0$, there exists $\gamma_0 > 0$ such that, for any $\gamma \in (0, \gamma_0)$, there exists $\nu \neq 0$ such that $F \in \mathcal{E}_\gamma$ given by

$$\begin{align*}
\langle f_0^+, F \rangle &= -2 \tanh(\mu L) \langle f_{0,1}^+(0) \rangle, \\
\langle f_n^+, F \rangle &= -2 \tanh(\mu L) \langle f_{n,1}^+ \rangle, \quad \forall n \in \mathbb{Z},
\end{align*}$$

stabilizes (92)–(93) exponentially in $D(A)$, with decay rate $3\mu/4$.

**Remark 3.2.** We have introduced a virtual control operator in order to deal with completely controllable systems, which is a crucial point of our proof.

However, note that the control operator

$$B : u \in \mathbb{C} \mapsto u I_u$$

is not a bounded operator in the state space $D(A)$, as $I_u \notin D(A)$. Otherwise, rapid stabilizability of the virtual system (56) would be a direct consequence of controllability thanks to [30, Corollary 1, p.13] (see also [73, item (i), Theorem 3.3, p.227]).

Rather, Proposition 3.5 extends the implication “controllability $\implies$ stabilizability” to a case where the control operator is unbounded, as is done in [22, 52, 65, 71, 70].
This proposition is the key to prove Theorem 1.1. Indeed, to design a feedback ensuring the exponential stability of (33), (34), (35), it suffices to design a linear feedback ensuring the exponential stability of the virtual system (56). Then, for any initial condition of system (33), (34),

\[ \zeta^0 \in D(A_\gamma), \quad \langle \zeta^0, f_0^\gamma \rangle = 0, \quad (96) \]

one can implement that feedback on system (56) with initial condition

\[ \zeta_0(0) = 0, \quad \zeta(0) = \zeta^0. \]

This will yield, in particular, exponential stabilization of the \( \zeta \) part.

Then, as the transformations introduced in Section 1.3 (41, 31) and the scalings introduced in (21) and (26) define a diffeomorphism, this implies the exponential stability of the initial system (5)–(9), albeit with a different decay rate (because of the time scaling in (26)). Finally, the inverse transformations of (41) and (31) allow us to recover the expression of the feedback (14) given in Theorem 1.1 in the original variables from the definition of \( F \) given by (257) in Section 6 (this is given in more detail in Appendix E), which completes the proof of Theorem 1.1.

4 Controllability

The goal of this section is to achieve some controllability results for the original system and the target system. Thanks to the moment theory, those results can be obtained by several estimates, such as Lemma 4.1, Lemma 4.3, Lemma 4.4, (166), (186), (215), which are exactly some of the key points needed to solve our stabilization problem.

When \( \gamma = 0 \) the target system (73) becomes quite simple (see (81)) and obviously controllable. Hence, it is rather easy to prove its controllability with \( \gamma > 0 \) small. On the other hand, as already mentioned, the initial system (33)–(34) is not controllable when \( \gamma = 0 \). Therefore, in this section we mainly focus on the controllability of system (33)–(34) which will be the object of Section 4.1 and Corollary 4.1. Then, as the operator \( A_\gamma \) given by (58) and the operator \( \tilde{A}_\gamma \) given by (74) share many common properties, almost all the calculations and estimates in Section 4.1.1 C.2 also hold for \( \tilde{A}_\gamma \), which will lead to the controllability of System (73). This will be the goal of Section 4.2 and Theorem 4.3.

4.1 Controllability of System (33)–(34)

As system (33)–(34) is obtained from (27) by an isomorphism, it suffices to prove the controllability of System (27), while for ease of notation we simply replace the control by \( u(t) \). In the following we mainly focus on System (27).

4.1.1 Asymptotic calculation: perturbed operators and perturbed eigenfunctions

Let us define the operator

\[ T := \Lambda \partial_x, \quad (97) \]

\[ T_\gamma := S_0 = \Lambda \partial_x + \delta(x)J_0, \quad (98) \]

\[ D(S_0) := \{(w_1, w_2) \in (H^1)^2 : w_1(0) = -w_2(0), w_1(L) = -w_2(L)\}, \quad (99) \]

associated to the system (27). We want to find an asymptotic expression of eigenvalues and eigenfunctions of this operator. The adjoint operator \( S_0^* \) is given by

\[ S_0^* := -\Lambda \partial_x + \bar{\delta}(x)J_0^*, \quad (100) \]

\[ D(S_0^*) = D(S_0). \quad (101) \]
Hence, $S_0$ is neither self-adjoint nor anti-adjoint. In fact, it is not even a normal operator:

$$S_0S_0^* - S_0^*S_0 = 2\delta_x(x).$$

(102)

Note that this operator has the same eigenvalues $\mu_n(\gamma)$ as the operator $A_\gamma$, thanks to the change of variables [31].

Concerning the relation between $S_0$ and $S_0^*$, if $(\psi_n(\gamma), \mu_n(\gamma))$ are eigenfunctions and eigenvalues of $S_0$, then we can define $(\chi_n(\gamma), \mu_n(\gamma))$ a family of eigenfunctions and eigenvalues of $S_0^*$ such that these two group of eigenfunctions are bi-orthogonal in the sense that,

$$\langle \psi_n(\gamma), \chi_m(\gamma) \rangle = 0, \text{ if } n \neq m.$$  

(103)

Direct calculation implies that the eigenvalues of $T$ are simple and isolated,

$$\mu_n^{(0)} = i\pi n / L.$$  

(104)

The related normalized eigenfunctions of $T$ and $T^*$ are given by

$$\hat{\psi}_n^{(0)} = (e^{i\pi nx/L}, -e^{-i\pi nx/L}) \quad \text{and} \quad \hat{\chi}_n^{(0)} = (e^{-i\pi nx/L}, -e^{i\pi nx/L}).$$  

(105)

Similarly, the eigenvalues of $T_\gamma$ are denoted by $\mu_n(\gamma)$, which is also isolated provided $\gamma$ small enough. In fact, due to the fact that an eigenfunction multiplied by a scalar number is still an eigenfunction, it is convenient to consider perturbed eigenfunctions, $\psi_n(\gamma)$, according to Kato’s book [36, page 92]:

$$\langle \psi_n(\gamma), \chi_n(\gamma) \rangle = 1, \text{ (resp. } \langle \psi_n^{(0)}, \chi_n(\gamma) \rangle = 1).$$  

(106)

This normalization formula is standard and is convenient to perform symbol calculation. For this reason we cannot assume $\langle \psi_n(\gamma), \chi_n(\gamma) \rangle = 1$ at the same time, see [103].

$L^2$-normalized eigenfunctions and Riesz basis

We are also interested in the $L^2$–normalized eigenfunctions:

$$\hat{\psi}_n(\gamma) := \psi_n(\gamma) / \|\psi_n(\gamma)\|_{L^2}^2, \hat{\chi}_n(\gamma) := \chi_n(\gamma) / \|\chi_n(\gamma)\|_{L^2}^2.$$  

(107)

The following theorem by Russell tells us that those eigenfunctions form a Riesz basis when $\gamma$ is sufficiently small.

**Theorem 4.1** (Russell [60]). There exists $r_R > 0$ such that, for any $\gamma \in (-r_R, r_R)$ the following properties hold.

1. $T_\gamma$ has simple isolated eigenvalues $\mu_n(\gamma)$. Moreover,

$$\mu_n(\gamma) = i\pi n / L + \gamma O(1), \quad \forall n \in \mathbb{Z}^*.$$  

(108)

2. Both $\{\hat{\psi}_n(\gamma)\}_n$ and $\{\hat{\chi}_n(\gamma)\}_n$ form a Riesz basis of $(L^2(0,L))^2$.

3. The functions $\{e^{i\mu_n(-2L)}\}_n$ form a Riesz basis for $L^2(0,2L)$, while its dual bi-orthogonal basis $\{p_n\}_n$ also form a Riesz basis.

4.1.2 The moments method and the controllability of System [27]

The moments method consists in decomposing the state and the control term in a Riesz basis of eigenfunctions. This yields an infinity of independent ODEs, and leads to a moments problem. The main issues, as indicated above, are to check that the eigenfunctions form a Riesz basis, and that the projection
of the control term on each direction is away from 0 (hence observable). We also refer to the book \[1\] for a good introduction of this method.

This suggests us to study

\[ a_n(\gamma) := \langle \psi_n(\gamma), (1, 1) \rangle \text{ and } b_n(\gamma) := \langle \chi_n(\gamma), (1, 1) \rangle, \forall n \in \mathbb{Z}, \]

Indeed, at least formally, we are able to decompose \((1, 1)\) by

\[ (1, 1) = \sum_{n \in \mathbb{Z}} d_n(\gamma)\psi_n(\gamma), \]

thus, using (103)

\[ d_n(\gamma)\langle \psi_n(\gamma), \chi_n(\gamma) \rangle = \langle (1, 1), \chi_n(\gamma) \rangle = \bar{b}_n(\gamma). \]

To observe the “direction” generated by \(\psi_n(\gamma)\), the value \(b_n\) should be nonzero. We further get the controllability provided that the values of \(\{\psi_n(\gamma)\}_n\) satisfying some inequalities, see \[1\] for more details of this method, and see (124) for the construction of the control in our case.

Not controllable for \(\gamma = 0\).

For the case \(\gamma = 0\), thanks to the explicit expression, \(\chi_n(0) = \chi_n^{(0)} = (e^{-i\pi nx/L}, -e^{i\pi nx/L})\), we have,

\[ \langle \chi_n(0), (1, 1) \rangle = -\frac{2iL}{\pi n}(1 - \cos \pi n). \]

The preceding inequality implies that there are infinitely many direction that can not be observed, more precisely the space generated by \(\{\psi_n(0)\}_n\). Consequently, with another argument than the one given in \[16\] we prove that the system is not controllable with the uncontrollable part being of infinite dimension.

Controllable for \(\gamma > 0\) sufficiently small.

For that moment, let us assume that the following key lemma holds (it will be proved in Sections C.2–4.1.4):

**Lemma 4.1.** There exists \(\gamma_0, c, C > 0\) such that for any \(\gamma \in (0, \gamma_0)\) we have

(i) \(\{\psi_n(\gamma)\}_n\) is a Riesz basis of \(L^2\);

(ii) \(|\langle \psi_n(\gamma), \chi_n(\gamma) \rangle| \in (1/2, 2)\);

(iii) \(|\mu_n(\gamma) - \mu_n^{(0)}| < \frac{1}{\pi n}|\)

(iv) For \(n > 0\), \(b_n(\gamma)\) is away from zero in the following sense

\[ b_0(\gamma) = 0, \]

\[ \gamma \frac{C}{n} < |b_n(\gamma)| < \frac{C}{n}, \forall n \in \mathbb{Z}^+. \]

Thanks to Lemma \[4.1\] and the classical moment theory, we can conclude that the system is not yet controllable but there is only one dimension missing corresponding to the moment \(b_0\). From (110), the missing direction corresponds therefore to \(\text{Span}\{\psi_0\}\). In fact we will show later on that this missing direction corresponds exactly to the condition (30) which is the condition of mass conservation in the original system \[9\] (see Remark \[4.3\]). This also means that any state that keeps a constant mass is reachable, more precisely
**Theorem 4.2.** For $T \in [2L, +\infty)$, for $\gamma \in (0, \gamma_0)$, system (27) is $D(\mathcal{H}^{s-1}_{(0)})$ controllable with controls having $D_p(\mathcal{H}^{s-1}_{(0)},(0,2L))$ regularity, where

$$D(\mathcal{H}^{s}_{(0)}) = \{ f := \sum_{n \in \mathbb{Z}^*} f_n \psi_n(\gamma) \in H^s | \sum_{n \in \mathbb{Z}^*} (1 + n^2) f_n^2 < +\infty \},$$

$$D_p(\mathcal{H}^{s}_{(0)},(0,2L)) = \{ f := \sum_{n \in \mathbb{Z}^*} \bar{f}_n \psi_n(\gamma) \in H^s | \sum_{n \in \mathbb{Z}^*} (1 + n^2) \bar{f}_n^2 < +\infty \},$$

$$\{ p_n(\gamma) \}_n \text{ is the dual basis of } \{ e^{\mu_n(\gamma)(s-2L)} \}_n \text{ presented in Theorem 4.1.}$$

**Proof of Theorem 4.2.** For ease of notations, in this proof we ignore the index $\gamma$ for the functions $\psi_n, p_n,$ the eigenvalues $\mu_n$, and the spaces $D(\mathcal{H}^{s}_{(0)}), D_p(\mathcal{H}^{s-1}_{(0)},(0,2L))$. Moreover, we also simply denote System (27) by

$$w_1(t) + Aw(t) = u(t)(1,1), \ t \in (0,2L).$$

Moreover, it suffices to prove the controllability for the case $T = 2L$, since in the other cases we can simply take $u((2L,T)) = 0$. Because the above equation is linear, it further suffices to assume that the initial state as $w(0,\cdot) = 0$ and the final state as $w(2L,\cdot) = \sum_n k_n \psi_n \in D(\mathcal{H}^{s}_{(0)})$.

Thus it allows us to decompose the state in the Riesz basis $\{ \psi_n \}_n$

$$w(t,\cdot) = \sum_{n \in \mathbb{Z}^*} w_n(t) \psi_n,$$

which satisfies

$$\sum_n ((w_n)(t) + \mu_n w_n(t) - d_n u(t)) \psi_n = 0.$$  \hspace{1cm} (121)

Therefore

$$(w_n)(t) + \mu_n w_n(t) - d_n u(t) = 0, \ \forall n \in \mathbb{Z}^*.$$ \hspace{1cm} (122)

Hence Duhamel’s formula yields

$$k_n = w_n(2L) = d_n \int_0^{2L} e^{\mu_n(s-2L)} u(s) ds.$$ \hspace{1cm} (123)

Thanks to Theorem 4.1 more precisely the duality of $\{ e^{\mu_n(-2L)} \}_n$ and $\{ p_n \}_n$, the control $u(s)|_{[0,2L]}$ can be given by

$$u|_{[0,2L]}(s) = \sum_{n \in \mathbb{Z}^*} \frac{k_n}{d_n} \bar{p}_n = \sum_{n \in \mathbb{Z}^*} \frac{k_n (\psi_n(\gamma), \chi_n(\gamma))}{d_n} \bar{p}_n \in D(\mathcal{H}^{s-1}_{(0)}).$$ \hspace{1cm} (124)

**4.1.3 Asymptotic calculation: holomorphic extension**

We will now use Kato’s method [46] of asymptotic calculation with the help of complex analysis to obtain an explicit formulation, and remainder estimates, for the eigenvalues, and an insight on the eigenfunctions’ asymptotic behavior. For ease of the presentation and notations, in the following we only focus on the operator $S_0 = T$, while its adjoint $S_0^* = T^*$ can be treated the same way.

Let us consider eigenfunctions on the space $(C^0([0,1])^2).$ From now on, $\|\cdot\|_\infty$ denotes the $L^\infty(0,L)^2$ norm, i.e. for $u = (u_1, u_2)$,

$$\|u\|_\infty = \|u\|_{L^\infty(0,L)^2} := \max\{ \|u_1\|_{L^\infty(0,L)}, \|u_2\|_{L^\infty(0,L)} \}.$$ \hspace{1cm} (125)

In the preceding formulas, $\gamma$ was assumed to be a (sufficiently small) real number. Now we extend those formulas to $\gamma \in \mathbb{C}$ with $|\gamma|$ small: at least formally this extension is true. In fact, this complex extension
enables us to use holomorphic techniques concerning asymptotic calculation. Once we will get estimates that we require, we will apply them with a real \( \gamma \), as several properties are better in this case, for example \( A_{\gamma} \) is skew-adjoint provided that \( \gamma \) is real. Moreover, the operators \( \{T_\gamma\} \) are of type (A) (see [46, Chapter 7, Section 2]), hence the extended formulas are holomorphic for \( |\gamma| \) small.

**Remark 4.1.** We choose the \((L^\infty)^2\) norm for asymptotic information on boundary points, because it will be useful in the following demonstration. Getting an estimation on the \((L^2)^2\) norm, though, would be much simpler.

Let us define,

\[
A(\gamma) := T_\gamma - T = \delta(x)J_0, \quad A(1)(\gamma) = T_\gamma - T - \gamma T(1), \quad T(1) = -\frac{3}{4}J_0,
\]

where \( T_\gamma \) is still given by [98]. Using (28)–(29) we immediately get the existence of \( d \in (0, 1/(8L^2)) \) such that, for any \( |\gamma| < d \),

\[
|\delta(x)| < |\gamma|, \quad |\delta(x) + \frac{3}{4}\gamma| < L|\gamma|^2,
\]

thus the linear operators \( A(\gamma) \) and \( A(1)(\gamma) \) on \((L^\infty)^2\) space verifies

\[
\|A(\gamma)\| < 2|\gamma|, \quad \|A(1)(\gamma)\| < 2L|\gamma|^2.
\]

More precisely, relying on Kato’s perturbation method, we are able to conclude the following series expansion lemma concerning eigenvalues and eigenfunctions of \( A(\gamma) \), \((\mu_n(\gamma), \psi_n(\gamma))\):

\[
\psi_n(\gamma) = \psi^{(0)}_n + \gamma\psi^{(1)}_n + \gamma^2\psi^{(2)}_n + \ldots
\]

\[
\psi_n(\gamma) = \psi^{(0)}_n + \gamma\psi^{(1)}_n + \gamma^2\psi^{(2)}_n + \ldots
\]

**Lemma 4.2.** For any \( k \in \mathbb{N} \) there exists some \( d^{(k)} > 0 \) effectively computable such that the following expansion on \((\mu_n(\lambda), \psi_n(\lambda))\) holds:

\[
|\mu_n(\gamma) - \mu_n^{(0)} - \sum_{p=1}^m \gamma^p \mu_n^{(p)}| \leq \frac{|\gamma|^{m+1}}{d^m(d - |\gamma|)}, \quad \forall |\gamma| < d,
\]

\[
\|\psi_n(\gamma) - \psi^{(0)}_n - \gamma\psi^{(1)}_n - \gamma^2\psi^{(2)}_n - \ldots - \gamma^k\psi^{(k)}_n\|_\infty \leq C^{(k)}|\gamma|^{k+1}, \quad \forall |\gamma| < d^{(k)}.
\]

The detailed proof of this lemma as well as some more description on perturbation analysis are left to Appendix C.

### 4.1.4 Controllability from boundary conditions of eigenfunctions

After having obtained the asymptotic information of the perturbed eigenfunctions in the preceding sections, from now on we restrict ourselves to the case where \( \gamma \) is in \( \mathbb{R} \).

With the two last subsections, we have an estimate on \( \|\psi_n(\gamma) - \psi^{(0)}_n - \gamma\psi^{(1)}_n - \gamma^2\psi^{(2)}_n - \ldots - \gamma^k\psi^{(k)}_n\|_\infty \) that it not totally satisfactory and that does not depend on \( n \). However, notice that, from (111), what we need to conclude the study of the controllability is indeed the value of \( \langle \psi_n, (1, 1) \rangle \) and \( \langle \chi_n, (1, 1) \rangle \). Therefore, the values of type:

\[
\langle \psi_n(\gamma) - \psi^{(0)}_n - \gamma\psi^{(1)}_n - \gamma^2\psi^{(2)}_n - \ldots - \gamma^k\psi^{(k)}_n, (1, 1) \rangle.
\]

Thus it sounds natural to investigate (134) directly.
Let us calculate the boundary value of $\psi^{(1)}_n$, more precisely, a combination of boundary values:

$$l^{(1)}_n := \psi^{(1)}_{n,1}(1) - \psi^{(1)}_{n,1}(0) - \psi^{(1)}_{n,2}(1) + \psi^{(1)}_{n,2}(0).$$

We observe that $l^{(0)}_n := \psi^{(0)}_{n,1}(1) - \psi^{(0)}_{n,1}(0) - \psi^{(0)}_{n,2}(1) + \psi^{(0)}_{n,2}(0) = 2((-1)^n - 1)$. Direct calculation shows that

$$l^{(1)}_n = \frac{3L}{2i\pi} \sum_{k \neq n} \frac{\langle J_0 \psi^{(0)}_n, \psi^{(0)}_k \rangle}{(k-n)}((-1)^k - 1).$$

On the other hand we know that

$$\langle J_0 \psi^{(0)}_n, \psi^{(0)}_k \rangle = \frac{(-1)^{n+k} - 1}{i\pi} \left( \frac{1}{n-k} + \frac{1}{3} \cdot \frac{1}{n+k} \right), \text{ if } |n| \neq |k|,$$

$$\langle J_0 \psi^{(0)}_n, \psi^{(0)}_k \rangle = 0, \text{ if } |n| = |k|.$$  

Notice that if $n$ is odd we will have that $((-1)^k - 1)(-1)^{n+k} - 1 = 0$, therefore $l^{(1)}_n = 0$. We thus only need to consider the case when $n = 2m$ is even. Then

$$l^{(1)}_n = -\frac{3L}{2\pi^2} \sum_{k \neq 2m} \left((-1)^k - 1\right)^2 \frac{1}{k-2m} \left(\frac{1}{2m-k} + \frac{1}{3} \cdot \frac{1}{2m+k}\right)$$

$$= -\frac{6L}{\pi^2} \sum_{k \in \mathbb{Z}} \frac{1}{2k+1-2m} \left(\frac{1}{2m-2k-1} + \frac{1}{3} \cdot \frac{1}{2m+2k+1}\right)$$

$$= \frac{6L}{\pi^2} \sum_{k \in \mathbb{Z}} \frac{1}{2k+1-2m} \left(\frac{1}{2k+1-2m} - \frac{1}{3} \cdot \frac{1}{2m+2k+1}\right).$$

We know that

$$\sum_{k \in \mathbb{Z}} \left(\frac{1}{2k+1-2m}\right)^2 = \sum_{k \in \mathbb{Z}} \left(\frac{1}{2k+1}\right)^2 = \frac{\pi^2}{4} =: C_0 > 1.$$  

If $m = 0$, then $l^{(1)}_n > 0$. If $m \neq 0$, without loss of generality, by assuming that $m > 0$ we get

$$\left|\frac{1}{3} \sum_{k \geq m} \frac{1}{2k+1-2m} \cdot \frac{1}{2m+2k+1}\right|$$

$$= \left|\frac{1}{3} \left(\sum_{k \geq m} \sum_{k \leq -m-1} + \sum_{k = -m}^{m-1} \right) \frac{1}{2k+1-2m} \cdot \frac{1}{2m+2k+1}\right|$$

$$\leq \left|\frac{1}{3} \sum_{k \geq m} \frac{1}{2k+1-2m} \cdot \frac{1}{2m+2k+1}\right| + \left|\frac{1}{3} \sum_{k \leq -m-1} \frac{1}{2k+1-2m} \cdot \frac{1}{2m+2k+1}\right|$$

$$+ \left|\frac{1}{3} \sum_{k = -m}^{m-1} \frac{1}{2k+1-2m} \cdot \frac{1}{2m+2k+1}\right|$$

$$\leq \frac{1}{6} C_0 + \frac{1}{6} C_0 + \frac{2m}{3(4m-1)}$$

$$< C_0 - \frac{1}{3}.$$  

Therefore,

$$|l^{(1)}_n| > \frac{2L}{\pi^2} \text{ if } n \text{ is even, } |l^{(1)}_n| = 0 \text{ if } n \text{ is odd.}$$
Remark 4.2. The way that we get this uniform bound relies on the matrix $J_0$, more precisely, the diagonal matrix $\Lambda$. Indeed, this is the key point to get the controllability with control as $(1,1)u(t)$: in [98] if we replace $\delta(x)J_0$ by $\delta(x)\Lambda$, then the operator becomes easier as the coupling term disappear; thanks to the expansion of $\delta(x)$, [29], if we further replace $\delta(x)\Lambda$ by $-\frac{3}{4}\gamma\Lambda$, then the operator becomes

$$T_{\gamma,s} := \Lambda \left( \partial_x - \frac{3}{4}\gamma \right),$$

$$D(T_{\gamma,s}) := \{(w_1, w_2) \in (H^1)^2 : w_1(0) = -w_2(0), w_1(L) = -w_2(L)\},$$

for which the controllability is rather easy to obtain. Maybe with the help of some perturbation arguments we can also prove the controllability of the operator $\Lambda \partial_x + \Lambda \delta(x)$ from this observation, of course we need to deal with some loss of derivative issues as the normal fixed point argument can not be applied here. However, in our case we need to consider $J_0 = \Lambda + J$, where $J$ is of the same order as $\Lambda$, hence cannot be ignored.

We observe from [105] and [395] that $\|\psi_n^{(1)}\|_{\infty}$ are $O(1)$ rather than $O((1/n)^a)$. However, in [34], we still have a $\gamma^k$ in front of $\|\psi_n^{(2)}\|_{\infty}$, which, when $\gamma$ is small, gives good estimates.

In fact, thanks to the above calculation, [98], [409], we get the following:

$$\delta(x) = = -\frac{3}{4}\gamma + R_0(\gamma),$$

$$\psi_{n,1}(\gamma) = e^{i\pi nx/L} + \gamma\psi_{n,1}^{(1)} + R_{n,1}(\gamma),$$

$$\psi_{n,2}(\gamma) = -e^{-i\pi nx/L} + \gamma\psi_{n,2}^{(1)} + R_{n,2}(\gamma).$$

Therefore, the existence of $r^{(2)} > 0$ and $C_2 > 0$ such that

$$\|\psi_n^{(1)}\|_{\infty} \leq L,$$

$$\|R_0(\gamma)\|_{\infty}, \|R_{n,1}(\gamma)\|_{\infty}, \|R_{n,2}(\gamma)\|_{\infty} \leq C_2|\gamma|^2.$$  

Moreover, there exists $r^{(3)} \in (0, r^{(2)})$ such that, if $|\gamma| < r^{(3)}$, then we have

$$4/5 < \|\psi_{n,1}(\gamma)\|_{\infty}, \|\psi_{n,2}(\gamma)\|_{\infty},$$

$$4/5 < \|\psi_{n,1}(\gamma)\|_{(L^2)^2}, \|\psi_{n,2}(\gamma)\|_{(L^2)^2} < 6/5.$$  

The same estimates hold for $\chi_n(\gamma)$, hence

$$\langle \psi_n(\gamma), \chi_n(\gamma) \rangle = 1 + \langle \psi_n(\gamma), \chi_n(\gamma) - \chi_n^{(0)} \rangle \in (3/4, 5/4).$$

Furthermore, for $n \in \mathbb{Z}^+$ we observe from the definition of $\psi_n(\gamma)$ and [152]–[156] that

$$\mu_n(\gamma) \int_0^L \psi_{n,1}(\gamma)(x) + \psi_{n,2}(\gamma)(x) dx$$

$$= 2\langle \mu_n(\gamma) \psi_{n,1}(\gamma), (1,1) \rangle$$

$$= 2\langle \Lambda \partial_x \psi_n(\gamma) + \delta(x)J_0 \psi_n(\gamma), (1,1) \rangle$$

$$= (\psi_{n,1}(\gamma)(0) - \psi_{n,1}(\gamma)(L) + \psi_{n,2}(\gamma)(0) + \psi_{n,2}(\gamma)(L)) + \frac{2}{3} \int_0^L \delta(x)(\psi_{n,1} - \psi_{n,2})(x) dx$$

$$= \left(2((-1)^n - 1) + \gamma l^{(1)} + O(\gamma^2)\right) - \frac{1}{2} \gamma \left(e^{i\pi nx/L} + e^{-i\pi nx/L}\right) + O(\gamma^2)$$

$$= 2((-1)^n - 1) + \gamma l^{(1)} + O(\gamma^2).$$
We remark here that $O(\gamma^2)$ means uniformly bounded by $C\gamma^2$ with some $C > 0$ independent of $n \in \mathbb{Z}^*$ and $\gamma$ small. The same convention is used for other similar notations, for example $O(\gamma)$. By inserting (149) into (163), we get
\begin{equation}
\mu_n(\gamma) \int_0^1 \psi_{n,1}(\gamma) + \psi_{n,2}(\gamma) = \begin{cases} 
0 + \gamma l_n^{(1)} + R_n(\gamma), & \text{when } n \text{ is even,} \\
-4 + 0 + R_n(\gamma), & \text{when } n \text{ is odd,}
\end{cases}
\end{equation}
with $|R_n(\gamma)| \leq C_3|\gamma|^2$. Therefore, there exists $r^{(4)} \in (0, r^{(3)})$ such that, if $|\gamma| < r^{(4)}$, then we have
\begin{equation}
|\gamma| \frac{L}{\pi^2} < |\mu_n(\gamma)\langle \psi_n(\gamma), (1, 1) \rangle| < 5, \quad \forall n \in \mathbb{Z}^*.
\end{equation}
We are able to perform the same calculation for $\chi_n(\gamma)$ which are eigenfunctions of $S_0^*$, thus
\begin{equation}
|\gamma| \frac{L}{\pi^2} < |\mu_n(\gamma)\langle \chi_n(\gamma), (1, 1) \rangle| < 5, \quad \forall n \in \mathbb{Z}^*.
\end{equation}

**Remark 4.3** ($\chi_0$ and the “missing direction”). As for the case when $n = 0$, thanks to the diffeomorphism (31) and the equation (65), we know that
\begin{equation}
\psi_{0,1}(x) + \psi_{0,2}(x) = 0, \quad \forall x \in [0, L], \\
\partial_x \psi_{0,1} + \frac{2}{3} \delta \psi_{0,1} = 0,
\end{equation}
thus $\psi_0$ can be computed explicitly,
\begin{equation}
\psi_{0,1} = -\psi_{0,2} = \left(\sqrt{1 + \frac{\gamma L}{2}} - \frac{\gamma}{L} \frac{L}{x} - \frac{\gamma}{L} \frac{x}{x} \right)^{-1} = \left(\sqrt{1 + \frac{\gamma L}{2}} - \sqrt{1 + \frac{\gamma L}{2}} - \frac{\gamma}{L} x \right)^{-1},
\end{equation}
which of course satisfies
\begin{equation}
\langle \psi_0(\gamma), (1, 1) \rangle = 0.
\end{equation}
The same reason and similar calculations for $\chi_0$ lead to
\begin{equation}
\chi_{0,1}(x) + \chi_{0,2}(x) = 0,
\end{equation}
\begin{equation}
\partial_x \chi_{0,1}(x) - \frac{4}{3} \delta(x) \chi_{0,1}(x) = 0,
\end{equation}
thus
\begin{equation}
\chi_{0,1}(x) = \left(\sqrt{1 + \frac{\gamma L}{2}} - \sqrt{1 + \frac{\gamma L}{2}} - \frac{\gamma}{L} \frac{x}{x} \right)^{2},
\end{equation}
\begin{equation}
\langle \chi_0(\gamma), (1, 1) \rangle = 0.
\end{equation}

We observe from (173) that we can not cover direction $\psi_0$ with our control, due to the moment theory. More precisely, the quantity
\begin{equation}
\langle w, \chi_0 \rangle = \int_0^L \left(\sqrt{1 + \frac{\gamma L}{2}} - \sqrt{1 + \frac{\gamma L}{2}} - \frac{\gamma}{L} \frac{x}{x} \right)^{2} (w_1(x) - w_2(x)) dx,
\end{equation}
which is precisely the term appearing in (30), remains constant in time for any control $u(t)$. Note that the term $\frac{L}{2}$ in factor of the term in (30) is a constant and therefore does not change which quantity is
conserved quantity. Hence the control profile (1, 1)^T is compatible with the conservation of mass (173). The equivalence between (30) and (174) is not a coincidence: from (30) we know that there is at least one direction for which we can not control; on the other hand, (173) gives us the only uncontrollable direction of the system. Algebraically, these two directions have to be the same.

Thanks to Theorem 4.1 and (158), for |γ| < r_R, we know that 
\[(\psi_n(\gamma))_{n \in \mathbb{Z}^*}\] form a Riesz basis of \(L^2_{(0)}\),
where
\[L^2_{(0)} := \{f \in L^2 | f(\chi_0) = 0\}\].

Combining (109), (111), (62), (159), (166), and (175), this complete the proof of Lemma 4.1.

\[
4.1.5 \text{ Controllability of transformed system } (33)-(34)
\]

Let us look now at the operator \(A\) given by (58)–(59) and associated to system (33)–(34).

As stated previously, the eigenvalues of the operators (98) and of (58) are the same; and the eigenfunctions of (58) can be generated by applying the diffeomorphism (31) on the eigenfunctions of (98). Indeed, with \((f_n)_{n \in \mathbb{Z}^*}\) the family of eigenfunctions of \(A\) that form a Riesz basis of \((L^2_{(0)})^2\), and depends of course on \(\gamma\), and from (ii) in Lemma 4.1 there exists uniformly bounded positive constants \((a_n)_{n \in \mathbb{Z}^*}\) such that
\[f_n(\gamma) := a_n \exp \left( \int_0^\delta \delta(y)dy \right) \psi_n(\gamma).\]

**Remark 4.4.** The constant \(a_n\) is to be added to insure that the generated eigenfunctions \(f_n(\gamma)\) verify the normalized condition from perturbation, \((f_n(\gamma), \phi_0^{(n)}) = 1\), so that similar perturbation calculations can be performed. Moreover, they are not orthonormal basis as \(L^2\) normalized condition is not satisfied.

As the change of coordinates (31) used to remove the diagonal coefficients of the coupling term is an isomorphism in \(H^s\), Theorem 4.2 directly leads to the controllability of this system and thus of (33)–(34):

**Corollary 4.1.** If \(T \geq 2L, \gamma \in (0, \gamma_0)\), then system (33)–(34) is \(D(A^s_{(0)})\) controllable with \(D_p(H^s_{(0)}(0, 2L))\) controls, where
\[D(A^s_{(0)}) = \{f \in D(A^s) | (f, f_0) = 0\}.\]

The preceding corollary is just a direct consequence of Theorem 4.2 and isomorphism by change of variables. Moreover, actually, by using the same technique we are able to prove the following estimate (compare to (166))
\[m_0|\mu_n^{-1}| \leq |(I, a_n^{-1} f_n)| \leq M_0|\mu_n^{-1}|, \quad \forall n \in \mathbb{Z}^*,\]
for some constants \(m_0, M_0 > 0\), which implies, from the uniform boundedness of \((a_n)\),
\[m|\mu_n^{-1}| \leq |(I, f_n)| \leq M|\mu_n^{-1}|, \quad \forall n \in \mathbb{Z}^*,\]
for some constants \(m, M > 0\). We can be even more precise, using the fact that \(I \in (H^1)^2\): let us write, for \(n \in \mathbb{Z}^*\),
\[-\mu_n (I, f_n) = \langle I, A^s f_n \rangle = \int_0^L \int_0^L I_1 \partial_x f_{n,1} - I_2 \partial_x f_{n,2} - \langle \delta(x) I I, f_n \rangle \]
\[= |I_1 f_{n,1}|_0^L - |I_2 f_{n,2}|_0^L - \int_0^L \partial_x I_1 f_{n,1} - \partial_x I_2 f_{n,2} - \langle \delta(x) I I, f_n \rangle \]
\[= 2 \left( e^{j \xi L} f_{n,1}(L) - f_{n,1}(0) \right) - \langle A \partial_x I + \delta(x) I I, f_n \rangle \]
\[= 2 \left( e^{j \xi L} f_{n,1}(L) - f_{n,1}(0) \right) - \langle \delta(x) I I, f_n \rangle.\]
Now, as $Λ∂_xI + δ(x)JI \in (L^2)^2$, this gives us an asymptotic expansion for the coefficients of $I$:

$$\langle I, f_n \rangle = \frac{2}{\mu_n} \left( f_{n,1}(0) - e^{L^2}f_{n,1}(L) \right) + \frac{1}{\mu_n} \langle δ(x)JI, f_n \rangle, \quad ∀n ∈ \mathbb{Z}^*. \quad (182)$$

Thanks to the expansion of $f_n$ and $δ(x)$, we know that, for any $n ∈ \mathbb{Z}^*$

$$f_{n,1}(0) - e^{L^2}f_{n,1}(L) = (1 - (-1)^n) + \gamma \left( \frac{3L}{4}(-1^n) + f_{n,1}^{(0)}(0) - f_{n,1}^{(1)}(L) \right) + 𝒪(\gamma^2), \quad (183)$$

which, combined with the fact that

$$\langle δ(x)JI, f_n \rangle = -\frac{3}{4}\gamma\langle JI, f_n \rangle + 𝒪(\gamma^2) = -\frac{3}{4}\gamma(J(1,1), f_n^{(0)}) + 𝒪(\gamma^2) = 𝒪(\gamma^2), \quad (184)$$

leads to

$$-\mu_n\langle I, f_n \rangle = (1 - (-1)^n) + \gamma \left( \frac{3L}{4}(-1^n) + f_{n,1}^{(1)}(0) - f_{n,1}^{(1)}(L) \right) + 𝒪(\gamma^2). \quad (185)$$

Similar calculations as in Subsection 4.1.4 lead to the existence of $\tilde{γ}_0 \in (0,γ_0), m,M > 0$ (where $γ_0$ is defined in Lemma 4.1) such that

$$m ≤ |\mu_n\langle I, f_n \rangle| ≤ M, \quad ∀n ∈ \mathbb{Z}^*, \quad ∀γ ∈ (0,\tilde{γ}_0). \quad (186)$$

From $\|f_n\|_{(L^2)^2} = 1 + 𝒪(\gamma)$ and Remark 4.4, we know that $(f_n)$ is not an orthonormal basis. From now on, we replace $f_n$ by the orthonormal basis $(f_n/\|f_n\|_{(L^2)^2})$ which still satisfies the preceding inequality, and which is still denoted by $(f_n)$ to simplify the notations.

We now study the system with our virtual control $I_\nu$: thanks to the fact that

$$\langle f_0, f_n \rangle = δ_{0,n}, \quad (187)$$

we obtain the following lemma that leads to the controllability of the system with control $I_\nu$.

**Lemma 4.3.** Let $0 < |γ| < \tilde{γ}_0$. Let $ν \neq 0$. There exist $m, M > 0$ such that

$$m ≤ |\langle I_\nu, f_0 \rangle| = |ν| ≤ M, \quad (188)$$

$$m ≤ |\mu_n\langle I_\nu, f_n \rangle| ≤ M, \quad ∀n ∈ \mathbb{Z}^*. \quad (189)$$

And thus, as all the moments are uniformly bounded away from 0, we recover the controllability of the system in $D(\mathcal{A})$ (which is a Sobolev space with certain boundary conditions). This explains the definition of $I_\nu$ given by (55).

**Corollary 4.2.** For $T ∈ [2L, +∞)$, for $γ ∈ (0,γ_0)$, system (57) is $D(\mathcal{H}^s)$ controllable with controls having $D_p(\mathcal{H}^{s-1}(0,2L))$ regularity, where

$$D_p(\mathcal{H}^s(0,2L)) = \{ f := \sum_{n \in \mathbb{Z}} f_n \tilde{p}_n ∈ H^s | \sum_{n \in \mathbb{Z}} (1 + n^{2s})f_n^2 < +∞ \}, \quad (190)$$

$$\{p_n\}_n is the dual basis of \{e^{i\nu(n-2L)}\}_n presented in Theorem 4.1. \quad (191)$$

the control vanishes on $(2L, T)$.

(192)
4.2 Controllability of the target system

This time we directly consider the system with simplified coupling term. As previously, it suffices to investigate the properties of the operator

\[ \tilde{T}_\gamma := \tilde{S}_0 = \Lambda \partial_x + \delta(x)I, \]

\[ D(\tilde{S}_0) := \{(w_1, w_2) \in (H^1)^2 : w_1(0) = -e^{2\mu L}w_2(0), \ w_1(L) = -w_2(L)\}, \]

and the controllability of

\[
\begin{aligned}
\partial_t w + \Lambda \partial_x w + \delta J w &= u_\gamma(t)L_w, \\
w_1(t, 0) &= -e^{2\mu L}w_2(t, 0), \ w_2(t, L) = -w_1(t, L).
\end{aligned}
\]

As in Section 4.1, we define adjoint operators \( \tilde{S}_0^* \), eigenvalues \( \tilde{\mu}_n \), and normalized eigenfunctions \( \{\tilde{f}_n, \tilde{\phi}_n\} \).

**Lemma 4.4.** Let \( \mu \neq 0 \). There exist \( \bar{r}_\mu, c_\mu, C_\mu > 0 \) such that for any \( \gamma \in B_{\bar{r}_\mu} \) and any \( n \in \mathbb{Z} \) we have

\[ |\tilde{\mu}_n - \tilde{\mu}_n^{(0)}| < 1/(4L), \]

\[ \{\tilde{\phi}_n/\|\tilde{\phi}_n\|_{(L^2)^2}\}_n \text{ is a Riesz basis of } (L^2)^2, \]

\[ \{\tilde{f}_n/\|\tilde{f}_n\|_{(L^2)^2}\}_n \text{ is a Riesz basis of } (L^2)^2, \]

\[ \|\tilde{\phi}_n - \tilde{\phi}_n^{(0)}\|_{\infty}, \|\tilde{f}_n - \tilde{f}_n^{(0)}\|_{\infty} \leq C_\mu |\gamma|, \]

\[ \|\tilde{\phi}_n - \tilde{\phi}_n^{(0)} - \gamma \tilde{\phi}_n^{(1)}\|_{\infty} \leq C_\mu |\gamma|^2, \]

\[ \|\tilde{f}_n - \tilde{f}_n^{(0)} - \gamma \tilde{f}_n^{(1)}\|_{\infty} \leq C_\mu |\gamma|^2, \]

\[ \|\tilde{\phi}_n^{(1)}\|_{\infty}, \|\tilde{f}_n^{(1)}\|_{\infty} \leq C_\mu, \]

\[ c_\mu \leq \|\tilde{\phi}_n\|_{(L^2)^2}, \|\tilde{f}_n\|_{(L^2)^2}, \|\tilde{\phi}_n\|_{\infty}, \|\tilde{f}_n\|_{\infty} \leq C_\mu. \]

**Remark 4.5.** Due to the fact that \( \|\tilde{f}_n^{(0)}\|_{\infty} \) and the Riesz basis \( \{\tilde{f}_n, \tilde{\phi}_n\} \) strongly depend on \( \mu \), the norm of \( \tilde{S}_n \) depends on the value of \( \mu \) (see [297] for instance). This is one of the key points which result in the existence of \( c_\mu, C_\mu \) and (especially) \( \bar{r}_\mu \).

Thanks to (86) and Lemma 4.4, for \( \forall n \in \mathbb{Z} \), we have

\[ \tilde{\mu}_n(\tilde{\phi}_n, (1, 1)) = (\tilde{\phi}_n, 1) = (\tilde{\phi}_n, 1)_0(L) - (\tilde{\phi}_n, 1)_0(0) - (\tilde{\phi}_n, 1)(L) + (\tilde{\phi}_n, 1)(0) + \mathcal{O}(\gamma) \]

\[ = (\tilde{\phi}_n, 1)_0(L) - (\tilde{\phi}_n, 1)_0(0) - (\tilde{\phi}_n, 1)(L) + (\tilde{\phi}_n, 1)(0) + \mathcal{O}(\gamma) \]

\[ = 2(-1)^n e^{-\mu L} - 1 - e^{-2\mu L} + \mathcal{O}(\gamma), \]

which yields the controllability of the system with control term \( u_\gamma(t)(1, 1) \).

Moreover, for System [196] with control \( u_\gamma(t)L_w \), similar calculations as [171] lead to

\[ \tilde{\mu}_n(\tilde{\phi}_n, I) = (\tilde{\phi}_n, I) = (\tilde{\phi}_n, I)_0(L) - (\tilde{\phi}_n, I)_0(0) + \mathcal{O}(\gamma) \]

\[ = (\tilde{\phi}_n, I)_0(L) - (\tilde{\phi}_n, I)_0(0) + \mathcal{O}(\gamma) \]

\[ = (\tilde{\phi}_n, I)_0(L) - (\tilde{\phi}_n, I)_0(0) + (\tilde{\phi}_n, I)(L) + (\tilde{\phi}_n, I)(0) + \mathcal{O}(\gamma) \]

\[ = 2(-1)^n e^{-\mu L} - 1 - e^{-2\mu L} + \mathcal{O}(\gamma), \]
where we used the fact that \( I = (1, 1) + O(\gamma) \) and \( \tilde{\phi}_n = \tilde{\phi}_n^{(0)} + O(\gamma) \). Then, thanks to similar calculations on zeroth order of \( \gamma \), we further get

\[
\tilde{\mu}_n\langle \tilde{\phi}_n, f_0 \rangle = \langle \Lambda \partial_x \tilde{\phi}_n + \delta(x)J \tilde{\phi}_n, f_0 \rangle = \langle \Lambda \partial_x \tilde{\phi}_n, f_0 \rangle + O(\gamma)
\]

\[
= \langle \tilde{\phi}_n, f_0 \rangle + O(\gamma)
\]

\[
= \langle \tilde{\phi}_n, f_0 \rangle + O(\gamma)
\]

\[
= (e^{-2\mu L} - 1) + O(\gamma).
\]

Therefore, combining (210) and (214) we get

\[
\tilde{\mu}_n\langle \tilde{\phi}_n, I_\nu \rangle = \tilde{\mu}_n\langle \tilde{\phi}_n, I + \nu f_0 \rangle = 2(1)^n e^{-\mu L} - 1 - e^{-2\mu L} + \nu(e^{-2\mu L} - 1) + O(\gamma).
\]

**Remark 4.6.** Similar estimates hold for \( \tilde{f}_n \).

**Remark 4.7.** One can compare estimate (215) to (163) where we calculated up to order 2, while in (206) only terms of order 1 are needed. That is because the zeroth order term in (163) becomes 0 when \( n \) is even, hence we need to use the first order terms as dominating term in this case. However, as we have seen in (86) the zeroth order of (206) is already away from 0, even for \( n = 0 \), thus we no longer need to estimate the second order.

Hence we get the following lemma:

**Lemma 4.5.** Let \( \mu > 3/L \). Let \( 0 < |\nu| < 1 \). There exists \( \tilde{\gamma}_\mu \) such that for any \( \gamma \in (-\tilde{\gamma}_\mu, \tilde{\gamma}_\mu) \) and for any \( n \in \mathbb{Z} \) we have

(i) \( \{\tilde{\phi}_n\}_n \) (resp. \( \{\tilde{f}_n\}_n \)) is a Riesz basis of \( L^2 \);

(ii) \( |\langle \tilde{f}_n, \tilde{\phi}_n \rangle| \in (1/2, 2) \);

(iii) \( |\tilde{\mu}_n - \tilde{\mu}_n^{(0)}| < 1/(4L) \);

(iv) \( 0 < 1/2 < |\langle \tilde{\phi}_n, I_\nu \rangle|, |\langle \tilde{\phi}_n, \tilde{\phi}_n \rangle| < 3/2 \).

We note here that in this case \( \gamma \) is allowed to be 0. Lemma 4.5 and the classical moment theory lead to the controllability of System (73).

**Theorem 4.3.** Let \( \mu > 3/L, T \geq 2L \). If \( \gamma \in (-\tilde{\gamma}_\mu, \tilde{\gamma}_\mu) \), then system (73) is \( D(\tilde{\mathcal{A}}) \) controllable with \( D_p(\tilde{\mathcal{A}}^{s-1}(0, 2L)) \) controls.

## 5 Construction of candidates for the backstepping transformation

From now on, for ease of notations, let \( \mu > 0 \) be the desired decay rate, and \( \gamma, \nu > 0 \) satisfying conditions indicated in Section 3.2.2 and Section 4 such that the target system has desired stability, and that both the original systems (50) and the target system (73) are controllable. As announced in the introduction, we now drop the index (or exponent) indicating dependency in \( \gamma \) in operators, eigenfunctions, etc. in order to alleviate notations.

In order to stabilize the original system exponentially, we will now follow the backstepping strategy, that is, we will try to find a feedback such that the resulting closed-loop system can be mapped invertibly to our target system (72). We will proceed in several steps. The first step is the following: for a given feedback law \( F \), we solve an infinite-dimensional equivalent of the first equation of (50) to build a transformation \( T \). Using characterizations of Riesz bases in Section 5.2 this allows us to give conditions on \( F \) for \( T \) to be invertible. Then in Section 5.3 we check if there are some feedbacks \( F \) such that
the above construction actually yields a solution to the real backstepping equations, by considering an infinite-dimensional equivalent (equation (243)) of (45). The search for such a feedback adds enough constraints on the feedback law to determine the expression of an exponentially stabilizing feedback law. Additionally, our work on equation (243) will ensure that the transformation really maps trajectories of the closed-loop system (56) (if they exist) to trajectories of the target system (72).

### 5.1 Kernel equations

Suppose there exists a solution $Z$ to (56), and a solution $z$ to (72). We are looking for an invertible transformation that maps $Z$ to $z$, under the form of a Fredholm transformation:

$$
\begin{pmatrix}
  z_1(t, x) \\
  z_2(t, x)
\end{pmatrix}
= T(Z(t, \cdot))(x) := \int_0^L K(x, y) \begin{pmatrix}
  Z_1(t, y) \\
  Z_2(t, y)
\end{pmatrix} dy
$$

where $K(x, y)$ is a $2 \times 2$ matrix. Following Section 2.2, we would like the kernel to satisfy the following equation, which is analogous to the first equation of (50):

$$
\Lambda \partial_x K + \partial_y K \Lambda + \delta(x)JK - K \delta(y)J = -\exp \left( \int_0^x \delta(y)dy \right) \begin{pmatrix}
  F_1 \\
  F_2
\end{pmatrix}
$$

where $F_1, F_2$ are the coefficients of the feedback, together with the following boundary conditions:

$$
\begin{align*}
  k_{11}(0, y) &= -e^{-2\mu L} k_{21}(0, y), \\
  k_{12}(0, y) &= -e^{-2\mu L} k_{22}(0, y), \\
  k_{11}(L, y) &= -k_{21}(L, y), \\
  k_{12}(L, y) &= -k_{22}(L, y),
\end{align*}
$$

and

$$
\begin{align*}
  k_{11}(x, L) &= -k_{12}(x, L), \\
  k_{21}(x, L) &= -k_{22}(x, L), \\
  k_{11}(x, 0) &= -e^{2\mu L} k_{12}(x, 0), \\
  k_{21}(x, 0) &= -e^{2\mu L} k_{22}(x, 0).
\end{align*}
$$

To study solutions to (217), (218), and (219), let us derive equations for the family of functions

$$
g_n := (Tf_n)_{n \in \mathbb{Z}}.
$$

This allows us to express (217) as functions of $(g_n)$. Indeed, integrating against the $f_n$ and using the boundary conditions (218) and (219) we get that, for any $n \in \mathbb{Z}$,

$$
- \int_0^L \exp \left( \int_0^x \delta(y)dy \right) \begin{pmatrix}
  F_1 \\
  F_2
\end{pmatrix}
\begin{pmatrix}
  f_n(y) \\
  f_n(y)
\end{pmatrix} dy = \int_0^L \left( \partial_x K(x, y)f_n(y) + \partial_y K(x, y)Af_n(y) + \delta(x)JK(x, y)f_n(y) - K(x, y)\delta(y)Jf_n(y) \right) dy
$$

$$
= \Lambda \partial_x g_n + \delta(x)Jg_n - T\Lambda f_n
$$

$$
= \Lambda \partial_x g_n - \mu_n g + \delta(x)Jg_n,
$$

hence the following equations for $(g_n)$:

$$
\begin{align*}
  \Lambda \partial_x g_n - \mu_n g_n + \delta(x)Jg_n &= -\langle f_n, F \rangle I, \\
  g_{n, 1}(0) + e^{-2\mu L} g_{n, 2}(0) &= 0, \\
  g_{n, 1}(L) + g_{n, 2}(L) &= 0.
\end{align*}
$$

Now, we study solutions to (220) for any given $F$.  
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By property of biorthogonal families, we have the following decomposition:
\[ g_n = \sum_{p \in \mathbb{Z}} \langle g_n, \tilde{\phi}_p \rangle \tilde{f}_p \text{ in } L^2, \quad \forall n \in \mathbb{Z}. \] (221)

Taking the scalar product of equation (220) with the \( \tilde{\phi}_p \), we get
\[ \langle \tilde{A}g_n, \tilde{\phi}_p \rangle - \mu_n \langle g_n, \tilde{\phi}_p \rangle = -\langle f_n, F \rangle \langle I_\nu, \tilde{\phi}_p \rangle, \quad \forall n \in \mathbb{Z}, \forall p \in \mathbb{Z}. \] (222)

Using the adjoint of \( \tilde{A} \) the equation (222) becomes
\[ \langle g_n, \tilde{A}^* \tilde{\phi}_p \rangle - \mu_n \langle g_n, \tilde{\phi}_p \rangle = -\langle f_n, F \rangle \langle I_\nu, \tilde{\phi}_p \rangle, \quad \forall n \in \mathbb{Z}, \forall p \in \mathbb{Z}, \]
hence finally
\[ \langle g_n, \tilde{\phi}_p \rangle = -\frac{\langle f_n, F \rangle \langle I_\nu, \tilde{\phi}_p \rangle}{\mu_p - \mu_n}, \quad \forall n \in \mathbb{Z}, \forall p \in \mathbb{Z}. \] (223)

5.2 Riesz basis property

Now we study the invertibility of this operator \( T \) thus defined. The first obvious observation from (223) is that \( T \) is injective if and only if
\[ \langle f_n, F \rangle \neq 0, \quad \forall n \in \mathbb{Z}. \] (224)

Next, considering the formula (223), we turn to the family of functions given by
\[ k_n := \sum_{p \in \mathbb{Z}} \frac{1}{\mu_p - \mu_n} \tilde{f}_p, \quad \forall n \in \mathbb{Z}. \] (225)

Then we have the following property for the \( (k_n) \):

**Lemma 5.1.** \( (k_n) \) is a Riesz basis of \( L^2(0, L)^2 \).

**Proof.** First, let us perform the computations of (223) with the \( (f_n) \):
\[ \langle A f_n, \tilde{\phi}_p \rangle - \mu_n \langle f_n, \tilde{\phi}_p \rangle = 0, \quad \forall n \in \mathbb{Z}. \] (226)

This time, due to the dissipative boundary conditions in 0 for the \( \tilde{\phi}_p \), boundary terms appear in the integration by parts (which amounts to taking the adjoint \( \tilde{A}^* \)):
\[ \mu_n \langle f_n, \tilde{\phi}_p \rangle = \langle A f_n, \tilde{\phi}_p \rangle = \langle f_n, \tilde{A}^* \tilde{\phi}_p \rangle = f_n, \tilde{A}^* \tilde{\phi}_p + f_n, \tilde{\phi}_p, \tilde{\phi}_p, 2(0) - f_{n,2}(0)\phi_{p,2}(0) - f_{n,1}(0)\phi_{p,1}(0) \]
\[ = \mu_p \langle f_n, \tilde{\phi}_p \rangle - f_{n,1}(0)\phi_{p,1}(0) \left( 1 - e^{-2\mu_L} \right), \]
where the last equality is obtained using boundary conditions given by (34) and (72). From this we get the following decomposition for \( f_n \):
\[ f_n = \sum_{p \in \mathbb{Z}} f_{n,1}(0)\phi_{p,1}(0) \left( 1 - e^{-2\mu_L} \right) \tilde{A}^* \tilde{f}_p = \tilde{f}_p = f_{n,1}(0)\tilde{A} k_n, \quad \forall n \in \mathbb{Z}. \] (227)

where \( \tilde{A} \) is the operator defined by
\[ \tilde{A} \tilde{f}_p := \tilde{\phi}_{p,1}(0)(1 - e^{-2\mu_L}) \tilde{f}_p, \quad \forall p \in \mathbb{Z}, \] (228)
which also explains the definition of \( k_n \) in (225).

Let us now give a crucial lemma.
Lemma 5.2. There exists $\gamma^* > 0$ such that, for any $\gamma \in (0, \gamma^*)$, there exist $m, M > 0$ such that

\begin{equation}
\begin{split}
m &\leq \left| \tilde{\phi}_{p,1}(0) \right| \leq M, \quad \forall p \in \mathbb{Z}, \\
m &\leq \left| f_{p,1}(0) \right| \leq M, \quad \forall p \in \mathbb{Z}.
\end{split}
\end{equation}

Proof. When $\gamma = 0$, $f_{p,1}(0) = 1$. Referring to asymptotic estimates given in Section 4, more precisely (177) and estimate (400), there exists $\gamma^* > 0$ such that this remains true for any $\gamma \in (0, \gamma^*)$. Similarly, one can show looking at (72)–(74) that $\tilde{\phi}_{p,1}(0) \neq 0$ and is uniformly away from 0 (independent of $p$), thus, using estimate (198), the result holds. \(\square\)

We can assume that we have chosen $\gamma < \gamma^*$ without losing the controllability of (56) and (73). Then it is clear thanks to Lemma 5.2 that $\tilde{\tau}_A$ is an isomorphism of $(L^2)^2$. Moreover, thanks to the same lemma and the definition of a Riesz basis, the family of functions defined by

\[
\left( \frac{f_n}{f_{n,1}(0)} \right)
\]

forms a Riesz basis of $(L^2)^2$, so that the family

\[
(k_n) = \left( \tilde{\tau}_A^{-1} \frac{f_n}{f_{n,1}(0)} \right)
\]

also forms a Riesz basis of $(L^2)^2$. \(\square\)

We now recall a result about Riesz bases (see for instance [15, Chapter 4])

**Proposition 5.1.** A family of vector $(f_k)_{k \in \mathbb{Z}}$ of a Hilbert space $H$ is a Riesz basis if and only if it is complete and there exists positive constants $c$ and $C$ such that, for any scalar sequence $(a_k)$ with finite support,

\[
c \sum |a_k|^2 \leq \| \sum a_k f_k \|^2_H \leq C \sum |a_k|^2.
\]

(230)

We can now prove the following Riesz basis property for the $(g_n)$:

**Proposition 5.2.** The family

\[
\left( \frac{1}{(f_n, F)} g_n \right)_{n \in \mathbb{Z}}
\]

is a Riesz basis of $D(\tilde{\tau}_A)$.

Proof. We first prove that the above family is a Riesz sequence: let $I$ be a finite subset of $\mathbb{Z}$, and $(a_n) \in \mathbb{C}^I$. Then

\[
\left\| \sum_{n \in I} \frac{a_n}{(f_n, F)} g_n \right\|_{D(\tilde{\tau}_A)}^2 = \left\| \sum_{n \in I} \frac{a_n}{(f_n, F)} \sum_{p \in \mathbb{Z}} \frac{\langle f_n, F \rangle \langle \tilde{I}_p, \phi_p \rangle}{\bar{\mu}_p - \mu_n} \tilde{f}_p \right\|_{D(\tilde{\tau}_A)}^2
\]

\[
= \left\| \sum_{p \in \mathbb{Z}} \langle \tilde{I}_p, \phi_p \rangle \left( \sum_{n \in I} \frac{a_n}{\bar{\mu}_p - \mu_n} \right) \tilde{f}_p \right\|_{D(\tilde{\tau}_A)}^2
\]

\[
= \left\| \sum_{p \in \mathbb{Z}} \langle \tilde{I}_p, \phi_p \rangle \left( \sum_{n \in I} \frac{a_n}{\bar{\mu}_p - \mu_n} \right) \tilde{f}_p \right\|^2
\]

\[
+ \left\| \sum_{p \in \mathbb{Z}} \langle \tilde{I}_p, \phi_p \rangle \left( \sum_{n \in I} \frac{a_n}{\bar{\mu}_p - \mu_n} \right) \bar{\mu}_p \tilde{f}_p \right\|^2,
\]

(231)
as \((\tilde{f}_p)\) is a Riesz basis for \((L^2)^2\), and from Proposition 6.1 there exist \(C_1, C_2 > 0\) such that

\[
C_1 \sum_{p \in \mathbb{Z}} (1 + |\mu_p|^2) \left| \left\langle \mathcal{I}_{\nu}, \tilde{\phi}_p \right\rangle \right|^2 \sum_{n \in I} \frac{a_n}{\mu_p - \mu_n} \leq C_2 \sum_{p \in \mathbb{Z}} (1 + |\mu_p|^2) \left| \left\langle \mathcal{I}_{\nu}, \tilde{\phi}_p \right\rangle \right|^2 \sum_{n \in I} \frac{a_n}{|\mu_p - \mu_n|^2}.
\]

Now, similar estimates to the ones used to obtain (186) (though even simpler in this case, as only the first order of \(\gamma\) is required), also thanks to the controllability of our system, lead to the existence of constants \(m, M > 0\) such that

\[
m \leq (1 + |\mu_p|^2) \left| \left\langle \mathcal{I}_{\nu}, \tilde{\phi}_p \right\rangle \right|^2 \leq M.
\]

Moreover,

\[
\sum_{p \in \mathbb{Z}} \left| \sum_{n \in I} \frac{a_n}{\mu_p - \mu_n} \right|^2 = \left\| \sum_{n \in I} a_n k_n \right\|^2,
\]

so that, from Proposition 6.1 and as \((k_n)\) is a Riesz basis, there exist constants \(C_1, C_2 > 0\) such that

\[
C_1 \sum_{n \in I} |a_n|^2 \leq \left\| \sum_{n \in I} \frac{a_n}{\mu_p - \mu_n} \right\|^2 \leq C_2 \sum_{n \in I} |a_n|^2,
\]

and we get, putting (232) and (235) together, and for some constants \(C_1, C_2 > 0\),

\[
C_1 \sum_{n \in I} |a_n|^2 \leq \left\| \sum_{n \in I} a_n \frac{g_n}{\langle f_n, F \rangle} \right\|_{D(\tilde{A})}^2 \leq C_2 \sum_{n \in I} |a_n|^2.
\]

Now let us prove that the above family is complete. Let \(\alpha \in D(\tilde{A})\) be such that

\[
\left\langle \alpha, \frac{g_n}{\langle f_n, F \rangle} \right\rangle_{D(\tilde{A})} = 0, \quad \forall n \in \mathbb{Z}.
\]

Then (237) and the definition of \((k_n)\) given by (225) imply that

\[
0 = \sum_{p \in \mathbb{Z}} (1 + |\mu_p|^2) \langle \alpha, \tilde{f}_p \rangle \left\langle \mathcal{I}_{\nu}, \tilde{\phi}_p \right\rangle \frac{\mu_p - \mu_n}{\mu_p - \mu_n}
\]

\[
= \sum_{p \in \mathbb{Z}} (1 + |\mu_p|^2) \langle \alpha, \tilde{f}_p \rangle \left\langle \mathcal{I}_{\nu}, \tilde{\phi}_p \right\rangle \tilde{\phi}_p, k_n, \quad \forall n \in \mathbb{Z}.
\]

This implies, thanks to the completeness of the Riesz basis \((k_n)\), that

\[
\sum_{p \in \mathbb{Z}} (1 + |\mu_p|^2) \langle \alpha, \tilde{f}_p \rangle \left\langle \mathcal{I}_{\nu}, \tilde{\phi}_p \right\rangle \tilde{\phi}_p = 0.
\]

Hence, thanks to the controllability of the system,

\[
\alpha = 0.
\]

This proves the completeness of the family, and, together with (236), the proposition.
Corollary 5.1. If there exist constants \( c, C > 0 \) such that
\[
|n| \leq n |n| \leq C(1 + |n|), \quad \forall n \in \mathbb{Z},
\]
then the expression, for \( \alpha \in D(A) \),
\[
T\alpha := \sum_{n \in \mathbb{Z}} \langle \alpha, f_n \rangle g_n = -\sum_{n \in \mathbb{Z}} \langle \alpha, f_n \rangle \langle f_n, F \rangle \sum_{p \in \mathbb{Z}} \frac{\langle I_v, \tilde{\phi}_p \rangle}{\mu_p - \mu_n} \tilde{f}_p
\]
defines an isomorphism of \( D(A) \to D(\tilde{A}) \). Moreover, if \( F \) is real-valued, then it maps real-valued functions to real-valued functions.

Proof. The first part of the corollary follows immediately from the Riesz basis property of Proposition 5.2. To see that \( T \) maps real-valued functions to real-valued functions, notice first that \( I_v \) is real-valued, as \( I \) and \( f_0 \) are real valued (see Proposition 3.1). Then, if \( \alpha \in D(A) \) is real-valued, using Corollary 3.1 Propositions 3.1 and 3.2 we have
\[
T\alpha = -\sum_{n \in \mathbb{Z}} \langle \alpha, f_{-n} \rangle \langle f_{-n}, F \rangle \sum_{p \in \mathbb{Z}} \frac{\langle I_v, \tilde{\phi}_{-p} \rangle}{\mu_p - \mu_{-n}} \tilde{f}_{-p} = T\alpha.
\]

\[ \square \]

5.3 Finding a suitable candidate: the operator equality

Now, for any \( F \in \mathcal{E}' \) satisfying \((240)\), we have used the heuristic kernel equation \((217), (218), (219)\) to build an isomorphism. The next step is to find a feedback law \( F \) such that the corresponding isomorphism \( T \) is indeed a backstepping transformation, which really maps the solutions of \((56)\) to solutions of \((72)\). This translates into the following operator equality, which is the infinite-dimensional equivalent of \( F \)-equivalence, i.e. \((45)\):
\[
T(-A + I_v F) = -\tilde{A}T
\]
on the domain
\[
D_F = \left\{ \alpha \in D(A), \quad -A\alpha + \langle \alpha, F \rangle I_v \in D(A) \right\}.
\]

Let \( F \in \mathcal{E}' \), satisfying \((240)\). To prove \((243)\), it suffices to prove
\[
\langle T(-A\alpha + \langle \alpha, F \rangle I_v), \tilde{\phi}_m \rangle = \langle -\tilde{A}T\alpha, \tilde{\phi}_m \rangle, \quad \forall \alpha \in D_F, \quad \forall m \in \mathbb{Z}.
\]

Let \( m \in \mathbb{Z} \), we consider the left-hand side of \((245)\), which can be rewritten as
\[
\langle -A\alpha + \langle \alpha, F \rangle I_v, T^* \tilde{\phi}_m \rangle_{D(A) \times D(A)}.
\]

Now, to evaluate the linear form \( T^* \tilde{\phi}_m \) on the function \( A\alpha + \langle \alpha, F \rangle I_v \), we approximate the function by its truncated expansion in the basis \((f_n)_{n \in \mathbb{Z}}^N\):
\[
\langle T(-A\alpha^{(N)} + \langle \alpha, F \rangle I_v^{(N)}), \tilde{\phi}_m \rangle = \langle -A\alpha^{(N)} + \langle \alpha, F \rangle I_v^{(N)}, T^* \tilde{\phi}_m \rangle_{D(A) \times D(A)} \xrightarrow{N \to \infty} \langle -A\alpha + \langle \alpha, F \rangle I_v, T^* \tilde{\phi}_m \rangle_{D(A) \times D(A)}.
\]

where, for \( N > 0 \),
\[
\alpha^{(N)} := \sum_{n=-N}^{N} \langle \alpha, f_n \rangle f_n,
\]
\[
I_v^{(N)} := \sum_{n=-N}^{N} \langle I_v, f_n \rangle f_n.
\]
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We can then make the following computations for $\alpha \in D_F$ and $N > 0$, using (220) and (241):

\[
T(-A^{(N)} + \langle \alpha, F \rangle I_{\nu}^{(N)}) = \langle \alpha, F \rangle TT_{\nu}^{(N)} + \sum_{n=-N}^{N} -\mu_n \langle \alpha, f_n \rangle g_n
\]

\[
= \langle \alpha, F \rangle TT_{\nu}^{(N)} + \sum_{n=-N}^{N} \langle \alpha, f_n \rangle (-\bar{A}g_n - \langle f_n, F \rangle I_{\nu})
\]

\[
= -\bar{A}T^{(N)} - \langle \alpha^{(N)}, F \rangle I_{\nu} + \langle \alpha, F \rangle TT_{\nu}^{(N)}.
\]

(249)

Now, as

\[
\langle \bar{A}T^{(N)}, \tilde{\phi}_m \rangle \xrightarrow{N \to \infty} \langle \bar{A}T, \tilde{\phi}_m \rangle, \quad \forall m \in \mathbb{Z}, \quad \forall \alpha \in D_F,
\]

to get (245) (that is, $F$-equivalence) from (249), it suffices to have

\[
\langle \alpha^{(N)}, F \rangle \xrightarrow{N \to \infty} \langle \alpha, F \rangle, \quad \forall \alpha \in D_F,
\]

(250)

\[
\langle TT_{\nu}^{(N)}, \tilde{\phi}_m \rangle \xrightarrow{N \to \infty} \langle I_{\nu}, \tilde{\phi}_m \rangle, \quad \forall m \in \mathbb{Z}.
\]

(251)

**Remark 5.1.** The second limit corresponds to a weak version of the $TB = B$ equation in (50). In itself, it is only consistent that a condition of this type should appear, as we have started our construction in Section 5.2 by considering the infinite-dimensional analog of the first equation of (50). But this is a modified backstepping equation, obtained by adding the $TB = B$ condition to the equation (45) to make the backstepping problem linear and well-posed. Accordingly, the nonlinearity in (45) translates as a nonlocal term in the infinite-dimensional analog, whereas the kernel equation (217) we get considering the modified equation in (50) is a simple linear PDE. One can also consider that the nonlocal term is simplified by applying a formal $TB = B$ condition:

\[
\int_0^L K(x, y) I_{\nu}(y) dy = I_{\nu}(x), \quad \forall x \in (0, L).
\]

However the equation above is actually purely formal, and the “right way” to formulate it is the weak form in (251), which is not surprising, as, according to Corollary 5.1, $TT_{\nu}$ is not defined and thus (252) has no real mathematical meaning. This is already the case for transport equations (76, 77).

6 Backstepping transformation and feedback law

To find an actual backstepping transformation, we want to construct a feedback $F$ that satisfies (251). We will first study the second limit of (251), which will determine the value of $F$. Then we will check that $F$ thus defined satisfies the first limit of (251), so that the corresponding isomorphism $T$ is indeed a backstepping transformation.

6.1 Construction of the feedback law

Keeping the notations of (248), first note that

\[
TT_{\nu}^{(N)} = \sum_{n=-N}^{N} \langle I_{\nu}, f_n \rangle g_n
\]

\[
= -\sum_{n=-N}^{N} \langle I_{\nu}, f_n \rangle \langle f_n, F \rangle \sum_{p \in \mathbb{Z}} \frac{\langle I_{\nu}, \tilde{\phi}_p \rangle}{\bar{\mu}_p - \mu_n} \bar{f}_p
\]

\[
= -\sum_{p \in \mathbb{Z}} \langle I_{\nu}, \tilde{\phi}_p \rangle \left( \sum_{n=-N}^{N} \frac{\langle I_{\nu}, f_n \rangle (f_n, F)}{\bar{\mu}_p - \mu_n} \right) \bar{f}_p.
\]

(253)
Hence, for \( m \in \mathbb{Z} \), using (228), and recalling that \( (\bar{f}_m, \bar{\phi}_m) = 0 \), for any \( p \neq m \) from the definition of a biorthogonal family,

\[
\langle TT^{(N)}_\nu, \bar{\phi}_m \rangle = -\left\langle \sum_{p \in \mathbb{Z}} (I_\nu, \bar{\phi}_p) \left( \sum_{n=-N}^{N} \frac{\langle I_\nu, f_n \rangle \langle f_n, F \rangle}{\mu_p - \mu_n} \right) \bar{f}_p, \bar{\phi}_m \right\rangle
\]

\[
= -\langle I_\nu, \bar{\phi}_m \rangle \left\langle \sum_{p \in \mathbb{Z}} \left( \sum_{n=-N}^{N} \frac{\langle I_\nu, f_n \rangle \langle f_n, F \rangle}{\mu_p - \mu_n} \right) \bar{f}_p, \bar{\phi}_m \right\rangle
\]

\[
= -\langle I_\nu, \bar{\phi}_m \rangle \left\langle \sum_{n=-N}^{N} \langle I_\nu, f_n \rangle \langle f_n, F \rangle \sum_{p \in \mathbb{Z}} \frac{1}{\mu_p - \mu_n} \bar{f}_p, \bar{\phi}_m \right\rangle
\]

\[
= -\langle I_\nu, \bar{\phi}_m \rangle \left\langle \frac{1}{\phi_{m,1}(0)(1 - e^{-2\mu L})} \sum_{n=-N}^{N} \langle I_\nu, f_n \rangle \langle f_n, F \rangle \bar{\phi}_m \right\rangle
\]

(254)

Moreover, by definition (228) of \( \bar{\tau}_A \), \( (\bar{f}_n), (\bar{\phi}_n) \), we have:

\[
(\bar{\tau}_A^{-1})^* \bar{\phi}_m = \frac{1}{\phi_{m,1}(0)(1 - e^{-2\mu L})} \bar{\phi}_m.
\]

Hence

\[
\langle TT^{(N)}_\nu, \bar{\phi}_m \rangle = -\frac{\langle I_\nu, \bar{\phi}_m \rangle}{\phi_{m,1}(0)(1 - e^{-2\mu L})} \left\langle \sum_{n=-N}^{N} \langle I_\nu, f_n \rangle \langle f_n, F \rangle \frac{f_n}{f_{n,1}(0)}, \bar{\phi}_m \right\rangle
\]

\[
= -\frac{\langle I_\nu, \bar{\phi}_m \rangle}{\phi_{m,1}(0)(1 - e^{-2\mu L})} \sum_{n=-N}^{N} \langle I_\nu, f_n \rangle \langle f_n, F \rangle \left( \frac{f_n}{f_{n,1}(0)} \right) \bar{\phi}_m.
\]

(256)

Now let us set

\[
\langle f_n, F \rangle := -2 \tanh(\mu L) \left( \frac{f_{n,1}(0)}{\langle I_\nu, f_n \rangle} \right)^2, \quad \forall n \in \mathbb{Z},
\]

(257)

so that

\[
\langle TT^{(N)}_\nu, \bar{\phi}_m \rangle = \frac{2 \langle I_\nu, \bar{\phi}_m \rangle}{\phi_{m,1}(0)(1 + e^{-2\mu L})} \sum_{n=-N}^{N} f_{n,1}(0) \langle f_n, \bar{\phi}_m \rangle.
\]

(258)

The sum in (258) is analogous to the Dirichlet sum which appears in (70) and that we recall here: for \( f \in C^1_{pw}([0, L]) \), then

\[
\sum_{n=-N}^{N} \langle f, e_n \rangle \xrightarrow{N \to +\infty} \frac{f(0) + f(L)}{2}
\]

(259)

where \((e_n)_{n \in \mathbb{Z}} = (e^{\frac{2\pi in}{L}})_{n \in \mathbb{Z}}\). Note that this can be extended to functions \( f \in (C^1)^2 \) such that \( f_1(0) = -f_2(0) \) and \( f_1(L) = -f_2(L) \) and the basis \( (E_n)_{n \in \mathbb{Z}} = \left( (e^{\frac{2\pi in}{L}}, -e^{\frac{2\pi in}{L}}) \right)_{n \in \mathbb{Z}} \). Indeed, using the gluing defined below in (416), from each of these functions one can define \( f \in C^1_{pw}([0, 2L]) \) and \((E_n)_{n \in \mathbb{Z}} = (e^{\frac{2\pi in}{L}})_{n \in \mathbb{Z}}\), thus

\[
\sum_{n=-N}^{N} \langle f, E_n \rangle \xrightarrow{N \to +\infty} \frac{f(0) + f(2L)}{2} = \frac{f_1(0) - f_2(0)}{2}.
\]

(260)

As it turns out, the sum in (258) has the same remarkable property of converging towards the mean of the left and right values of \( \bar{\phi}_m \). This comes from a powerful equiconvergence theorem proved in [48] for a Schrödinger operator (see [49] for its generalization on operators of order \( n \geq 2 \)).
Theorem 6.1. Let \((u_p) \in L^2(0, L)^Z\) be a complete orthonormal system of eigenfunctions associated to the eigenvalues \(\lambda_p\) of the Schrödinger operator \(-\partial_{xx} + q\), where \(q\) is a locally integrable function. Let us denote for any \(f \in L^2(0, L)\), \(\mu > 0\), and \(x \in (0, L)\),

\[
\sigma_\mu(f, x) = \sum_{|\text{Re}(\sqrt{\lambda_p})| < \mu} \langle f, u_p \rangle u_p(x).
\]

Similarly, let \((\hat{u}_p) \in L^2(0, L)^Z\) be a complete orthonormal system of eigenfunctions associated to the eigenvalues \(\hat{\lambda}_p\) of the Schrödinger operator \(-\partial_{xx} + \hat{q}\), where \(\hat{q}\) is a locally integrable function and denote

\[
\hat{\sigma}_\mu(f, x) = \sum_{|\text{Re}(\sqrt{\hat{\lambda}_p})| < \mu} \langle f, \hat{u}_p \rangle \hat{u}_p(x).
\]

Then, given any compact interval \(K \subset (0, L)\), for any \(f \in L^2(0, L)\), the following holds

\[
\lim_{\mu \to +\infty} \sup_{x \in K} |\sigma_\mu(f, x) - \hat{\sigma}_\mu(f, x)| = 0.
\]

The proof of this theorem can be adapted to our operator, leading to the following proposition.

Proposition 6.1. Let us denote

\[
\sigma_\mu(f, x) = \sum_{|\text{Im}(\mu_p)| < \mu} \langle f, f_p \rangle f_p(x)
\]

and

\[
p_\mu(f, x) = \sum_{|\text{Im}(\mu_p(0))| < \mu} \langle f, E_p \rangle E_p(x)
\]

where \((E_p)_{p \in Z} = \left(\left(e^{i\pi px/L}, -e^{-i\pi px/L}\right)\right)_{p \in Z}\). One has for any compact \(K \subset [0, L]\)

\[
\lim_{\mu \to +\infty} \sup_{x \in K} |\sigma_\mu(f, x) - p_\mu(f, x)| = 0.
\]

A way to adapt the proof of [48, Theorem 2] in order to get Proposition 6.1 is given in Appendix D.

Now let us recall that for \(m \in Z\), \(\tilde{\phi}_m\) is the solution of a linear ODE given by the operator \(\tilde{A}\). Thus \(\tilde{\phi}_m \in C^1_{pw}(0, 2L)\) (recall the definition of \(f\) given in (416)) and, applying Proposition 6.1 and the Dirichlet convergence theorem given by (260), we get:

\[
\sum_{n=-N}^N f_n(0) \langle f_n, \tilde{\phi}_m \rangle \xrightarrow{N \to \infty} \frac{\tilde{\phi}_{m,1}(0) - \tilde{\phi}_{m,2}(0)}{2}
\]

Now, using the boundary conditions (76) for \(\tilde{\phi}_m\), we have

\[
\frac{\tilde{\phi}_{m,1}(0) - \tilde{\phi}_{m,2}(0)}{2} = \frac{\tilde{\phi}_{m,1}(0)(1 + e^{-2\mu L})}{2}
\]

so that finally, if \(F\) is defined by (257), we get from (258):

\[
\langle TT^{(N)}_\nu, \tilde{\phi}_m \rangle \xrightarrow{N \to \infty} \langle I_\nu, \tilde{\phi}_m \rangle, \quad \forall m \in Z,
\]

which is the second limit of (251).
6.2 Regularity of the feedback law

Let us now study the regularity of the feedback law defined by (257). First note that, thanks to (180) that was deduced from the moments condition that gave us the controllability of the system, and thanks to Lemma 5.2,

\[
c(1 + |\mu_n|) \leq |\langle f_n, F \rangle| \leq C(1 + |\mu_n|), \quad n \in \mathbb{Z},
\]

(270)

for some constants \(c, C > 0\), which is exactly to (240) for some other constants, thanks to (62). Then we have the following regularity result, analogous to [76, Lemma 2.1]:

**Lemma 6.1.** \(F \in \mathcal{E}'\) defined by (257) defines a linear form on \(D(A^2)\) which is continuous for \(\|\cdot\|_{D(A^2)}\) but not for \(\|\cdot\|_{D(A)}\).

**Corollary 6.1.** If \(F\) is defined by (257), then the domain \(D_F\) given by (244) defines a dense domain of \(D(A)\).

**Proof.** It is clear from (244) that:

\[
K_F := \{ \alpha \in D(A^2), \quad \langle \alpha, F \rangle = 0 \} \subset D_F.
\]

(271)

Now, \(K_F\) is the kernel of a non-continuous linear form, so it is dense in \(D(A^2)\) for \(\|\cdot\|_{D(A^2)}\), which in turn dense in \(D(A)\) for \(\|\cdot\|_{D(A)}\), hence the density of \(D_F\) in \(D(A)\).

Now, to obtain the second limit of (251), we need a more precise knowledge of the regularity of \(F\).

Recall that (182) had given more information on the growth of the coefficients of \(I_\nu\). Now, taking the inverse, and using (180) we get the following property for the coefficients of the feedback law \(F\):

\[
\left( \frac{1}{\mu_n} \left( \langle f_n, F \rangle + \frac{\tanh(\mu L)}{\tau_n} f_{n,1}(0) \mu_n \right) \right) \in \ell^2(\mathbb{Z}),
\]

(272)

where

\[
\tau_n := \left( e^{\int_0^L \delta f_n} - 1 \right), \quad \forall n \in \mathbb{Z}.
\]

(273)

Note that we have, thanks to Lemma 5.2 and (186),

\[
c \leq \tau_n^2 \leq C, \quad \forall n \in \mathbb{Z},
\]

(274)

for some constants \(c, C > 0\), so that the operator defined by

\[
\tau^2 \alpha := \sum_{n \in \mathbb{Z}} \tau_n^2 \langle \alpha, f_n \rangle f_n, \quad \forall \alpha \in (L^2)^2
\]

(275)

is an isomorphism of \(D(A^s), \forall s \geq 0\).

**Remark 6.1.** Because it is a diagonal operator on \((f_n)\), \(\tau^2\) commutes with \(A\).

We recall now the definition of the spaces \(X^s\) for \(s \geq 0\)

\[
X^s := \{ f \in (L^2(0))^2, \quad (\tau^2)^{-1}(A\partial_x f + \delta(x)J f) \in (H^{s-1})^2 \}.
\]

(276)

Let us then note:

\[
h_n := -\frac{\tanh(\mu L)}{\tau_n} f_{n,1}(0) \mu_n, \quad n \in \mathbb{Z},
\]

(277)

and \(h \in \mathcal{E}'\) the linear form defined by:

\[
\langle f_n, h \rangle = h_n, \quad \forall n \in \mathbb{Z}.
\]

(278)

Then we have the following proposition.
Proposition 6.2. The linear form $h$ defines the following linear form on $X^2 \cap D(A)$, continuous for $\| \cdot \|_{X^2}$:

$$\langle \alpha, h \rangle = - \tanh(\mu L) \frac{(A(\tau^T)^{-1} \alpha)_1(0) - (A(\tau^T)^{-1} \alpha)_2(0)}{2}.$$

Moreover, $F := F - h$ is continuous for $\| \cdot \|_{D(A)}$, so that $F$ is actually defined on $X^2 \cap D(A)$, and is continuous for $\| \cdot \|_{X^2}$, but not for $\| \cdot \|_{D(A)}$.

Remark 6.2. With these notations, $h$ is the “singular part” of $F$, i.e. the part that limits the regularity of $F$, the rest $F - h$ being continuous for $\| \cdot \|_{D(A)}$. In the following we will therefore study specifically this singular part.

Proof of Proposition 6.2. The continuity of $F$ on $D(A)$ follows directly from (272). On the other hand, let $\alpha \in X^3 \cap D(A)$. Then $A(\tau^T)^{-1} \alpha \in (H^2)^2$, and thus satisfies the conditions of the Dirichlet convergence theorem, so that, using again Proposition 6.1, we get:

$$\langle \alpha, F \rangle = - \sum_{n \in \mathbb{Z}} (\alpha, f_n) \frac{\tanh(\mu L)}{\tau_n^L} f_{n,1}(0) \mu_n$$

$$= - \tanh(\mu L) \lim_{N \to \infty} p_N (A(\tau^T)^{-1} \alpha, 0)$$

$$= - \tanh(\mu L) \frac{(A(\tau^T)^{-1} \alpha)_1(0) - (A(\tau^T)^{-1} \alpha)_2(0)}{2}.$$

It is clear from this last expression that $h$ is continuous for $\| \cdot \|_{X^2}$, by the continuous injection of $(H^1)^2 \to (L^\infty)^2$. Now let us show that $X^3 \cap D(A)$ is dense in $X^2 \cap D(A)$ for the $X^2$ norm. Let $\alpha \in X^2 \cap D(A)$, and $\varepsilon > 0$. Then, by density of $(H^2)^2$ in $(H^1)^2$ there exists $a_\varepsilon \in (H^2)^2$ such that

$$\|a_\varepsilon - A(\tau^T)^{-1} \alpha\|_{(H^1)^2} \leq \varepsilon.$$

Now,

$$\langle A(\tau^T)^{-1} \alpha, f_0 \rangle = 0$$

so that

$$|\langle a_\varepsilon, f_0 \rangle| \leq \varepsilon,$$

and, setting

$$\tilde{a}_\varepsilon := a_\varepsilon - \langle a_\varepsilon, f_0 \rangle f_0,$$

we get, thanks to (283) and the smoothness of $f_0$ as the solution of a linear ordinary differential equation ($\delta$ is smooth), that

$$\tilde{a}_\varepsilon \in (H^2)^2,$$

$$\|\tilde{a}_\varepsilon - A(\tau^T)^{-1} \alpha\|_{(H^1)^2} \leq C \varepsilon,$$

where the constant $C > 0$ only depends on $\|f_0\|_{(H^1)^2}$. Let us now set:

$$\alpha_\varepsilon := \langle \alpha, f_0 \rangle f_0 + \sum_{n \in \mathbb{Z}} \tau_n^L \frac{\langle \alpha, f_n \rangle}{\mu_n} f_n \in D(A).$$

Then

$$A(\tau^T)^{-1} \alpha_\varepsilon = \tilde{a}_\varepsilon,$$

so that $\alpha_\varepsilon \in X^3$. Moreover, by (281) and (274),

$$\|A \alpha_\varepsilon - A \alpha\| \leq C \varepsilon,$$
for some constant $C > 0$. As $|\mu_n| \geq \delta > 0$, $\forall |n| \geq 1$, and by definition of $\alpha_\varepsilon$, $\langle \alpha_\varepsilon - \alpha, f_0 \rangle = 0$, we get
\[\|\alpha_\varepsilon - \alpha\| \leq C' \varepsilon, \tag{289}\]
and (281), (287), (288), and (289) yield
\[\|\alpha_\varepsilon - \alpha\|_{X^2} \leq C'' \varepsilon, \tag{290}\]
This proves the density of $X^3 \cap D(A)$ in $X^2 \cap D(A)$. We can then continuously extend (280) to $X^2 \cap D(A)$, which proves the rest of the proposition.

Now that we have some knowledge on $F$ defined by (257), we get some more knowledge on the corresponding domain $D_F$:

**Lemma 6.2.** With the above definitions, the following space inclusion holds:
\[D_F \subset X^2. \tag{291}\]

**Proof.** Recall that
\[D_F = \{ \alpha \in D(A); \quad -A\alpha + \langle \alpha, F \rangle I_\nu \in D(A) \}. \tag{292}\]
In particular, as $\tau^T$ is an isomorphism of $D(A^*)$,
\[(\tau^T)^{-1} (-A\alpha + \langle \alpha, F \rangle I_\nu) \in D(A). \tag{293}\]
We will prove that the second component in the preceding expression is in $(H^1)^2$. By (275) and (182),
\[(\tau^T)^{-1} I_\nu - \sum_{n \in \mathbb{Z}^*} \frac{f_{n,1}(0)}{\mu_n} f_n \in D(A). \tag{294}\]
Now, let
\[\varphi(x) := \left( \frac{1}{2} - \frac{x}{2\ell} \right) \quad \in (H^1)^2. \tag{295}\]
By integration by parts it is clear that
\[\varphi - \sum_{n \in \mathbb{Z}^*} \frac{f_{n,1}(0)}{\mu_n} f_n \in D(A), \tag{296}\]
which implies, together with (294),
\[(\tau^T)^{-1} I_\nu - \varphi = (\tau^T)^{-1} I_\nu - \sum_{n \in \mathbb{Z}^*} \frac{f_{n,1}(0)}{\mu_n} f_n - \left( \varphi - \sum_{n \in \mathbb{Z}^*} \frac{f_{n,1}(0)}{\mu_n} f_n \right) \in D(A) \tag{297}\]
so that
\[(\tau^T)^{-1} I_\nu \in (H^1)^2. \tag{298}\]
Finally, thanks to Remark 6.1 by (293) and (297),
\[A(\tau^T)^{-1} \alpha = (\tau^T)^{-1} A\alpha \in (H^1)^2. \tag{299}\]
Now we can tackle the first limit of (251). Let \( \alpha \in D_F \). As

\[
\alpha^{(N)} \xrightarrow{D(A) / N \to \infty} \alpha,
\]

by Proposition 6.2 we only need to study the “singular part” \( h \) of the feedback \( F \). By (248) and (64), we have:

\[
\langle \alpha^{(N)}, h \rangle = -\sum_{n=-N}^{N} \langle \alpha, f_n \rangle \tanh(\frac{\mu L}{\tau_n}) f_n(0) \mu_n
\]

\[
= -\frac{\tanh(\mu L)}{2} \sum_{n=-N}^{N} \left( \langle \alpha, f_n \rangle \mu_n + \frac{\langle \alpha, f_n \rangle}{\tau_n} \mu_n \right) f_n(0)
\]

\[
= -\frac{\tanh(\mu L)}{2} \sum_{n=-N}^{N} \langle A((\tau^{-1})^{-1} \alpha - \sigma((\tau^{-1})^{-1} \alpha)), f_n \rangle f_n(0),
\]

where

\[
\sigma(f)(x) := \sum_{n \in \mathbb{Z}} \langle f, f_n \rangle f_n, \quad \forall f \in (L^2)^2.
\]

Note that we used the fact that for \( f \in D(A) \), \( A\sigma(f) = -\sigma(Af) \). Now, as \( \alpha \in X^2 \cap D(A) \), we have

\[
A((\tau^{-1})^{-1} \alpha = \Lambda \partial_x ((\tau^{-1})^{-1} \alpha + \delta(x) J((\tau^{-1})^{-1} \alpha) \in (H^1)^2
\]

so

\[
\Lambda \partial_x ((\tau^{-1})^{-1} \alpha \in (L^2)^2,
\]

hence

\[
((\tau^{-1})^{-1} \alpha \in (H^1)^2.
\]

Repeating the same argument, we get

\[
((\tau^{-1})^{-1} \alpha \in (H^2)^2 \cap D(A).
\]

We now use the following lemma:

**Lemma 6.3.** Let \( f \in (H^2)^2 \cap D(A) \). Then

\[
f - \sigma(f) \in D(A^2).
\]

**Proof.** Using the regularity of \( f \), we write, by double integration by parts:

\[
\langle f, f_n \rangle = \frac{1}{\mu_n} \langle A f, f_n \rangle
\]

\[
= \frac{(Af_1(L) + Af_2(L)) f_{n,1}(L) - (Af_1(0) + Af_2(0)) f_{n,1}(0)}{(\mu_n)^2}
\]

\[
+ \frac{1}{(\mu_n)^2} \langle A^2 f, f_n \rangle,
\]

Hence, using (63) and (64), we get,

\[
\langle f, f_n \rangle - \langle f, f_n \rangle = \frac{1}{(\mu_n)^2} \langle A^2 f, f_n - f_n \rangle.
\]

As \( A^2 f \in (L^2)^2 \), this proves the Lemma. \( \square \)
From Lemma 6.3, we get
\[ A((\tau I)^{-1}\alpha - \sigma((\tau I)^{-1}\alpha)) \in D(A). \] (310)

Hence, the last sum of (301) converges absolutely. As \( \alpha \in X^2 \cap D(A) \), by Proposition 6.2 and uniqueness of the limit, we get
\[ (\alpha^{(N)}, F) \xrightarrow{N \to \infty} (\alpha, F), \] (311)

which is the first limit of (251).

Thus, by the results of the two previous subsections and (251), we have the following proposition:

**Proposition 6.3.** Let \( F \) be defined by (251), and \( T \) accordingly defined by (241). Then \( T \) satisfies (243) on the domain \( D_F \).

### 6.3 Well-posedness and stability of the closed-loop system

Now that we have constructed a pair \((T, F)\) that satisfies (243), let us check that the closed-loop system (56) corresponding to the feedback \( F \) is well-posed in some sense. The idea is to use the dynamics of the target system (72), as (243) essentially means that \( T \) exchanges the dynamics of the target system and the closed-loop system. We have seen in Section 3.2 that (72) is well-posed, more specifically, looking at Section 3.2.2, \( \tilde{A} \) with domain \( D(\tilde{A}^2) \subset D(\tilde{A}) \) generates a contraction semigroup on \( D(\tilde{A}) \) for the norm defined by the Lyapunov function (90) with \( p = 1 \). We note that semigroup \( \tilde{S}(t), t \geq 0 \).

Following the intuition that \( T \) exchanges the dynamics of the target system and the closed-loop system, let us now define the following semigroup:

\[ S : \mathbb{R}^+ \to \mathcal{L}(D(A)) \]
\[ t \mapsto T^{-1}\tilde{S}(t)T. \] (312)

The goal of this section is to prove that the closed-loop operator \(-A + I_\nu F\) we have designed indeed generates the semigroup \( S(t), t \geq 0 \), which will imply that the closed-loop system (56) with feedback law defined by (251) is well-posed.

Let us begin by giving a more precise characterization of its domain \( D_F \subset D(A) \). We start with the following lemma:

**Lemma 6.4.** The operator \(-A + I_\nu F\) admits a Riesz basis of eigenvectors in \( D(A) \), given by

\[ h_p := T^{-1}\tilde{f}_p \frac{\mu_p}{\tilde{\mu}_p}, \quad \forall p \in \mathbb{Z}, \] (313)

with corresponding eigenvalues \((-\tilde{\mu}_p)_{p \in \mathbb{Z}}\).

**Proof.** It is clear that the normalized family \((\tilde{f}_p/\tilde{\mu}_p)_{p \in \mathbb{Z}}\) is a Riesz basis of \( D(\tilde{A}) \), so that, applying the isomorphism \( T^{-1}, (h_p)_{p \in \mathbb{Z}} \) is a Riesz basis of \( D(A) \). Let us now show that

\[ h_p \in D_F, \quad \forall p \in \mathbb{Z}. \] (314)

Let us denote the following decomposition along the orthonormal basis \((f_n)_{n \in \mathbb{Z}}\):

\[ h_p = \sum_{n \in \mathbb{Z}} a_{n,p}f_n, \quad (\mu_n a_{n,p})_{n \in \mathbb{Z}} \in \ell^2(\mathbb{Z}), \quad \forall p \in \mathbb{Z}. \] (315)

From the definitions of \( T \) and \( h_p \),

\[ \tilde{f}_p = \tilde{\mu}_p Th_p = \sum_{n \in \mathbb{Z}} \tilde{\mu}_p a_{n,p}g_n, \quad \forall p \in \mathbb{Z}, \] (316)
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which implies, from (221) and (223),

$$
\tilde{f}_p = -\sum_{n \in \mathbb{Z}} \tilde{\mu}_p a_{n,p}(f_n, F) \sum_{k \in \mathbb{Z}} \frac{(I_{\nu}, \tilde{\phi}_k)}{\mu_k - \mu_n} \tilde{f}_k, \quad \forall p \in \mathbb{Z}.
$$

(317)

Now, as in Subsection 6.1 consider the truncations along the Riesz basis \((g_n/(f_n, F))_{n \in \mathbb{Z}}\),

$$
\tilde{f}_p^{(N)} := \sum_{n=-N}^{N} \tilde{\mu}_p a_{n,p}(f_n, F) \frac{g_n}{(f_n, F)}, \quad \forall N \in \mathbb{N}^*, \; \forall p \in \mathbb{Z},
$$

(318)

so that

$$
\langle \tilde{f}_p^{(N)}, \tilde{\phi}_m \rangle = -\tilde{\mu}_p \left( \sum_{n=-N}^{N} a_{n,p}(f_n, F) \sum_{k \in \mathbb{Z}} \frac{(I_{\nu}, \tilde{\phi}_k)}{\mu_k - \mu_n} \tilde{f}_k, \tilde{\phi}_m \right)
$$

$$
= -\tilde{\mu}_p \left( \sum_{k \in \mathbb{Z}} (I_{\nu}, \tilde{\phi}_k) \left( \sum_{n=-N}^{N} \frac{a_{n,p}(f_n, F)}{\mu_k - \mu_n} \tilde{f}_k, \tilde{\phi}_m \right) \right)
$$

$$
= -\tilde{\mu}_p (I_{\nu}, \tilde{\phi}_m) \left( \sum_{k \in \mathbb{Z}} \sum_{n=-N}^{N} \frac{a_{n,p}(f_n, F)}{\mu_k - \mu_n} \tilde{f}_k, \tilde{\phi}_m \right)
$$

$$
= -\tilde{\mu}_p (I_{\nu}, \tilde{\phi}_m) \left( \sum_{n=-N}^{N} a_{n,p}(f_n, F) \frac{\tilde{f}_n}{f_{n,1}(0)}, \tilde{\phi}_m \right),
$$

(319)

\forall p \in \mathbb{Z}, \; \forall m \in \mathbb{Z}, \; \forall N \in \mathbb{N}^*,

where we used the biorthogonality of the families \((\tilde{f}_p)_{p \in \mathbb{Z}}\) and \((\tilde{\phi}_p)_{p \in \mathbb{Z}}\), and the relation (227). Using again the aforementioned biorthogonality, and the convergences

$$
\tilde{f}_p^{(N)} \xrightarrow{D(\tilde{\lambda})} \tilde{f}_p,
$$

(320)

$$
\sum_{n=-N}^{N} a_{n,p}(f_n, F) \tau^{-1}_A \frac{f_n}{f_{n,1}(0)} \xrightarrow{N \to \infty} \sum_{n \in \mathbb{Z}} a_{n,p}(f_n, F) \tau^{-1}_A \frac{f_n}{f_{n,1}(0)},
$$

given by (180), (257) and (315), we get

$$
\langle \tilde{f}_p^{(N)}, \tilde{\phi}_m \rangle = \langle \tilde{f}_p, \tilde{\phi}_m \rangle = -\tilde{\mu}_p \left( \sum_{n \in \mathbb{Z}} \frac{a_{n,p}(f_n, F)}{\mu_k - \mu_n} \tilde{f}_k, \tilde{\phi}_m \right).
$$

(321)

Note that the first equality holds as \(\langle \tilde{f}_p/(I_{\nu}, \tilde{\phi}_m), \tilde{\phi}_m \rangle = 0\) whenever \(p \neq m\). Therefore, by property of the Riesz basis \((\tilde{\phi}_m)_{m \in \mathbb{Z}}\), and by continuity and invertibility of \(\tau_A\),

$$
\tau^{-1}_A \frac{\tilde{f}_p}{(I_{\nu}, \tilde{\phi}_p) = -\tilde{\mu}_p \sum_{n \in \mathbb{Z}} a_{n,p}(f_n, F) \frac{f_n}{f_{n,1}(0)}},
$$

(322)
Using the expression of $\bar{\tau}_A$ given in (228), we finally get
\begin{equation}
\bar{\phi}_{p,1}(0)(1 - e^{-2\mu L}) \frac{\bar{f}_p}{\langle \mathcal{I}_v, \bar{\phi}_p \rangle} = -\bar{\mu}_p \sum_{n \in \mathbb{Z}} a_{n,p} \langle f_n, F \rangle \frac{f_n}{f_{n,1}(0)},
\end{equation}
so that, by property of the orthonormal basis $(f_n)_{n \in \mathbb{Z}}$,
\begin{equation}
a_{n,p} = \frac{\bar{\phi}_{p,1}(0)(1 - e^{-2\mu L}) f_{n,1}(0)}{\bar{\mu}_p \langle \mathcal{I}_v, \bar{\phi}_p \rangle} \langle f_p, f_n \rangle.
\end{equation}

Let us now compute $\langle h_p, F \rangle$ with truncations of the $h_p$:
\begin{equation}
\langle h_p^{(N)}, F \rangle = \sum_{n=-N}^{N} a_{n,p} \langle f_n, F \rangle
\end{equation}
\begin{equation}
= -\frac{\bar{\phi}_{p,1}(0)(1 - e^{-2\mu L})}{\bar{\mu}_p \langle \mathcal{I}_v, \bar{\phi}_p \rangle} \sum_{n=-N}^{N} f_{n,1}(0) \langle \bar{f}_p, f_n \rangle.
\end{equation}

Now, using Proposition 6.1 similar to (267), we have,
\begin{equation}
\sum_{n=-N}^{N} f_{n,1}(0) \langle \bar{f}_p, f_n \rangle \xrightarrow{N \to \infty} \frac{\bar{f}_{p,1}(0) - \bar{f}_{p,2}(0)}{2},
\end{equation}
so that
\begin{equation}
\langle h_p, F \rangle = -\frac{\bar{\phi}_{p,1}(0)(1 - e^{-2\mu L})}{\bar{\mu}_p \langle \mathcal{I}_v, \bar{\phi}_p \rangle} \frac{\bar{f}_{p,1}(0) - \bar{f}_{p,2}(0)}{2}.
\end{equation}

Using (324) together with (327), we get
\begin{equation}
\langle -Ah_p + \mathcal{I}_v \langle h_p, F \rangle, f_n \rangle = \frac{\bar{\phi}_{p,1}(0)(1 - e^{-2\mu L})}{\bar{\mu}_p \langle \mathcal{I}_v, \bar{\phi}_p \rangle} \langle f_p, f_n \rangle \mu_n
- \langle \mathcal{I}_v, f_n \rangle \frac{\bar{\phi}_{p,1}(0)(1 - e^{-2\mu L})}{\bar{\mu}_p \langle \mathcal{I}_v, \bar{\phi}_p \rangle} \frac{\bar{f}_{p,1}(0) - \bar{f}_{p,2}(0)}{2}
= \frac{\bar{\phi}_{p,1}(0)(1 - e^{-2\mu L})}{\bar{\mu}_p \langle \mathcal{I}_v, \bar{\phi}_p \rangle} \left( -\frac{\langle \mathcal{I}_v, f_n \rangle}{2 \tanh(\mu L) f_{n,1}(0)} \langle \bar{f}_p, f_n \rangle \mu_n
- \langle \mathcal{I}_v, f_n \rangle \langle \bar{f}_{p,1}(0) - \bar{f}_{p,2}(0) \rangle \right).
\end{equation}

Note that, proceeding as for (229), we have
\begin{equation}
\bar{\mu}_p \langle \bar{f}_p, f_n \rangle = -\mu_n \langle \bar{f}_p, f_n \rangle + (\bar{f}_{p,2} - \bar{f}_{p,1}(0)) f_{n,1}(0))
= \mu_n (\bar{f}_p, f_n) - \bar{f}_{p,1}(0) f_{n,1}(0)(1 - e^{2\mu L})
\end{equation}
where we used the boundary conditions given by (59) and (74) together with (63). Thus
\begin{equation}
\langle \bar{f}_p, f_n \rangle = \frac{-\bar{f}_{p,1}(0) f_{n,1}(0)(1 - e^{2\mu L})}{\mu_p - \mu_n}.
\end{equation}
Therefore, using again the boundary conditions given by (59) and (74) and also (257), we have

\[
\langle -\mathcal{A}h_p + (h_p, F)\mathcal{I}_\nu, f_n \rangle = \frac{\phi_{p,1}(0)(1 - \epsilon^{2\mu L})}{\mu_p(\mathcal{I}_\nu, \phi_p)} \left( - \frac{\langle \mathcal{I}_\nu, f_n \rangle - \tilde{f}_{p,1}(0)(1 - \epsilon^{2\mu L})}{2\tanh(\mu L)} \right) \\
\quad - \langle \mathcal{I}_\nu, f_n \rangle \frac{\tilde{f}_{p,1}(0) - \tilde{f}_{p,2}(0)}{2} \\
= - \frac{\phi_{p,1}(0)(1 - \epsilon^{2\mu L})}{\mu_p(\mathcal{I}_\nu, \phi_p)} \langle \mathcal{I}_\nu, f_n \rangle \\
\quad - \frac{\tilde{f}_{p,1}(0)\phi_{p,1}(0)(1 - \epsilon^{4\mu L})}{2\langle \mathcal{I}_\nu, \phi_p \rangle} \langle \mathcal{I}_\nu, f_n \rangle. \\
\quad \quad (331)
\]

This shows, thanks to (180) and (62), that

\[
(-\mathcal{A} + \mathcal{I}_\nu F)h_p \in D(\mathcal{A}). \\
(332)
\]

Then we can apply (243) to the \((h_p)_{p \in \mathbb{Z}}\), thanks to Proposition 6.3

\[
T(-\mathcal{A} + \mathcal{I}_\nu F)h_p = \bar{\mathcal{A}}T h_p \\
\quad = -\bar{\mathcal{A}} \frac{\tilde{f}_p}{\mu_p} \\
\quad = -\bar{\mu}_p \frac{\tilde{f}_p}{\mu_p}, \quad \forall p \in \mathbb{Z}, \\
\quad \quad (333)
\]

so that

\[
(-\mathcal{A} + \mathcal{I}_\nu F)h_p = -\bar{\mu}_ph_p, \quad \forall p \in \mathbb{Z}. \\
(334)
\]

We can now prove the following proposition which gives a precise characterization of the elements of \(D_F\):

**Proposition 6.4.** The domain \(D_F\) satisfies the following equality:

\[
D_F = T^{-1}D(\bar{\mathcal{A}}^2). \\
(335)
\]

**Proof.** Given Lemma 6.4, one clearly has the following characterization of \(D_F\):

\[
D_F = \left\{ f \in D(\mathcal{A}) : f = \sum_{n \in \mathbb{Z}} \alpha_n h_p, \ (\bar{\mu}_p\alpha_p)_{p \in \mathbb{Z}} \in \ell^2(\mathbb{Z}) \right\}. \\
(336)
\]

Then, let \(\alpha \in D(\bar{\mathcal{A}}^2)\), with the following decomposition:

\[
\alpha := \sum_{p \in \mathbb{Z}} \bar{\alpha}_p \frac{\tilde{f}_p}{\mu_p}, \quad (\bar{\mu}_p\alpha_p)_{p \in \mathbb{Z}} \in \ell^2(\mathbb{Z}). \\
\quad \quad (337)
\]

Then

\[
T^{-1}\alpha := \sum_{p \in \mathbb{Z}} \alpha_p T^{-1} \frac{\tilde{f}_p}{\mu_p} = \sum_{p \in \mathbb{Z}} \alpha_p h_p. \\
\quad \quad (338)
\]
Now, by construction of $T$, $T^{-1} \alpha \in D(A)$, and as $(\tilde{\mu}_p \alpha_p)_{p \in \mathbb{Z}} \in \ell^2(\mathbb{Z})$, it follows from (336) that

$$T^{-1} \alpha \in D_F.$$  

Hence

$$T^{-1} D(\tilde{A}^2) \subset D_F. \quad (339)$$

The converse inclusion is a consequence of the operator equality (243). Indeed, let $\alpha \in D_F$, then

$$T \alpha \in D(\tilde{A}), \quad \tilde{A} T \alpha = -T(-A + I_{\nu} F) \alpha \in D(\tilde{A}),$$

so that

$$T \alpha \in D(\tilde{A}^2),$$

hence,

$$D_F \subset T^{-1} D(\tilde{A}^2). \quad (340)$$

Then we have the following result:

**Proposition 6.5.** The mapping $S(t)$ defines an exponentially stable $C^0$-semigroup on $D(A)$, and its infinitesimal generator is the unbounded operator $(-A + I_{\nu} F, D_F)$. Moreover, it is real-valued on real-valued functions.

**Proof.** By continuity and invertibility of $T$, (312) clearly defines a $C^0$-semigroup, and the domain $D_{\tilde{S}}$ of its infinitesimal generator is clearly $T^{-1}(D(\tilde{A}^2))$. Now, Proposition 6.4 implies that

$$D_{\tilde{S}} = D_F.$$  

Let $\alpha \in D_{\tilde{S}}$. Then $T \alpha \in D(\tilde{A}^2)$ so that, by definition of $S$, the definition of the infinitesimal generator $\tilde{A}$ of $\tilde{S}(t)$, and (243),

$$\frac{\tilde{S}(t)T \alpha - T \alpha D_{\tilde{A}}}{t} \xrightarrow{t \to 0^+} -\tilde{A} T \alpha = T(-A + I_{\nu} F) \alpha. \quad (341)$$

Hence, applying the isomorphism $T^{-1}$ to both sides of (341), we get

$$\frac{S(t) \alpha - \alpha D(A)}{t} \xrightarrow{t \to 0^+} (-A + I_{\nu} F) \alpha, \quad (342)$$

which proves the second part of the proposition.

Let $\alpha \in D(A)$. Then, using the equivalence of $\| \cdot \|_{D(\tilde{A})}$ and the $(H^1)^2$ norm, and estimate (368) with $p = 1$, we can write

$$\|S(t) \alpha\|_{D(A)} = \|T^{-1} \tilde{S}(t) T \alpha\|_{D(A)}$$

$$\leq \|T^{-1}\|_{D(\tilde{A})} \|\tilde{S}(t) T \alpha\|_{D(\tilde{A})}$$

$$\leq C \|T^{-1}\| \|e^{-\frac{3\nu}{2} t} T \alpha\|_{D(\tilde{A})}$$

$$\leq C \|T^{-1}\| \|T e^{-\frac{3\nu}{2} t} \alpha\|_{D(A)}, \quad \forall t \geq 0. \quad (343)$$

Hence, $S(t), t \geq 0$ is an exponentially stable semi-group.

Finally, it is clear that $F$ defined by (257) is real-valued, as $I_{\nu}$ is real-valued and by Proposition 3.1. Moreover, it is clear that the semigroup $S(t)$ is real-valued on real-valued functions, so that by Corollary 5.1 for $\alpha \in D(A)$ a real-valued function, $S(t) \alpha$ is real-valued for $t \geq 0$.  

This ends the proof of Proposition 3.5.
7 Further comments

Finally, let us make some comments and point out some prospects.

- **Choice of target system.** Let us remark here that this is probably the first time that a backstepping approach is applied using a target system where the damping occurs at the boundary. Indeed, usual applications of the backstepping method seek to transform the control system into a similar system with an additional internal damping term. For example, the classical example of the heat equation shows how the stability of the heat equation
\[
\begin{align*}
\frac{w_t}{t} - w_{xx} &= 0, \\
w(0) &= 0, \quad w(1) = U(t),
\end{align*}
\]
(344)
can be enhanced by finding an invertible mapping to the following system
\[
\begin{align*}
\frac{u_t}{t} - u_{xx} &= -\lambda u, \\
u(0) &= 0, \quad u(1) = 0.
\end{align*}
\]
(345)
In the case of the water tank, it appears that our computations are simpler and more natural when the target system has boundary damping rather than internal damping. In fact, calculations in the case of internal damping do not seem to lead to an expression for the feedback law. Whether this is purely technical, or profoundly linked to the conservation of mass, or the presence of coupling terms, remains an open question. At any rate, one of the reasons for which the choice of such a target system is nontrivial is that \(\Lambda\) and \(J\) do not commute, so that there is no “simple” transformation between our target system and a system with internal damping such as
\[
\begin{align*}
\partial_t z + \Lambda \partial_x z + \delta(x)Jz + \mu z &= 0, \\
z_1(t,0) &= -z_2(t,0), \\
z_2(t,L) &= -z_1(t,L).
\end{align*}
\]
(346)
This is in contrast with the case of a scalar transport equation (see [76]), where adding an internal damping and adding a boundary damping in the target system are equivalent. This means also that ensuring the stability or our target system where the dissipation occurs at the boundaries is not trivial. Here it is guaranteed by the existence of a Lyapunov function of the form (369) (also called basic Lyapunov function, see [6] and [8, Section 2.3] for more details).

- **Relation between \(\gamma\) and \(\mu\).** Thanks to Theorem 1.1, it is clear that the higher \(\mu\) is, the smaller \(\gamma\) should be. However, is it possible to get a quantitative description, or even a sharp estimate, about this relation?

Clearly, in order to obtain such a result, one needs to deal with three important issues, controllability of the original system, stability of the target system, and controllability of the target system, which are described by Lemma 4.1, Proposition 3.3 and Lemma 4.5 respectively. The middle one is rather clear, while the other two are more involved, mainly due to the Riesz basis estimates of the perturbed operators (of both the original and target systems). However, we believe that it is possible to get an explicit value.

In fact, this would be related to the stabilization around uniform steady-states. As it is known that the linearized system around uniform steady-states is neither controllable nor stabilizable, following the idea of the return method, one may ask if it is possible to stabilize the (nonlinear) system around uniform steady-state as a limit of the non-uniform steady-states case. This requires further study of the stabilization of the nonlinear system around those states, and to get some uniform estimates. Furthermore, it would also be interesting to study the limit \(\mu \to +\infty\), in order to gain insight on the so called finite-time stabilization problem.
• **Regularity of the feedback law.** It can be seen from Section 6.2 that the feedback law is not bounded on the state space. In a sense, this is to be expected when dealing with methods that rely on spectral properties of hyperbolic systems. Indeed, in backstepping, or in Riccati methods, the spectrum is essentially shifted to the left by the addition of the feedback control term, and general results on pole-shifting methods in infinite dimension ([61, 59]) seem to indicate that bounded feedback laws can only achieve limited pole-shifting. Indeed, the difference between the initial spectrum ($\rho_k$) and the shifted spectrum ($\lambda_k$) should satisfy

$$\sum_{k \in \mathbb{Z}} \left| \frac{\rho_k - \lambda_k}{B_k} \right|^2 < \infty$$

(347)

where the ($B_k$) are the coefficients of the control vector in a normalized basis of eigenvectors of the system. One can see that unless the control operator is very singular, the term $\rho_k - \lambda_k$ cannot be bounded from below, and thus exponential stabilization cannot be achieved.

• **Well-posedness of the closed-loop system.** In Section 6.3 we prove that the closed-loop operator $-A + I_\nu F$ is the infinitesimal generator of a contraction semi-group. Intuitively, this seems to be a direct consequence of the equivalence we have built between the closed-loop system and the target system. However, in practice it is not as straightforward: we have to tread carefully regarding the domains of the operators, as is illustrated in Section 5.3. The study of the domain $D_F$ of the closed-loop operator in particular constitutes a key point in our analysis. Indeed, Lemma 6.4 essentially states that $T$ “exchanges” the eigenvectors of $-A + I_\nu F$ with those of $\hat{A}$, which seems obvious when considering the operator equality (243), (244), but actually requires additional work because we know so little a priori about the domain $D_F$ on which this equality holds. This in turn gives additional information in the form of the nice characterization of Proposition 6.4 and in the end the well-posedness of the closed-loop system really follows naturally from the properties of the target system.

This is notably different from previous works on the stabilization of PDEs using the Gramian (or Riccati) method ([50, 65, 67]), where the well-posedness of the closed-loop system also has to be established once the feedback law is defined. In the work of Vilmos Komornik ([50]), the first notion of well-posedness that can be found is that the closed-loop operator is a dense restriction of the infinitesimal generator of a semi-group. This has since then been improved, in [65] using optimal control theory and results on algebraic Riccati equations, and in [67], by some duality method together with what is called “formal conjugation”, where the author derives some sort of operator equality from a formal Riccati equation.
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**A Proof of Proposition 3.1**

As in the above, in order to alleviate notations, we drop the dependency in $\gamma$ in $A_\gamma, f_\gamma^0, \mu_\nu^\gamma$.

**Proof.** Note that if we conjugate the eigenvalue equation, using the fact that the $\mu_\nu$ are all imaginary, we
get, for \( n \in \mathbb{Z} \):
\[
\frac{\partial_x}{\partial x} f_n + \frac{\delta}{3} f_{n,2} = -\mu_n f_{n,1},
\]
which proves (63) and the first equality of (64). Moreover (348) can be written
\[
A \left( -\frac{f_{n,2}}{f_{n,1}} \right) = \mu_n \left( -\frac{f_{n,2}}{f_{n,1}} \right).
\] (349)

Now, as
\[
\left\| \left( -\frac{f_{n,2}}{f_{n,1}} \right) \right\| = \| f_n \|
\]
and, according to (349), these two functions of \( L^2(0, L)^2 \) \( f_n \) and \( (-\frac{f_{n,2}}{f_{n,1}})^T \) are solutions to the same eigenvalue problem. Hence
\[
-\frac{f_{n,2}}{f_{n,1}} = f_{n,1} \text{ or } \frac{f_{n,2}}{f_{n,1}} = f_{n,1}.
\] (351)

Now let us recall that, by (155) and (156), the \( f_n \) are \( L^\infty \)-close to the \( E_n \), which satisfy the first relation of (351). So for a small enough \( \gamma \), we have
\[
\frac{f_{n,1}}{f_{n,2}} = -f_{n,2},
\] (352)
which proves (64).

\[\Box\]

## B Proof of Proposition 3.3 and 3.4

As in the above, in order to alleviate notations, we drop the dependency in \( \gamma \) in all relevant notations. The Lyapunov functional \( V, \tilde{A}, \tilde{A} \), and their eigenvectors and eigenvalues, always depend on \( \gamma \).

We first show Proposition 3.3

**Proof.** First, note that the system is well-posed in \( H^p \) for initial condition satisfying the compatibility conditions at the boundaries [8] (see also from [53] in \( C^p \)). More precisely, let \( T > 0 \), there exists a constant \( C(T) > 0 \) such that for any \( z_0 \in H^p \) the system (72) with initial condition \( z_0 \) has a unique solution \( z \in C^0([0, T], H^p) \) and
\[
\| z(t, \cdot) \|_{H^p} \leq C(T) \| z_0 \|_{H^p}.
\] (353)

We now define the following Lyapunov function candidate \( V \)
\[
V(Z) = \sum_{n=0}^p \| \Theta(x)(\tilde{A}^n Z) \|^2_{L^2(0, L)}, \quad \forall Z \in H^p(0, L),
\] (354)
where \( \Theta = \text{diag}(\sqrt{\theta_1}, \sqrt{\theta_2}) \) with \( \theta_1 \) and \( \theta_2 \) two positive \( C^1 \) functions to be selected later on. This is a common form of so-called basic quadratic Lyapunov function [6, 8]. Obviously \( V \) is equivalent to the square of the \( H^p \) norm in the sense that there exists positive constants \( C_1 \) and \( C_2 \) such that for any \( Z \in H^p(0, L; C^2) \),
\[
C_1 \| Z \|^2_{H^p(0, L)} \leq V(Z) \leq C_2 \| Z \|^2_{H^p(0, L)}.
\] (355)
Now observe that for a solution \( z \) to system (72), one has
\[
V(z) = \sum_{n=0}^p (\Theta(x)\partial^n_x z(t, \cdot), \Theta(x)\partial^n_x z(t, \cdot)).
\] (356)
Let $n \in \{0, \ldots, p\}$. From (72) we know that $\partial_t^n z$ is also a solution to (72). Therefore, differentiating $V(z)$ along time, one has
\[
\dot{V}(z) = -2\Re \left( \sum_{n=0}^{p} \langle \Lambda \partial_x (\partial_t^n z)(t, \cdot), \Theta^2 \partial_t^n z(t, \cdot) \rangle + \langle \delta J \partial_t^n z(t, \cdot), \Theta^2 \partial_t^n z(t, \cdot) \rangle \right). \tag{357}
\]
Thus, integrating by parts and using the boundary conditions of (72),
\[
\dot{V}(z) = -2\lambda V \\
- \sum_{n=0}^{p} \left[ (\theta_1(L) - \theta_2(L)) (\partial_t^n z_1)^2 (t, L) + (\theta_2(0) - \theta_1(0) e^{-4\mu L}) (\partial_t^n z_2)^2 (t, 0) \right] \\
- \sum_{n=0}^{p} \Re \left( \langle (-\Lambda (\Theta^2)^\top - 2\lambda \Theta^2 + \Theta^2 \delta J + (\Theta^2 \delta J)^\top) \partial_t^n z, \partial_t^n z \rangle \right). \tag{358}
\]
Our goal is now to choose $\Theta$ such that the two last sums are nonnegative. Recognizing a quadratic form in the integrals, it suffices to ensure that
\[
\theta_1(L) \geq \theta_2(L), \\
\theta_2(0) - \theta_1(0) e^{-4\mu L} \geq 0 \tag{359}
\]
\[
(-\Lambda (\Theta^2)^\top - 2\lambda \Theta^2 + \Theta^2 \delta J + (\Theta^2 \delta J)^\top) \quad \text{is definite semi-positive.}
\]
Denoting $\Xi_1 = \theta_1 \exp(2\lambda(x - L))$ and $\Xi_2 = \theta_2 \exp(-2\lambda(x - L))$, (359) is equivalent to
\[
\Xi_1(L) \geq \Xi_2(L), \\
\Xi_2(0) - \Xi_1(0) e^{-4(\mu - \lambda)L} \geq 0, \\
- \Xi_1 \Xi_2' \geq \left( \frac{\delta}{3} \right)^2 (\Xi_2 \exp(-2\lambda(x - L)) - \Xi_2 \exp(2\lambda(x - L)))^2. \tag{360}
\]
Following [6, Proposition 1], the existence of $\Xi_1, \Xi_2$ positive and of class $C^1$ satisfying these conditions is equivalent to the existence of $\eta$ positive and of class $C^1$ satisfying
\[
\eta(L) \leq 1, \\
\eta(0) = e^{-2(\mu - \lambda)L}, \\
\eta' = \left| \frac{\delta}{3} \right| \left| \exp(-2\lambda(x - L)) - \eta^2 \exp(2\lambda(x - L)) \right|, \tag{361}
\]
which, using the first condition in the third one, is in fact equivalent to
\[
\eta(L) \leq 1, \\
\eta(0) = e^{-2(\mu - \lambda)L}, \\
\eta' = \left| \frac{\delta}{3} \right| \left( \exp(-2\lambda(x - L)) - \eta^2 \exp(2\lambda(x - L)) \right). \tag{362}
\]
We will now show the existence of such $\eta$ by exhibiting a super-solution to the two last equations of (362) satisfying also the first condition. Let us introduce $\xi$ being the $C^1$ solution of
\[
\xi' = \left| \frac{\delta}{3} \right| L \infty(0, L) \left( e^{2\lambda (L-x)} \right), \\
\xi(0) = e^{-2(\mu - \lambda)L}. \tag{363}
\]
This system can be easily solved and
\[ \xi(x) = e^{-2(\mu-\lambda)L} + \frac{\|\delta\|_{L^{\infty}(0,L)}}{6\lambda} \left( e^{2\lambda L} - e^{2\lambda(L-x)} \right). \] (364)

Let us now set
\[ \gamma_s = \min \left( \frac{7}{16L}, \frac{1 - e^{-2(\mu-\lambda)L}}{6\lambda \left( e^{2\lambda L} - e^{2\lambda(L-x)} \right)} \right), \] (365)
and assume that \( \gamma \in (0, \gamma_s) \), then one has from the definition of \( \delta \) given in (28),
\[ \xi(L) \leq 1. \] (366)

Thus, looking at (363) and the two last equations of (362) and by comparison (see for instance [39]), \( \eta \) exists on \([0, L]\) and in addition \( \eta \leq \xi \) on \([0, L]\). Thus, choosing such \( \eta \), we have
\[ \dot{V}(z) \leq -2\lambda V, \] (367)

thus, using (355),
\[ \|z(t,\cdot)\|_{H^p} \leq \sqrt{\frac{C_2}{C_1}} \|z_0\|_{H^p} e^{-\lambda t}, \] on \([0, T]\). (368)

But, as \( T > 0 \) was chosen arbitrary and \( C_1, C_2 \) and \( \lambda \) are independent of \( T \) this is also true on \([0, +\infty)\). This ends the proof of Proposition 3.3.

We now show Proposition 3.4.

Proof. Following [6] again, if the maximal solution of the two last equations of (362) does not exist on \([0, L]\) or does not satisfies the first condition of (362), then there does not exist any Lyapunov function with a decay rate larger or equal to \( \lambda \) of the form
\[ V(Z) = \sum_{n=0}^{p} \langle \tilde{A}^n Z, Q(x)(\tilde{A}^n Z) \rangle, \forall Z \in H^p(0, L), \] (369)

where \( Q \in C^1([0, L], M_2^+(\mathbb{R})) \), with \( M_2^+(\mathbb{R}) \) the space of positive definite matrix on \( \mathbb{R}^2 \). Note that the form (369) includes all the Lyapunov functions of the form (354). This implies that we cannot get a uniform bound on \( \gamma \) and in particular that for any \( \gamma > 0 \) there exists \( \mu_\gamma > 0 \) such that there does not exists any Lyapunov function of the form (369) with a decay rate larger or equal to \( \mu_\gamma > 0 \). Indeed let \( \gamma > 0 \), and assume by contradiction for any \( \mu > 0 \) there exists a Lyapunov function of the form (369) with decay rate larger or equal to \( \mu \), then there exists a function \( \eta \) on \([0, L]\) satisfying (362). Besides,
\[ \eta' \geq \inf_{[0,L]} \left| \frac{\delta}{3} \left( e^{\mu(L-x)} - e^{-\mu(L-x)} \right) \right|, \] (370)

hence, integrating and using that \( \eta(0) \geq 0 \),
\[ \eta(L) \geq \frac{1}{\mu} \inf_{[0,L]} \left| \frac{\delta}{3} \right| \left( \text{ch} (\mu L) - 1 \right). \] (371)

Using the first condition of (362),
\[ \frac{1}{\mu} \inf_{[0,L]} \left| \frac{\delta}{3} \right| \left( \text{ch} (\mu L) - 1 \right) \leq 1. \] (372)

As \( \inf_{[0,L]} |\delta| > 0 \), there exists \( \mu_1 > 0 \) such that there is contradiction. Besides, this critical \( \mu_1 \) is decreasing with \( \inf_{[0,L]} |\delta| \) and therefore with \( \gamma \) in a neighborhood of \( \gamma = 0 \), from (29).
C On the holomorphic extension analysis for spectrum information of perturbed operators

This section is devoted to the details of Kato’s perturbation analysis, mainly leading to Lemma 4.2. Recall some known results on resolvent analysis:

**Theorem C.1.** The resolvent \( R(\xi) := (T - \xi I)^{-1} \) is defined on \( D_0 := \mathbb{C} \setminus \bigcup_{n \in \mathbb{Z}} \mu_n^{(0)} \). Besides, \( T \) has compact resolvent, i.e. \( R(\xi) \) is compact for all \( \xi \in D_0 \).

The proof is straightforward: let us suppose that \( \xi \in D_0 \), and that \( v = R(\xi)u \). If we write down \( u \) and \( v \) by

\[
u = \sum_{n \in \mathbb{Z}} a_n \psi_n^{(0)} \quad \text{and} \quad v = \sum_{n \in \mathbb{Z}} b_n \psi_n^{(0)},
\]

then by comparing the coefficient of \( \psi_n \) we get

\[
b_n = \frac{a_n}{\mu_n^{(0)} - \xi}.
\]

By slightly changing the notations and basically following the same calculations as in Kato [46], we get the following result.

**Theorem C.2.** For any \( n \in \mathbb{Z} \) there exists \( d_n > 0 \) (convergence radii) such that for any \( |\gamma| < d_n \),

(i) (Kato, [46, page 377, Theorem 2.4]) \( T_\gamma \) has compact resolvent;

(ii) (Kato, [46, page 382, Example 2.14]) \( \mu_n(\gamma) \) and \( \psi_n(\gamma) \) are holomorphic in \( B_{d_n} = \{ z \in \mathbb{C} : |z| \leq d_n \} \);

In fact \( d_n \geq d \): let us define

\[
D := \bigcup_n B(i\pi n/L; 1/L), \quad \text{with} \quad B(a; r) := \{ x \in \mathbb{C} : |x - a| < r \},
\]

\[
\Gamma_n := \{ x \in \mathbb{C} : |x - i\pi n/L| = 1/L \},
\]

and the perturbation of the resolvent

\[
R(\xi, \gamma) := (T_\gamma - \xi I)^{-1}.
\]

Simple symbol calculation leads to the second Neumann series of \( R(\xi, \gamma) \):

\[
R(\xi, \gamma) = R(\xi) \left( 1 + A(\gamma) R(\xi) \right)^{-1}.
\]

In order to justify the above formal calculations upon holomorphic coefficient \( \gamma \), it suffices to have \( \| A(\gamma) R(\xi) \| < 1 \).

For \( \xi \in \mathbb{C} \setminus D \), we estimate the norm of \( R(\xi) \). Notice that for \( u = (u_1, u_2) = \sum_{n \in \mathbb{Z}} a_n \psi_n^{(0)} \in (\mathcal{L}(0))^2 \), we have

\[
\| u \|_{(L^2)^2}^2 = \frac{1}{2 L} \int_0^L \int_0^L |u_1|^2(x) + |u_2|^2(x) dx \leq \| u \|_{L^\infty}^2 = \| u \|_{\infty}^2.
\]

Moreover, we have the following

\[
\sum_{n \in \mathbb{Z}} \frac{1}{|\mu_n^{(0)} - \xi|^2} \leq 4L^2.
\]
Indeed, observing the periodicity of $C \setminus D$, we may assume that $\text{Im} \: \xi \in [0, \pi n/L]$ and further get

$$\sum_{n \in \mathbb{Z}} \frac{1}{|\mu_n^{(0)} - \xi|^2} = \sum_{n \in \mathbb{Z}, \{0, 1\}} \frac{1}{|\mu_n^{(0)} - \xi|^2} + \frac{1}{|\xi|^2} + \frac{1}{|\mu_1^{(0)} - \xi|^2},$$

(381)

$$\leq 2 \sum_{n \in \mathbb{N}, (\pi n)^2} \frac{L^2}{(\pi n)^2} + 2L^2,$$

(382)

$$= 7L^2/3.$$  

(383)

Therefore, thanks to the explicit expression of $\psi_n^{(0)}$, we have

$$\|R(\xi)u\|_{\infty} \leq \sum_{n \in \mathbb{Z}} \frac{|a_n^{(0)}|}{|\mu_n^{(0)} - \xi|} \leq \left( \sum_{n \in \mathbb{Z}} |a_n^{(0)}|^2 \right)^{1/2} \left( \sum_{n \in \mathbb{Z}} \frac{1}{|\mu_n^{(0)} - \xi|^2} \right)^{1/2} < 2L\|u\|_{(L^2)^2} \leq 2L\|u\|_{\infty},$$

(384)

which gives $\|R(\xi)\| < 2L$.

On the other hand, for $|\gamma| < d$, we have

$$\|A(\gamma)\| < 2|\gamma| < 1/(4L^2).$$

(385)

Therefore

$$\|A(\gamma)R(\xi)\| < 1 \text{ for } \xi \in C \setminus D \text{ and } |\gamma| < d.$$  

(386)

Hence $R(\xi, \gamma)$ is holomorphic. From now on, we will always let $\xi$ and $\gamma$ be in this domain to guarantee convergences of calculations. In the following subsection our aim will be to derive asymptotic estimates on $\mu_n(\gamma)$ and $\psi_n(\gamma)$, first by direct estimation, then using majoring series.

**C.1 Asymptotic calculation: direct estimation**

In order to estimate $\mu_n(\gamma)$ and $\psi_n(\gamma)$, we need to decompose $R(\xi)$. More precisely, for each $\mu_n^{(0)}$, we have the following Laurent series:

$$R(\xi) = - (\xi - \mu_n^{(0)})^{-1} P_n + \sum_{m=0}^{+\infty} (\xi - \mu_n^{(0)})^m S_n^{m+1},$$

(387)

with

$$P_n := - \frac{1}{2\pi i} \int_{\Gamma_n} R(\xi) d\xi,$$

(388)

$$S_n := \frac{1}{2\pi i} \int_{\Gamma_n} (\xi - \mu_n^{(0)})^{-1} R(\xi) d\xi.$$  

(389)

Moreover, thanks to the explicit formula (374), we get

$$P_n u = \langle u, \psi_n^{(0)} \rangle \psi_n^{(0)},$$

(390)

$$S_n u = \sum_{k \neq n} \frac{\langle u, \psi_k^{(0)} \rangle \psi_k^{(0)}}{\mu_k^{(0)} - \mu_n^{(0)}}.$$  

(391)

The following lemma gives the expansion of eigenvalues.

**Lemma C.1.** According to [46] Chapter 2 Section 3.1, one has

$$|\mu_n(\gamma) - \mu_n^{(0)} - \sum_{p=1}^{p=m} \gamma^p \mu_n^{(p)}| \leq \frac{|\gamma|^{m+1}}{d^m (d - |\gamma|)}, \forall |\gamma| < d.$$  

(392)
Therefore we conclude the estimates on the eigenvalues,

\[ |\mu_n(\gamma) - \mu_n^{(0)}| \leq \frac{3|\gamma|}{2d} \leq \frac{1}{2L}, \forall |\gamma| < \min\left\{ \frac{d}{3L}, \frac{d}{3} \right\}. \]

(393)

Now we turn to the eigenfunctions. The explicit asymptotic formulation of \( \psi_n(\gamma) \) reads

\[ \psi_n(\gamma) = \psi_n^{(0)} - \gamma S_n T^{(1)} \psi_n^{(0)} + \ldots = \psi_n^{(0)} + \gamma \psi_n^{(1)} + \gamma^2 \psi_n^{(2)} + \ldots \]

(394)

Thanks to (391), \( \psi_n^{(k)} \) can be explicitly characterized and calculated, e.g. the first order term is given by

\[ \psi_n^{(1)} = -S_n T^{(1)} \psi_n^{(0)} = \frac{3L}{4} \sum_{k \neq n} \frac{\langle J_0 \psi_n^{(0)}, \psi_k^{(0)} \rangle}{i\pi (k-n)} \psi_k^{(0)}. \]

(395)

The remainder of the zeroth order reads as

\[ \psi_n(\gamma) - \psi_n^{(0)} = -S_n \left( 1 + (A(\gamma) - \mu_n(\gamma) + \mu_n^{(0)}) S_n \right)^{-1} A(\gamma) \psi_n^{(0)}. \]

(396)

Let us define \( s_n := \|S_n\| \). Suppose that \( u = \sum_k a_k \psi_k^{(0)} \in (L^\infty)^2 \), then

\[ \|S_n u\|_\infty \leq \sum_{k \neq n} \frac{|a_k|}{|\mu_k^{(0)} - \mu_n^{(0)}|} \leq \frac{L}{\pi} \left( \sum_k |a_k|^2 \right)^{1/2} \left( \sum_{k \neq n} \frac{1}{(n-k)^2} \right)^{1/2} \leq L \|u\|_{L^2} \leq L \|u\|_\infty. \]

(397)

On the other hand, choosing \( u = \psi_{n+1}^{(0)} \), we get

\[ S_n \psi_{n+1}^{(0)} = \frac{L \psi_{n+1}^{(0)}}{i\pi}. \]

(398)

Therefore

\[ \frac{L}{\pi} \leq s_n \leq L, \forall n \in \mathbb{Z}. \]

(399)

Combining (396), (399), (385) and (393), we get

\[ \|\psi_n(\gamma) - \psi_n^{(0)}\|_\infty \leq 4L|\gamma|, \forall |\gamma| < d^{(1)} := \min\left\{ \frac{d}{3L}, \frac{d}{3} \right\}. \]

(400)

Let us continue to estimate the remainder of the first order.

\[
\begin{align*}
\psi_n(\gamma) - \psi_n^{(0)} - \gamma \psi_n^{(1)} \\
= -S_n \left( 1 + (A(\gamma) - \mu_n(\gamma) + \mu_n^{(0)}) S_n \right)^{-1} A(\gamma) \psi_n^{(0)} - \frac{3}{4} S_n J_1 \psi_n^{(0)} \\
= S_n \left( 1 + (A(\gamma) - \mu_n(\gamma) + \mu_n^{(0)}) S_n \right)^{-1} \left( \frac{3}{4} \gamma J_0 - A^{(1)}(\gamma) \right) \psi_n^{(0)} - \frac{3}{4} S_n J_0 \psi_n^{(0)} \\
= \gamma \frac{3}{4} S_n \left( 1 + (A(\gamma) - \mu_n(\gamma) + \mu_n^{(0)}) S_n \right)^{-1} A^{(1)}(\gamma) \psi_n^{(0)} \\
- S_n \left( 1 + (A(\gamma) - \mu_n(\gamma) + \mu_n^{(0)}) S_n \right)^{-1} A^{(1)}(\gamma) \psi_n^{(0)} \\
= -\frac{3}{4} S_n \left( (A(\gamma) - \mu_n(\gamma) + \mu_n^{(0)}) S_n \right) \left( 1 + (A(\gamma) - \mu_n(\gamma) + \mu_n^{(0)}) S_n \right)^{-1} J_0 \psi_n^{(0)} \\
- S_n \left( 1 + (A(\gamma) - \mu_n(\gamma) + \mu_n^{(0)}) S_n \right)^{-1} A^{(1)}(\gamma) \psi_n^{(0)}. 
\end{align*}
\]

(401)

Combining (129), (396), (399), (385) and (393), we find that the preceding formula is of order \( \gamma^2 \), thus get the existence of \( d^{(2)} > 0 \) and \( C^{(2)} \) which are independent of \( n \in \mathbb{Z} \) such that

\[ \|\psi_n(\gamma) - \psi_n^{(0)} - \gamma \psi_n^{(1)}\|_\infty \leq C^{(2)} |\gamma|^2, \forall |\gamma| < d^{(2)}. \]

(402)
Remark C.1. We observe that, by using this direct method, the best estimates that we can get are Lemma C.7 and
\[
\|\psi_n(\gamma) - \psi_n^{(0)} - \gamma \psi_n^{(1)} - \gamma^2 \psi_n^{(2)} - \ldots - \gamma^k \psi_n^{(k)}\|_\infty \leq C^{(k)} |\gamma|^{k+1}, \forall |\gamma| < d^{(k)}.
\] (403)

Clearly there is no asymptotic behavior with respect to \(n\).

C.2  Asymptotic calculation: majorizing series for better estimation

The so called majorizing series provides a more systematic way of estimating remainder terms. This method is heavily used for high order remainder terms estimates, since it is rather difficult to perform direct calculation as (401) then. One can see [46, Chapter 2, Section 3.2; or page 382, Example 2.14] for a perturbation of the Laplace operator. To give a comprehensive view of the method, we start by considering a reduced case: the eigenvalues and eigenfunctions of \(T + \gamma T^{(1)}\). As suggested in [46], we define the following
\[
p_n := \|\frac{3}{4} J_0 P_n\|, \quad q_n := \|\frac{3}{4} J_0 S_n\|, \quad r_n := [(p_n s_n)^{1/2} + q_n^{1/2}]^{-2}.
\] (404)

Lemma C.2. There exists positive constants \(c\) and \(C\) independent of \(n\) such that
\[
c < p_n, q_n, r_n, \|P_n\| < C, \forall n \in \mathbb{Z}.
\] (405)

Proof. Suppose that \(u = \sum_k a_k \psi_k^{(0)} \in (L^\infty)^2\), then
\[
\|P_n u\|_\infty = \|a_n\| \|\psi_n^{(0)}\|_\infty \leq \|u\|_{L^2} \leq \|u\|_\infty,
\] which completes the right hand side inequality of (405).

On the other hand, for the left hand side of (405), by choosing \(u\) as \(\psi_n^{(0)}\) or \(\psi_{n+1}^{(0)}\), successively we have
\[
P_n \psi_n^{(0)} = \psi_n^{(0)}, \quad J_0 P_n \psi_n^{(0)} = J_0 \psi_n^{(0)}.
\] (407)

We obtain the asymptotic expression of \(\psi_n(\gamma)\) similarly as in [46, page 382 Example 2.14] (which is based on majorizing series and [46, Chapter 2 Section 3 Examples 3.2-3.7]):

Lemma C.3. For any \(|\gamma| < \min\{r_n\}\) we have
\[
\|\psi_n(\gamma) - \psi_n^{(0)} - \gamma \psi_n^{(1)}\|_\infty \leq |\gamma|^2 \frac{s_n}{(p_n q_n s_n)^{1/2}} \left(\frac{p_n s_n}{(p_n q_n s_n)^{1/2}} + q_n^{1/2}\right)^2 \left(p_n s_n + q_n + (p_n q_n s_n)^{1/2}\right).
\] (408)

By inserting (405) into (408), we get
\[
\|\psi_n(\gamma) - \psi_n^{(0)} - \gamma \psi_n^{(1)}\|_\infty \leq C |\gamma|^2, \forall |\gamma| < \min\{r_n\}, \forall n \in \mathbb{Z}.
\] (409)

However, as we have seen that \(p_n, q_n, s_n\) are bounded by constants instead of \(c/n\), when considering not only \(T + \gamma T^{(1)}\) but the whole \(T_1\), the best asymptotic estimate that we can get from majorizing series is (still)
\[
\|\psi_n(\gamma) - \psi_n^{(0)} - \gamma \psi_n^{(1)} - \gamma^2 \psi_n^{(2)} - \ldots - \gamma^k \psi_n^{(k)}\|_\infty \leq C^{(k)} |\gamma|^{k+1},
\] (410)

with \(C^{(k)}\) independent of \(n\).

Remark C.2 (Comparison with Laplacian). The asymptotic calculation for the Laplacian operator contains some factor \(1/n\) which comes from [391]. More precisely, it comes from the localization of the eigenvalues and the fact that for the Laplacian operator case \(\mu_n \sim n^2\). Indeed, for the same reason, we can expect some asymptotic behavior of eigenvalues’ gap for fractional Laplacian \(\Delta^s\) when \(s > 1\).
C.3 Asymptotic calculation: can we achieve better estimates than \(O(1)\) for the transformed operator \(A\)?

We have seen from the above calculation that \(\gamma_1\) and \(R_{1,n}(\gamma)\) are \(O(\gamma)\) and \(O(\gamma^2)\) respectively. Thanks to \(\text{(41)}, \text{at least for } L^\infty \text{ norm the } O(1) \text{ type estimates are sharp: there is no decay with respect to } n. \text{ As we have indicated in Remark } 4.2 \text{ the diagonal matrix plays an important role in the estimation. Hence it is natural to ask whether the normalized eigenfunctions of } A \text{ are better than those of } S_0, \text{ as the diagonal coefficients of } J \text{ are 0. The normalized eigenfunctions are given by}

\[
A\psi_n(\gamma) = \mu_n(\gamma)\psi_n(\gamma), \quad \langle \psi_n(\gamma), \chi_n^{(0)} \rangle = 1.
\]  

In this situation, everything we have defined for the calculation of eigenfunctions from \(\text{(395)}\) to \(\text{(134)}\) remain the same if we replace \(J_0\) by \(J\), except for the part of controllability: as \((1,1)\) is replaced by \(\exp\left(\int_0^T \delta(y)dy\right)(1,1)\).

Therefore, from \(\text{(395)}\) and using \(\text{(25)}\) we know that

\[
\psi_n^{(1)} = \frac{3L}{4} \sum_{k \neq n} \frac{(J\psi_n^{(0)}(\gamma), \psi_k^{(0)})}{i\pi(k-n)} \psi_k^{(0)} = \frac{L}{2\pi^2} \sum_{k \neq n} \frac{((-1)^{k-n} - 1)}{n^2 - k^2} \psi_k^{(0)}.
\]  

It is easy to find that

\[
\|\psi_n^{(1)}\|_{(L^2)^2} \rightarrow 0 \quad \text{as } |n| \rightarrow +\infty.
\]  

Moreover, with the help of more precise estimates we are able to prove that

\[
\|\psi_n^{(1)}\|_{\infty} \rightarrow 0 \quad \text{as } |n| \rightarrow +\infty.
\]

The interpolation implies that the same result holds for the \((L^p)^2\) norm. It may be that for the transformed operator we would able to conclude to some better asymptotic estimates rather than \(O(1)\). On the other way around, as we know that the controllability is strongly related to those estimates, see \(\text{(409)}\). The system is controllable only if \(b_n\) is away from 0 in some sense. If for the transformed operator \(A\partial_x + \delta(x)J\) we are able to get some better decay estimates, it would be interesting to use them to investigate the controllability of the system

\[
\partial_t w + A\partial_x w + \delta J w = u_\gamma(t) \begin{pmatrix} 1 \\ 1 \end{pmatrix},
\]

\[
w_1(t, 0) = -w_2(t, 0),
\]

\[
w_2(t, L) = -w_1(t, L),
\]

as this system is more complicated in some sense. More precisely, as it is stated in Remark 4.2 we used the diagonal term of \(J_0\) to simplify the calculation, while in this case the diagonal term disappears and we may need to go for third order of \(\gamma\) or beyond.

D Proof of Proposition 6.1

Proof of Proposition 6.1. As \(\text{(48)}\) Theorem 2 deals with scalar second-order equation, we first define a map \(R\) on \(L^2(0, L)^2\), gluing the two components to form a function of \(L^2(0, L)\) and apply the first order operator twice to recover a second order scalar equation. For \(f \in H^1((0, L); \mathbb{C}^2)\) satisfying \(f^1(L) = -f^2(L)\) we define \(R(f) := \int_0^L f(t) dt\) on \((0, 2L)\) by

\[
\int_0^L f(t) dt = \mathbb{1}_{[0,L]} f_1 - \mathbb{1}_{[L,2L]} f_2(2L - \cdot).
\]  

This is a natural mapping, given the boundary condition \(f_1(L) = -f_2(L)\), and defines an isomorphism between \(H^1(0, 2L)\) and \(\{ f \in H^1((0, L); \mathbb{C}^2) | f_1(L) = -f_2(L) \}\). We extend this definition to \(L^2\) functions
by density, and the resulting map $R$ is, up to a constant, an isometry from $L^2(0, L)^2 \to L^2(0, 2L)$ for their usual scalar products.

Now, notice that the $(f_p)$ are also the eigenfunctions of the operator $-A^2$, for which the following expression can be derived:

$$-(\Lambda \partial_x + \delta(x) J)^2 = -\partial^2_x - \delta(x)^2 J^2 - \Lambda \partial_x (\delta(x) J) - \delta(x) J \Lambda \partial_x$$

$$= -\partial^2_x - \delta(x)^2 J^2 - \delta(x) \Lambda J - \delta(x) J \Lambda \partial_x - \delta(x) J \Lambda \partial_x$$

$$= -\partial^2_x - \delta(x)^2 J^2 - \delta'(x) \Lambda J,$$

the last equality being obtained thanks to the relation

$$\Lambda J + J \Lambda = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \begin{pmatrix} 0 & 1/3 \\ -1/3 & 0 \end{pmatrix} + \begin{pmatrix} 0 & 1/3 \\ -1/3 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

$$= \begin{pmatrix} 1/3 & 1/3 \\ -1/3 & 0 \end{pmatrix} + \begin{pmatrix} 0 & -1/3 \\ -1/3 & 0 \end{pmatrix} = 0.$$

Hence,

$$-A^2 = -\partial^2_x + \frac{1}{3} \begin{pmatrix} \delta(x)^2/3 & -\delta'(x) \\ -\delta'(x) & \delta(x)^2/3 \end{pmatrix},$$

and

$$-A^2 R^{-1} f_k = -\mu_k^2 R^{-1} f_k$$

i.e.

$$-RA^2 R^{-1} f_k = -\mu_k^2 f_k.$$

Now, it is clear from (416) that

$$R \Lambda \partial_x \alpha = \partial_x (R \alpha), \quad \forall \alpha \in H^1, \quad \alpha_1(L) = -\alpha_2(L).$$

Also, for $a \in L^2(0, L)$, we define

$$a := R \begin{pmatrix} a \\ -a \end{pmatrix}.$$  

We have

$$R(af) = a f, \quad \forall f \in L^2(0, L)^2.$$

Finally,

$$R \left( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} f \right) = 1_{[0, L]} f_2 - 1_{[L, 2L]} f_1 (2L - \cdot) = -f(2L - \cdot).$$

From (421), (423), and (424), (420) becomes

$$-\partial^2_x f_k + \frac{\delta^2}{9} f_k + \frac{(\delta')}{3} f_k (2L - \cdot) = -\mu_k^2 f_k$$

so that, using (424),

$$f_k(2L - x) = f_k(x), \quad \forall x \in (0, 2L),$$

and we finally get

$$-\partial^2_x f_k + \frac{\delta^2}{9} f_k + \frac{(\delta')}{3} f_k = -\mu_k^2 f_k.$$

Thus $(f_p)_{p \in \mathbb{Z}}$ is a family of eigenvectors of the operator $\mathcal{L}$ defined by

$$\mathcal{L} u = -\partial^2_x u + \frac{1}{9} \delta^2 u + \frac{1}{3} (\delta') u,$$
with eigenvalues $-\lambda_p^2$ which, from (63), are real and nonnegative. Besides, $(f_p)p \in \mathbb{Z}$ is still an orthonormal basis of $L^2(0, 2L)$. Observe that $(E_p)p \in \mathbb{Z} = (e^{i \pi px/L})p \in \mathbb{Z}$ and is an orthonormal basis of $L^2(0, 2L)$ and a family of eigenvectors of the operator $L_0 = -\partial_x^2$ with associated eigenvalues $(\pi^2 p^2 / L^2)p \in \mathbb{Z}$. Note that $L$ can be written as

$$Lu = -\partial_x^2 u - qu - q_1 u(2L - \cdot)$$

(429)

where $q$ and $q_1$ are both $L^1$ (and in fact $C^\infty$) functions on $(0, 2L)$. We now extend periodically the functions $f_p, E_p$, $q$ and $q_1$ on $(-L, 3L)$ as follows :

$$f_p(\cdot) = f_p(\cdot + 2L), \text{ on } (-L, 0),$$

$$f_p(\cdot) = f_p(\cdot - 2L), \text{ on } (2L, 3L),$$

(430)

and similarly for $E_p$, $q$ and $q_1$. As $f_p(2L) = f_p(0)$ from (416) and (59), the functions $f_p$ thus constructed are continuous on $[-2L, 2L]$. Besides,

$$\|q\|_{L^1(-L, 3L)} = 2\|q\|_{L^1(0, 2L)}, \|q_1\|_{L^1(-L, 3L)} = 2\|q_1\|_{L^1(0, 2L)}.$$

(431)

Then, let a compact interval $K \subset [0, L)$ and consider the restriction of $f_p$ to $K$, one can easily see from (416) that its gluing map corresponds to the restriction of $f_p$ on $\{x \in [0, 2L] | x \in K \text{ or } 2L - x \in K\}$ which is a compact set symmetrical with respect to $L$ and with two connected components. This means that, in order to end the proof of Proposition 6.1, it suffices to show the same type of result as [48, Theorem 2] applied to $(f_p)p \in \mathbb{Z}$ and $(E_p)p \in \mathbb{Z}$, but on compacts of $(-L, 3L)$, symmetrical with respect to $L$ with two connected components only. Observe that [48, Theorem 2] is only given for compact intervals but is also true for compacts with finite number of connected components. Now, the two only differences between our case ans [48, Theorem 2] are that $L$ has a non-local term which is the third term $q_1 u(2L - \cdot)$ in the right-hand side of (429), and that the $f_p$ are continuous but their derivatives are not always continuous and have discontinuities on $D := \{x = 0, x = 2L\}$. Observe, however, that in the proof of [48, Theorem 2], the fact that $f_p$ are eigenvectors of $L$ is only used through the Titchmarsh formula [48] and note that a generalized Titchmarsh formula still holds for this operator and we have, using (428)-(429) and two integration by parts, for $p \in \mathbb{Z}$, and $x \in (-L, 3L)$, $t \in (0, \min(|3L - x|, |x + L|))$

$$f_p(x + t) + f_p(x - t) = 2f_p(x) \cos(\sqrt{-\mu_p^2} t)$$

$$+ \int_{x-t}^{x+t} q(\xi)f_p(\xi) \frac{\sin(\sqrt{-\mu_p^2}(t - |x - \xi|))}{\sqrt{-\mu_p^2}} d\xi$$

$$+ \int_{x-t}^{x+t} q_1(\xi)f_p(2L - \xi) \frac{\sin(\sqrt{-\mu_p^2}(t - |x - \xi|))}{\sqrt{-\mu_p^2}} d\xi$$

$$+ \sum_{x_i \in (x-t, x+t) \cap D} \frac{\sin(\sqrt{-\mu_p^2}(t - |x - x_1|))}{\sqrt{-\mu_p^2}} \left(f_p'(x_1^+) - f_p'(x_1^-)\right).$$

(432)

As expected, the two differences with [48, Theorem 2] are now translated in the appearance of the third and fourth terms that do not appear in the case of [48, Theorem 2]. Now observe that in the proof of [48, Theorem 2], the second term of the right-hand side is each time bounded using the $L^\infty$ norm of $f_p$ and $Q = \|q\|_{L^1(0,L)}$. Thus, to adapt the proof of [48, Theorem 2], all we have to do is to provide the same type of bounds at each step for the third and fourth terms. As for any compact $K \subset (-L, 3L)$ symmetrical with respect to $L$, $\|f_p\|_{L^\infty(K)} = \|f_p(2L - \cdot)\|_{L^\infty(K)}$, the same bounds hold in our case for the third term replacing $Q$ by $\|q\|_{L^1(-L,3L)} + \|q_1\|_{L^1(-L,3L)}$. To deal with the fourth term, we need to study the jump ¹For the sake of rigor let us note that when $K = [a, b]$ is symmetrical with respect to $L$, $K_R = [a - R, b + R]$ is also symmetrical with respect to $L$. ¹
discontinuities \( f_P'(x_1^+) - f_P'(x_1^-) \). From the definition of \( f_P \), one has

\[
\begin{align*}
\partial_x f_P - \frac{\delta}{3} f_P(2L - x) + \mu p f_P &= 0 \quad \text{for } x \in (0, L) \cup (2L, 3L), \\
\partial_x f_P + \frac{\delta}{3} f_P(2L - x) + \mu p f_P &= 0 \quad \text{for } x \in (-L, 0) \cup (L, 2L).
\end{align*}
\] (433)

Thus for \( x_1 \in D \), one has

\[
f_P'(x_1^+) - f_P'(x_1^-) = 2\delta(x_1) f_P(x_1)
\] (434)

which implies, for \( x_1 \in K \), that

\[
|f_P'(x_1^+) - f_P'(x_1^-)| \leq C\|f_P\|_{L^\infty(K)}.
\] (435)

where \( C \) is a constant independent of \( p \). With this in mind, and noting that for any compact \( K, K \cap D \) has a finite cardinal \( N_K \leq 2 \) depending only on \( K \), we can bound the fourth term of (432) as in [48 Theorem 2]. More precisely we have:

1. For Lemma 1 of [48], with \( R > 0 \) such that \( x + 2R \in K \), integrating the fourth term on \((0, R)\) gives

\[
\begin{align*}
\left| \int_0^R \sum_{x_1 \in (x-t,x+t) \cap D} \frac{\sin(\sqrt{-\mu_p^2}(t - |x - x_1|))}{\sqrt{-\mu_p^2}} (f_P'(x_1^+) - f_P'(x_1^-))dt \right| \\
\leq AC\|f_P\|_{L^\infty(K)} \int_0^R \sum_{x_1 \in (x-t,x+t) \cap D} |t - |x - x_1||dt \\
\leq AC\|f_P\|_{L^\infty(K)} N_K R^2,
\end{align*}
\] (436)

where we used in the last line that \( x_1 \in (x-t,x+t) \) and where \( A = 1 \) but corresponds to the constant \( A \) in [48]. Thus, this bound is similar to the bound obtained in [48] for the second term of (432) replacing \( Q \) with \( Q = C N_K \). The proof of the first part a) of Theorem 1 in [48] follows directly.

2. For the part b) of Theorem 1 in [48], one has, with \( x \in K \) and \( K_R \) is the compact extension of \( K \) given by \( \{x \in \mathcal{B}_y(R) | y \in K\} \), where \( \mathcal{B}_y(R) \) is the ball centered in \( y \) of radius \( R \),

\[
\begin{align*}
\left| \int_0^R \sum_{x_1 \in (x-t,x+t) \cap D} \frac{\sin(\sqrt{-\mu_p^2}(t - |x - x_1|))}{\sqrt{-\mu_p^2}} (f_P'(x_1^+) - f_P'(x_1^-))dt \right| \\
\leq C\|f_P\|_{L^\infty(K_R)} \int_0^R \sum_{x_1 \in (x-t,x+t) \cap D} \frac{\sin(\sqrt{-\mu_p^2}(t - |x - x_1|))}{\sqrt{-\mu_p^2}} dt \\
\leq C\|f_P\|_{L^\infty(K_R)} 2 \frac{R + 1}{1 + \sqrt{-\mu_p^2}} N_K R
\end{align*}
\] (437)

Now, for \( t \in [0, R] \) and \( x_1 \in (x-t,x+t) \), we have \( (t - |x - x_1|) \in [0, R] \), which implies that

\[
\frac{\sin(\sqrt{-\mu_p^2}(t - |x - x_1|))}{\sqrt{-\mu_p^2}} \leq 2 \frac{R + 1}{1 + \sqrt{-\mu_p^2}}.
\] (438)

Thus, (437) becomes

\[
\begin{align*}
\left| \int_0^R \sum_{x_1 \in (x-t,x+t) \cap D} \frac{\sin(\sqrt{-\mu_p^2}(t - |x - x_1|))}{\sqrt{-\mu_p^2}} (f_P'(x_1^+) - f_P'(x_1^-))dt \right| \\
\leq C\|f_P\|_{L^\infty(K_R)} 2 \frac{R + 1}{1 + \sqrt{-\mu_p^2}} N_K R
\end{align*}
\] (439)
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and we have once again a bound similar to the bound obtained in [48] for the second term of [132] with $Q = CN_K$.

3. Finally, one can do the same with the proof of Theorem 2 by noting that Lemma 3 and 4 still holds identically and that

$$
\int_0^R \frac{\sin(\mu t)}{\pi t} \sum_{x_1 \in (x-t,x_t) \cap D} \frac{\sin(-\mu^2 p(t - |x-x_1|))}{\sqrt{-\mu^2}} (f^+_p(x_1^+) - f^-_p(x_1^-)) dt
\]

$$
= \sum_{|x-x_1| \leq R \cap D} \int_{|x-x_1|}^R \frac{\sin(\mu t)}{\pi t} \frac{\sin(-\mu^2 p(t - |x-x_1|))}{\sqrt{-\mu^2}} (f^+_p(x_1^+) - f^-_p(x_1^-)) dt. \tag{440}
$$

Thus, we can overall apply the results of [48] by replacing $Q$ with $Q = 2(\|q\|_{L^1(0,2L)} + \|q_1\|_{L^1(0,2L)}) + CN_K$. Thus, we still have from [48, Theorem 2]

$$
\lim_{\mu \to +\infty} \sup_{x \in K} \left| \sum_{|Im(\mu)| < \mu} \left( \langle f, f_p \rangle f_p(x) - \sum_{|Im(\mu^{(0)})| < \mu} \langle f, E_p \rangle E_p(x) \right) \right| = 0. \tag{441}
$$

Choosing now the compact $K = [-L/2,5L/2] \subseteq (-L,3L)$ and symmetrical with respect to $L$, one can see that for any $x \in [0,L], x \in K$ and $2L - x \in K$. Thus

$$
\lim_{\mu \to +\infty} \sup_{x \in K} |\sigma_\mu(f,x) - p_\mu(f,x)| = 0. \tag{442}
$$

This ends the proof of Lemma 6.1. \hfill \Box

## E Expression of the feedback law in the physical coordinates

As in the above, in order to alleviate notations, we drop the dependency in $\gamma$ in all relevant notations.

In this appendix, we show that [14] implies (257) after the change of variables described in Subsection 1.3. Let $(h_n, v_n)_{n \in \mathbb{Z}}$ be the Riesz basis of $(L^2)^2$ of eigenvectors associated to the problem [5]–[6]. We first construct an orthonormal basis $(f_n)$ of $(L^2)^2$ of eigenvectors of $A$ deduced from $(h_n, v_n)_{n \in \mathbb{Z}}$ by applying the change of variables described in Subsection 1.3. Looking at [15]–[51] this family $(f_n)$ is given by

$$
f_n = \exp \left( \int_0^z \delta(x) dx \right) S(r(\cdot)) \left( \begin{array}{c} h_n \\ v_n \end{array} \right) \left( r(\cdot) \right), \tag{443} \]

where

$$
S = \left( \begin{array}{cc} \frac{1}{\pi^\gamma} & 1 \\ -\frac{1}{\pi^\gamma} & 1 \end{array} \right) \tag{444} \]

and $r$ is the bijection from $[0,L]$ to $[0,L]$ defined by

$$
r^{-1} : x \to \frac{L}{2 \gamma^2} \left( \sqrt{1 + \frac{\gamma t}{2}} - \sqrt{1 - \frac{\gamma t}{2}} \right). \tag{445} \]

As the transformations given in [15]–[26] define a diffeomorphism, $(f_n)$ is indeed a Riesz basis of $(L^2)^2$ of eigenvectors of $A$ given by (58).

Thus, from Section 4.6 the exponential stability holds provided that $F \in \mathcal{E}'$ satisfies (257). We are now going to show that (257) indeed holds, using the hypothesis (14) on $(h_n, v_n)$ and [93].
Let $F \in E'$ be a feedback law. From (93) and (15)–(33), one has

$$u_{\gamma}(t) = \left( \langle \zeta(t, \cdot), F \rangle + \zeta_0 \langle f_0, F \rangle \right), \quad (446)$$

and

$$\langle \zeta(t, \cdot), F \rangle = \exp \left( \int_0^z \delta(x) dx \right) S(r(\cdot)) \left( \frac{h}{v} \right) (L, t/L, r(\cdot), F). \quad (447)$$

Thus there exists $F_1 \in D'_\gamma$ such that

$$\langle \zeta(L/L, t, \cdot, F) \rangle = \langle (h/v) (t, \cdot), F_1 \rangle, \quad (448)$$

and therefore from $443$

$$\langle f_n, F \rangle = \langle (h_n/v_n), F_1 \rangle. \quad (449)$$

Now if $F_1$ satisfies (14), one has using (444) and (443)

$$\langle f_n, F \rangle = -2 \tanh(\mu L) \frac{(f_{n,1}(0))^2}{\int_0^L f_{n,1}(x) + f_{n,2}(x) dx}, \quad \forall n \in \mathbb{Z}, \quad (450)$$

which is exactly (257), noting that $f_{n,1}$ is real from (64). Finally, as we restrict ourselves to solutions of the system (56), (34) with $\zeta_0(0) = 0$ (see (96)), and from (448), the control under the form (12)–(13) corresponds exactly to (446).

Finally, to get the final exponential decay rate for (5)–(6) with feedback $F'_\gamma$, let us recall that we operated a scaling in time in (26), so the decay rate is

$$\frac{3}{4} \mu L \frac{\log L}{L^\gamma} \xrightarrow{\gamma \to 0} \frac{3}{8} \mu. \quad (451)$$

In particular, for $\gamma > 0$ small enough,

$$\frac{3}{4} \mu L \frac{\log L}{L^\gamma} \geq \frac{\mu}{4}. \quad (452)$$

which gives us the decay rate of Theorem 1.1.

**Remark E.1.** Note that the conditions (14) and (257) remain the same when the basis under consideration is renormalized.
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