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INTRODUCTION The challenges facing listeners 
tasked to identify speakers are well documented.1 2 3 
In addition to providing listeners with high-quality 
speech recordings that accurately represent the 
speakers, the method of presentation itself is 
equally important.4 5 Numerous perception studies 
have employed a binary approach, where 
participants are asked to judge whether two speech 
recordings are similar or different, as a way of 
examining the effects of such things as noise,6 
language familiarity,7 8 and stimuli selection 
methods.9 Oftentimes this requires numerous tests, 
which can be time-consuming for participants and 
experimenters. Moreover, there persists concern for 
memory bias, as a “fresh” voice is not equivalent to 
a voice that was presented in a previous binary test. 

As an alternative, we proposed the development of 
perpetual clustering method, which is often 
employed in the domain of machine learning.10 11 
We theorized that this approach would allow users 
to better personalize their engagements with speech 
materials and organize their proximities in relation 
to their perceived likeness. In addition, it was more 
economical in terms of the number of trials required 
to assess a listener’s ability to identify speakers. 

In order to study the speaker discrimination 
performance of human participants using a 
perceptual clustering interface, it was important to 
organize and select stimuli based on how listeners 
perceive them as similar or different. Studies 
suggest listeners rely on a common set of acoustic 
features to identify speakers.12 13 It is common in 
the development of automatic voice recognition and 
speaker identification system to extract MFCCs or 
LFCCs from speech recordings to train models. A 
popular trend in the field involves the 
transformation of these features into i-vectors, 
which are then used for training and testing, and has 
been shown to be quite accurate in identifying 
speakers.14 15 Recent work has shown that Cosine 
Distance Scoring (CDS) with Within-Class 
covariance normalization (WCCM) is similarly 
effective while reducing the complexity of the 
task.16 Our second objective was to examine the 

relationships between participant performance and 
the CDS scores generated from i-vectors. 

METHODS Speech recordings were selected from 
the PTSVox database,17 which included 24 
francophone speakers (12 female and 12 male) who 
recited three French-texts into a Zoom H4N stereo 
microphone (sampling rate: 44.1 kHz; bit depth: 16-
bit) over the course of two recording sessions 
(mean duration 118.96 ± 17.54 s). Using the ALIZE 
system,18 19 MFCCs, deltas, and delta-deltas (57 
total features) were extracted and normalized from 
each recording and used to calculate i-vectors (200 
dimensions). CDS were then calculated between 
each i-vector, whereupon the WCCM was 
computed over the entire set. Two groups of five 
speakers were selected, such that the Alpha group 
was composed of speakers with the greatest 
distance between them, whereas as the Betha group 
was composed of speakers with the smallest 
distance between them. For each speaker, twelve 
utterances were selected (120 recordings; mean 
duration 1.47 ± 0.51 s). Groups divided the six 
sessions, such that each session was balanced and 
composed of four different (non-repeating) chunks 
per speaker. 

Twenty-four people, who self-reported good 
hearing, participated in our study. Their task was to 
group 20 speech recordings into five cluster groups, 
where each cluster represented a unique speaker. To 
do this, they used the TCL-LABX interface,19 
which allowed them to move recordings in a 2-D 
space and assign them to different clusters. They 
completed six sessions. 

The Mathews Correlation Coefficient (MCC) was 
selected to determine how accurate the participants 
were at discriminating speakers (1), where TP, TN, 
FP, FN represent the selections that were “true 
positive,” “true negative,” “false positive,” and 
“false negative,” respectively. The mode speaker in 
each cluster was used to calculate the MCC and the 
MCC mean and standard deviation for each speaker 
was taken. 

𝑀𝐶𝐶 = !"∗!" !(!"∗!")

!"!!" ∗ !"!!" ∗ !"!!" ∗(!"!!")
											(1) 

RESULTS To examine participant performance 
discriminating speakers, Two-level nested ANOVA 
procedures were applied to MCC mean and 
standard deviation for groups with different 
speakers. We found a main effect on groups for 
MCC mean F1,240 = 32.92, p < 0.001, 𝜂!! = 0.12, and 
no significance between speakers within each 
group, p > 0.05. Post-hoc tests revealed the Alpha 
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group had a higher MCC mean (0.94 ±	0.20) when 
compared to the Betha group (0.8 ±	 0.02), p < 
0.001. Similarly we found a main effect on MCC 
standard deviation F1,240 = 26.04, p < 0.001, 𝜂!! = 
0.1, but again no significance between speakers 
within each group, p > 0.05. Post-hoc tests revealed 
the Alpha group had a lower MCC standard 
deviation (0.08 ±	0.02) when compared to the Betha 
group (0.2 ±	0.02), p < 0.001 (Figure 1 – Top). 

	

Figure 1-Top. Mean (Left) and standard deviation (Right) of 
participant Mathews Correlation coefficients (MCC) per group. 
Diamonds and vertical lines represent the means and standard 
errors, respectively. {***} signifies p < 0.001 with 𝛼 = 0.05. 
Figure 1-Bottom. Linear regression models comparing CDS and 
MCC metrics: mean (Left) R2 = 0.61, p = 0.01, and standard 
deviation (Right) R2 = 0.51, p = 0.02. Circles and vertical lines 
represent the means and standard errors, respectively. The text 
indicates speaker id. 

Next we examined whether our method of selecting 
and grouping speakers played a role in participant 
performance. Using the CDS that were generated to 
make speaker group selections, we calculated the 
mean and standard deviation of difference between 
each speaker and the other speakers in its group. 
We then used these metrics with linear regression 
models to examine whether they could be used to 
estimate participant performance discriminating 
speakers. The speaker CDS mean difference 
estimated the MCC mean at R2 = 0.61, p = 0.01, 

whereas the speaker CDS standard deviation 
estimated the MCC standard deviation at R2 = 0.51, 
p = 0.02 (Figure 1-Bottom). 

DISCUSSION This study demonstrated that users 
were able to use a clustering interface to make 
discriminations based on their perceived differences 
between speech recordings. Participants performed 
at a relatively high level, as indicated by the mean 
and standard MCC values, which suggests they 
found the interface easy to navigate and efficient to 
use. In addition, the significant differences between 
groups also underscore the importance of 
developing methods for selecting and grouping 
speakers. We observed that as the CDS mean 
increased, participants were less accurate 
discriminating speakers, and, conversely, as the 
CDS standard deviation decreased, participants 
showed greater variability. These findings have led 
us to develop a new study to compare the effects of 
presentation on users performing speaker 
discrimination tasks with similar speaker stimuli. 
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