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Abstract—Model-driven engineering relies on effective collaboration between different teams which introduces complex model management challenges. DSE Merge aims to efficiently merge model versions created by various collaborators using search-based exploration of solution candidates that represent conflict-free merged models guided by domain-specific knowledge.

In this paper, we report how we systematically evaluated the efficiency of the DSE Merge technique from the user point of view using a reactive experimental Software engineering approach. The empirical tests included the involvement of the intended end users (i.e. engineers), namely undergraduate students, which were expected to confirm the impact of design decisions. In particular, we asked users to merge the different versions of the same model using DSE Merge when compared to using Diff Merge. The experiment showed that to use DSE Merge participant required lower cognitive effort, and expressed their preference and satisfaction with it.

Index Terms—Domain-Specific Languages, Usability Evaluation, Software Language Engineering

I. INTRODUCTION

Model Driven Engineering (MDE) of critical cyber-physical systems (like in the avionics or automotive domain) is a collaborative effort involving heterogeneous teams which introduces significant challenges for efficient model management. While existing integrated development environments (IDEs) offer practical support for managing traditional software like source code, models as design artefacts in those tools are inherently more complex to manipulate than textual source code.

Industrial collaboration relies on version control systems (like Git or SVN) where differencing and merging artefacts is a frequent task for engineers. However, model difference and model merge turned out to be a difficult challenge due to the graph-like nature of models and the complexity of certain operations (e.g. hierarchy refactoring) that are common today.

In the paper, we focus on an open source tool developed within the MONDO European FP7 project [1] called DSE Merge [2]. DSE Merge presents a novel technique for search-based automated model merge [3] which builds on off-the-shelf tools for model comparison, but uses guided rule-based design space exploration (DSE) [4] for merging models. In general, rule-based DSE aims to search and identify various design candidates to fulfill specific structural and numeric constraints. The exploration starts with an initial model and systematically traverses paths by applying operators. In this context, the results of model comparison will be the initial model, while target design candidates will represent the conflict-free merged model.

While existing model merge approaches detect conflicts statically in a preprocessing phase, this DSE technique carries out conflict detection dynamically, during exploration time as conflicting rule activations and constraint violations. Then multiple consistent resolutions of conflicts are presented to the domain experts. This technique allows incorporating domain-specific knowledge into the merge process with additional constraints, goals and operations to provide better solutions.

II. EVALUATION APPROACH

Practitioners are still experiencing problems to adopt modelling techniques in practice. Among other factors, developers seem to underestimate the importance of properly aligning the developed modelling tooling to support the techniques with the needs of their end users. We argue that this can only be done by properly assessing the impact of using the technique in a realistic context of use by its target domain users. Investment in the usability evaluation is justified by the reduction of development costs and increased revenues enabled by an improved effectiveness and efficiency [5].

Existing Experimental Software Engineering techniques [6] combined with Usability Engineering [7] can be adopted to support such evaluations [8]. This includes the application of experimental approaches, testing empirically with humans, and using systematic techniques to confirm the impact of design decisions on the usability of the developed tools.

Language usability can be defined as the degree to which a language can be used by specific users to meet their needs to achieve particular goals with effectiveness, efficiency and satisfaction in a particular context of use (adapted for the specific case of languages from [9]).

User-centered design (UCD) [10], [11] can contribute to more usable DSLs. For example, [12] presented an innovative visualisation environment, which eases and makes more effective the experimental evaluation process, implemented with the help of UCD. A visual query system was also designed and implemented following the UCD approach [13].

Conducting language usability evaluations is slowly being recognised as an essential step in the Language Engineering lifecycle [14]. An iterative approach allows us to trace usability
requirements and the impact of usability recommendations throughout the DSL development process [8].

III. EXPERIMENT

A. Experiment Preparation

The subjects with a different level of modelling expertise were selected to participate in experiment execution based on an online survey held before the experiment. Meanwhile, the development team prepared a demo for DSE Merge tool, the tasks and training material, and finally the virtual machine environment. The materials were evaluated during the pilot session that took place before the experiment execution. The participants of the pilot session were two academics that did not participate in the development of the evaluated tool.

Before starting the experiment, decisions have to be made concerning the context of the experiment, the hypotheses under study, the set of independent and dependent variables that will be used to evaluate the hypotheses, the selection of subjects participating in the experiment, the experiment’s design and instrumentation, and also an evaluation of the experiment’s validity [8]. The outcome of planning is the experimental evaluation design, which should encompass enough details to be independently replicable.

B. Experiment Objective

Our experiment addresses the following research question:

- How usable is the proposed technique for performing the model merge operations when compared to the alternative?

In particular we tested the following hypotheses regarding the use of DSE Merge when compared to the alternative:

- **Engineers can perform model merge operations …**
  - **H1:** more effectively, producing correct results (i.e. merged models are of better quality).
  - **H2:** more efficiently (i.e. obtained faster merged models).
  - **H3:** more satisfactory (i.e. the modelling activity is perceived as more pleasant)
  - **H4:** with less cognitive effort (i.e. lower modelling workload)

C. Experiment Context

The planning of the experiment started by defining explicitly the context of use for technology under evaluation, namely DSE Merge tool. The alternative, i.e. baseline support for model merge problem that is suitable for experimental comparison is identified to be the following:

- **Diff Merge** [15] shows all the changes to the user where the changes have to be applied manually one by one. Its strength is the user-friendly UI which is very intuitive for the novice users.
- **EMF Compare** [16] is default comparison and merge tool in the Eclipse environment. In each step, the tool shows only a subset of the changes that the user has to apply into the merge model. Its strength is the capability of handling very complex impacts of changes.

The alternative solutions are meant to support software engineers during the model merge process. The additional benefit claimed for the DSE Merge tool is its power to support domain experts in the same process without requiring from these experts a high level of programming expertise. DSE Merge is claimed to empower incorporation of domain-specific knowledge explicitly into the merge process. However, these two benefits can only be evaluated afterwards. This experiment was scoped to the similar context as alternative supports, to confirm its benefits in the familiar context described as follows:

- **User Profile** - target users for this experiment are expected to be software engineers
- **Technology** - all three tools are running over Eclipse IDE. OS during evaluation was Windows 7 on Desktop computer (Intel(R) Core(TM) i5 650@3.2GHz, 8 GB RAM, 19") or Lenovo Thinkpad T61p laptop (Intel T7700@2.4GHz, 4GB RAM, 15.4"). The two languages were tested per subject in the same machine.
- **Social and Physical environment** - the tool is expected to be used in a typical office environment, where the user is working individually by the desk using a laptop or desktop computer. Interaction is performed by use of the mouse, keyboard and the monitor.
- **Domain** - the domain chosen for the experiment was the Wind Turbine case study [17] developed by the industrial partners of the MONDO European Project, as it was previously well-defined and understood by our team.
- **Workflow** - due to the existence of the two different versions representing the same instance model, the user needs to find the best merge solution. The problem is more complex depending on the number of conflicts between the models. We defined the task (T0) as representative to problem reasoning based on domain example.

D. Experiment Flow

The experiment took place at the Budapest University of Technology and Economics [18]. The experimental process started by **Learning Session**, during which the subjects filled the Background questionnaire. After this they continue to solve the exercises during **Task Session** which was video recorded. Finally, during **Feedback Session** participants filled final questionnaire rating tools that they have used. Figure 1 depicts the flow of activities during the experiment, explicitly shows documents and treatments that were provided to participants, as well as the instruments that were used to collect the data.

1) **Training materials:** In the Learning Session the participants were allowed to ask questions and were provided with:

   - the Wind Turbine Control System meta-model.
   - the EMF-models demo video describing the use of Eclipse Modelling IDE and model merge problem.

During the Tool Session participants were not allowed to ask any question until the session was finished and were provided with following documents for each evaluated tool:

   - the Demo video describing the use of the tool through a presentation of the task T0 that was defined in the experimental workflow context.
During the pilot session, the participants were asked to give the feedback about training directly on the printed materials. Time was estimated to be 10 minutes for Learning Session, while 5 minutes for each Tool Sessions.

2) Experiment instruments and measurements: These factors are presented in Table I.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile</td>
<td>Availability Form, Background Questionnaire [0-5]</td>
</tr>
<tr>
<td>Duration</td>
<td>Video recording</td>
</tr>
<tr>
<td>Success</td>
<td>Eclipse project delivery [0-1]</td>
</tr>
<tr>
<td>Cognitive Effort</td>
<td>NASA TLX Scale [0-1]</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>Satisfaction Questionnaire [-1]-1]</td>
</tr>
<tr>
<td>Preference</td>
<td>Feedback Questionnaire 0 or 1</td>
</tr>
</tbody>
</table>

The data for calculating the Profile factor was collected through Availability and Background questionnaire. The Profile is influenced by experience in: Modelling; Education and programming; EMF Compare tool; Diff Merge tool; DSE Merge tool; and Wind Turbine metamodel. The Profile score (scaling from 0-5) was calculated as the average of all six Experience factors, to which it was added the value of 1 in a case that person had relevant Industry experience. In another case the person was assumed to be Academic.

Duration reflects the actual time taken to solve the tasks and was captured through video analysis.

Success reflects the multiplication of the Success Factor and the Quality Factor. The Quality Factor is defined for each task separately with the following values: 0, 0.25, 0.5, 0.75, 1. These predefined values reflect the number of conflicts that were resolved in contrast with a number of possible correct solutions delivered. The Success Factor took the following values: 1 (if the project reflects the set of correct solutions and is delivered with success); 0.5 (project delivered but is not reflecting the set of correct solutions); 0 (no project delivery). The time to complete the 4 tasks was limited.

Cognitive Effort reflects the participant’s workload during solving the task and is measured by a NASA TLX Scale [19]. The Satisfaction scale was reflecting average values regarding the following factors: Easy of Use; Confidence; Readability and Understandability of User Interface; Expressiveness; Suitability for complex problems; and Learnability.

The Preference factor reflects a clear preference toward one of the tools used based on a subset of Satisfaction criteria, that is annulled if in conflict with the same factor collected using Satisfaction Questionnaire.

All defined instruments were used during the pilot session. In an interview, the evaluator collected the suggestions and doubts regarding the surveys developed for the experiment.

3) Tasks: The representative tasks, of different level of complexity (see Table II), were defined and analysed to be used during experiment execution. During the pilot session, the cognitive effort for each task was estimated to be similar. Time was ranging between 3-5 minutes, while the success rate was high and it was a bit lower for more complex tasks.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model Size</th>
<th>Change Size</th>
<th>Solutions</th>
<th>Cognitive Effort</th>
<th>Time</th>
<th>Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Small</td>
<td>4</td>
<td>2</td>
<td>25.83</td>
<td>3:32</td>
<td>1</td>
</tr>
<tr>
<td>T2</td>
<td>Small</td>
<td>12</td>
<td>8</td>
<td>28.61</td>
<td>4:59</td>
<td>1</td>
</tr>
<tr>
<td>T3</td>
<td>Big</td>
<td>6</td>
<td>2</td>
<td>20.55</td>
<td>3:18</td>
<td>0.88</td>
</tr>
<tr>
<td>T4</td>
<td>Big</td>
<td>54</td>
<td>&gt;million</td>
<td>24.02</td>
<td>4:27</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Based on the obtained results and opinions of the participants during Pilot Session, Diff Merge was found to be a better alternative to DSE Merge for the designated tasks. Thus EMF Compare was excluded from the main experiment and left to be optional for the participants after solving the exercises using...
the evaluated tools. The experimental groups were divided into two (G1, G2). G1 received the first Tool Session for Diff Merge and then DSE Merge. G2 had the opposite sequence of G1.

IV. RESULTS

Subjects background - Out of 15 participants, 8 of them were from industry and 7 from academia. Most participants were experienced in programming and modelling, but none of them had experience in the Wind Turbine domain. Some participants had previous experience with alternative tools (mostly with EMF Compare), but only one had some basic knowledge of DSE Merge.

Comparative results - We compare the results for DSE Merge and Diff Merge in Table III. For each measured attribute, we present its mean value with Diff Merge, its mean value with DSE Merge, the mean difference between both, the standard error of that difference, the 95% confidence interval. 

It was observed that the means were slightly faster with DSE Merge, we found no statistically significant difference concerning frustration or user interface. Finally, concerning H4, overall, we found evidence supporting the hypothesis that the overall cognitive effort (NASA TLX global score) using DSE Merge was lower than using Diff merge. The difference is not attributable to any of the individual TLX scores.

Table IV: Subject Background

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>G1</th>
<th>G2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants</td>
<td>15</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>Profile</td>
<td>1.65</td>
<td>1.92</td>
<td>1.39</td>
</tr>
<tr>
<td>Industry</td>
<td>56%</td>
<td>67%</td>
<td>44%</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The results of the presented empirical study show that DSE Merge has clear advantages regarding the satisfaction (H3) of their users and the cognitive effort (H4) required to use it. As future work, we plan to extend this study to subject modellers from the community of both practitioners and academics from outside the Budapest University. For that, we will make use of crowdsourcing platforms. This will allow us to improve both the statistical relevance of this study as well as to minimise the previously identified threat validity of the subjects representativity.
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