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The devices used for such an application have to be cheap

since their number would be high. They also have to be

energy-efficient; then, it is compulsory to use low energy

consuming communications protocols. This constraint implies

that a cellular or Wi-Fi network could not be used because

consuming too much energy. Protocols such as the IEEE

802.15.4 fit for this situation. Having recourse to this family

of protocols implies that the network would suffer from many

link disruptions. This is why we focus here on a Disruption

Tolerant Network (DTN) for IoT with opportunistic contacts.

In [4], the authors propose a forwarding-based DTN routing

protocol named Link Contact Duration-based Routing Protocol

(LCD). This solution uses the intercontact duration and the

number of messages to determine which messages have to

be sent to which relay. LCD achieves good performance but

it is compared only to other forwarding-based protocols with

one mobility dataset. Maybe some replications-based protocols

could achieve better performance. Furthermore, the mobility

dataset used for simulations is from a bus network which is

predictable in advance with the timetables. That is why, we

use several mobility datasets, so that our conclusions do not

apply only for one kind of mobility.

As the authors of [5] explain, DTN routing protocols can be

classified into three categories which are based on forwarding,

replication with or without quota. Quota and flooding based

protocols are the two sub-categories of replica-based routing

protocols. MaxProp [6] and Prophet [7] are the most known

flooding-based routing protocols while Spray And Wait [8] is

a very efficient and simple quota-based routing protocols with

a first phase where the replicas are spread among the nodes

then a second phase where each replica might only be sent to

the destination. Epidemic [9] is also a flooding-based protocol

where at each contact nodes send to each other every single

message that the other node does not have in memory and

never carried. Encounter-Based Routing (EBR) [5] is a quota-

based routing protocol which is very elegant by taking into

consideration the past encounters with destinations while not

wasting memory resource with unnecessary replicas.

MaxProp, Prophet and EBR provide high performance in

a mobile and opportunistic networks but are very complex.

Some elegant solutions might be too complex to fit on IoT

devices such as WSN430 [10] with very limited ROM (48

kB) and RAM (10 kB) [11].

Abstract—Crowdsensing is, for a few years, a hot topic. Until 
now, research on crowdsensing mainly focused on scenarios 
with devices such as smartphones with huge memory and high 
computive skills. With the development of the Internet of Things 
(IoT), crowdsensing can be envisaged with other constraints. 
Indeed, some IoT nodes are mobile but with limitations about 
storage and processing capabilities, then connectivity disruptions 
might occur between the nodes. These issues are tackled by a 
Disruption Tolerant Networking architecture. In this article, we 
focus on a subset of IoT, Mobile Sensing Networks (MSN). We 
propose then, a mechanism which respects the constraints of 
the nodes and maintains high performance. This mechanism, the 
multi-level FREAK, uses the mean frequency of contacts with 
the destination. The metrics drives the transmission. Since some 
nodes might not meet the destination nor nodes meeting the 
destination, we had the idea of a multi-level metrics to allow these 
“disconnected” nodes to transmit data to the destination. We 
evaluate our proposal through simulations based on several real 
mobility traces. Our solution outperforms reference replication 
and quota-based DTN solutions.

Index Terms—Internet of Things, Disruption Tolerant Net-
working, Opportunistic network, Data transmission.

I. INTRODUCTION

The interest for the Internet of Things (IoT) has been

growing in the last few years. Cisco forecasts that the IoT will

generate $19 trillion over the next decade [1]. The spectrum of

applications which can benefit from IoT is very large. Indeed,

these applications go from personal private uses to urban and

smart cities purposes [2].

With IoT for a personal usage, people can follow metrics

such as how many steps they have accomplished along the

day or if their potted plants require more water. In a smart 
city context, the applications might use static sensing nodes

with smart metering or air pollution monitoring [3].

Nevertheless, when talking about static IoT nodes, it is

compulsory to analyse before deployment the limits of the

network to sense this data in order to optimize the placement 
of nodes. Mobile IoT does not suffer from this constraint.

Considering an air pollution monitoring scenario, it is possible

to collect data measurements with mobile sensors which would

be installed on city bus or on bikes of a bicycle-sharing system.

A system combining sensors from buses and from bikes would

allow to take measurements from several patterns with buses

and measurements from other locations thanks to the bikes.



Most DTN studies focus on peer-to-peer communications

meaning the data exchanged in the network goes from random

sources to random destinations. These settings allow to model

communications to exchange data between entities in the

network such as text messages between two humans or pieces

of a navigation map within a vehicular network. Nevertheless,

when considering crowdsensing, the main goal is to be able to

retrieve data from the sensing nodes to a gathering machine

whose aim is to store data. In the specific case of crowdsensing

with IoT, the energy constraint limits the ability of nodes

to communicate with an infrastructure network. We consider

that one or few nodes of the mobile sensing network serves

as gateway between mobile IoT nodes and an infrastructure

network able to communicate with the storing server.

This paper is organised as follows. We present in a first

time the proposed mechanism in section II then we describe

the tools and datasets we used to evaluate our proposal in

section III before analysing the results of the simulations in

section IV and finally we conclude on what we learned from

this study in section V.

II. WHERE THE MULTI-LEVEL FREAK COMES FROM

One of the most important limitation of the context of

this study is the low memory and computation skills of the

devices intended to be used in mobile sensing IoT. Because

of this hardware constraint most smart DTN solutions cannot

be implemented on the nodes. We use for comparison some

of the best mainstream DTN routing protocols but we have to

keep in mind that the algorithms used by these solutions are

too greedy with resources. The comparison allows us to check

if our proposal performs well compared to solutions requiring

a lot more resource to work.

As the authors of [5] claim, it might be possible to infer

future encounters based on the ones that occured in the

past. The FREAK solution, whose main idea is that only the

frequency of encounters with the set of destinations matters,

appears to be a good option. Nonetheless, we have to take into

consideration the fact that nodes might have a mobility pattern

which leaves them too far from the destination; and even too

far from nodes close to the destination. A simple example

would be a scenario where two nodes N and M never meet

the destination D and where a third node L would meet the

destination. N never meets L, but M does. With the FREAK

solution, N shall not send to M because its value of the metric

is bad as the one of N. But since M can forward data to L

which meets the destination, N should transmit data to M to

reach the destination.

That is why, we inspired from the results on κ-vicinity

from [12] to extend the simple FREAK solution [13] in a

mechanism which would take benefit from multi-hop contacts.

With this solution, that we named multi-level FREAK (ML-

FREAK) DTN, we should be able to decrease problems like

described earlier, that might occur in some networks.

Now that we explained the motivations to propose our ML-

FREAK solution, we describe the behaviour of the protocol.

Before the transmission of any data packet (named Bundles

when using the DTN Bundle Protocol [14]), when two nodes

meet, they exchange their values of the metrics. We use an

array of frequencies with groups. The first value of the array

is the frequency of encounters between the node and the set of

destinations. The second value is the frequency of encounters

between the node and a set of nodes meeting the destination;

and so on. We limited to an array of eight values in order to

limit the impact on the memory of the nodes. Furthermore,

we believe that given a network not exceeding the size of a

city, eight hops is enough to cover the whole area.

Once the nodes exchanged their vector of metrics, they run

the algorithm 1 to update their vector and make a decision on

whether sending replicas of messages they carry or not.

Algorithm 1 Multi-level FREAK Transmission Decision
Let A be the local node
while true do

for all met node (named B) do

if B is the destination then

nbrContacts[0] + +

freq[0] =
nbrContacts[0]
CurrentTime

Send all Bundles
Remove all delivered Bundles

else

i = 1
while (i < 8)and(freq[i](A) == 0)and(freq[i − 1](B) == 0) do

i + +
end while

if (i < 8) then

nbrContacts[i] + +

freq[i] =
nbrContacts[i]
CurrentTime

end if

i = 0
while (i < 8)and(freq[i](A) > freq[i](B)) do

i + +
end while

if (i < 8) then

send Bundles to B

else

wait for B to send Bundles
end if

end if

end for

end while

III. EVALUATION ENVIRONMENT

Our evaluation is realised through simulations with the

DTN simulator The ONE [15]. This simulator does not take

into account problems from the MAC layer assuming that

any problem of this level would be tackled by a protocol

from this level. Our goal is to compare the ML-FREAK to

the simple one and to analyse if its performance is close to

performance from more complex and unimplementable DTN

routing protocols.

We use several mobility traces for our simulations in order

to limit the importance of the mobility patterns of one trace in

a specific context. We present first these datasets and analyse

their differences and similarities. Thanks to this analysis we

can check if some mobility characteristics might have an

influence on network performance.

A. Datasets presentation

We gathered several mobility traces and contact traces from

the CRAWDAD website then used the Adyton tool [16] to

generate contact traces for each trace that we selected. The
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Fig. 1. Comparison of distributions of number of Contacts per mobility dataset

Adyton tool provides a DTN simulator we found less powerful

in terms of settings compared to The ONE. Then we modified

our contact traces in a format compatible with The ONE.

The traces that we used were collected at conferences such

as Infocom05 (Inf5), Infocom06 (Inf6), Sigcomm09 (Sig9).

This type of traces are very specific because the public is

attending an event. We also used traces coming from campuses

such as the MIT Reality (MIT) and Milano (Milano). Finally,

we used the Cambridge (Camb) and DieselNet (DN), collected

at a city level for the former and thanks to a DTN installed

on buses of UMass Amherst campus for the latter.

We realise an analysis on the number of contacts that

each node makes during the whole simulations. We will not

compare the extreme values of each dataset for the number

of contacts since as we can see on Table I the durations of

simulations are not in the same range. We analyse the trends

of the distributions thanks to boxplots presented in Figure 1.

From this figure, we note that the shorter a scenario is and

the closer are the quartiles of the number of contacts per node.

Indeed, the four traces with the smallest durations (Camb, Inf5,

Inf6 and Sig9) are the ones with the tightest boxplots while

the three others which last a lot more in time present loose

boxplots. This trend is not impacted by the number of nodes.

This can be explained by the fact that on small periods people

will have very similar mobility patterns (going to work, getting

home, etc.); while once the duration of the mobility trace is

longer than a few weeks the mobility patterns start to diverge.

Then for the three other traces, nodes do not move in the same

manner and this can explain why the whiskers are bigger.

The mean, represented with diamonds, is most of the time

close to the median meaning the distribution of number of

contacts per node is uniform. For Milano and MIT datasets

where the mean is between the median and the third quartile,

there are more nodes having a lot of contacts than nodes

having very few contacts.

We analysed the number of contacts per node since contacts

are a key element for opportunistic networks. We also analyse

on Figure 2 the distribution of inter-contacts duration per node

3095 3649

487

331

2150 38365

284

0

500

1000

1500

2000

Camb DN Inf5 Inf6 Milano MIT Sig9

Trace

In
te

rc
o

n
ta

c
ts

 D
u

ra
ti
o

n
s

Fig. 2. Comparison of distributions of inter-contacts durations per mobility
dataset

TABLE I
IMPORTANT VALUES OF MOBILITY TRACES

Traces mean(s) max(s) # nodes Duration (s)
intercontact intercontact

Camb [17] 1,846 588,020 54 987,529
DN [18] 2,659 879,7164 37 10,635,474
Inf5 [17] 213 182,542 41 254,150
Inf6 [17] 102 65,337 98 337,418

Milano [19] 2,385 84,0503 49 1,632,979
MIT [20] 9,444 5,673,540 97 24,428,517
Sig9 [18] 182 158,400 76 320,774

for each dataset.

On this figure we indicated the maximum value of the inter-

contact duration at the end of the top whisker because some

values were too high to get a clear interpretation.

We see that there is no strong correlation between the

distributions of number of contacts and inter-contacts dura-

tions. Indeed, we note a strong correlation between the three

conferences datasets with low inter-contacts durations, that we

can explain because of the small covered area. The distribution

of inter-contacts of the bus network has very low quartiles with

maximum and mean values far upper from the third quartile,

as are the distributions for Camb, Milano and MIT.

From this analysis, we think that the performance results

of our simulations run on conferences datasets might be very

specific because the mobility and contacts look like they are

very different to the other mobility traces. The four other traces

which do not share an identical scenario have nonetheless

similar statistics on the metrics we analysed.

B. Simulations parameters

We focus on a scenario of IoT crowdsensing with cheap

devices. We assume that the measurements are made peri-

odically every hour. We do not take into account applicative

mechanisms that would decide to not transmit a measurement

because the value is the same as the previous one. We make

this assumption because we want to know the performance

of a network with a given load. If some mechanisms allow



to decrease the load, then the network should perform even

better.

TABLE II
SIMULATIONS SETTINGS

Messages size (Bytes) 50
Nodes buffer 20 messages
TTL (hours) 12 – 60

Message generation period per node (hour) 1

We consider one scenario with one destination and we select

three different destinations based on the analysis of the number

of contacts of each node. The first run is when the node having

the highest number of contacts is selected as destination. The

second run is with a destination selected within the nodes

having the smallest number of contacts. And the third run is

with the destination randomly picked among nodes having a

number of contacts close to the first quartile. By varying the

type of destinations, we want to analyse if it is better to have

a node with a lot of encounters as a destination or as a relay.

We summarize the simulations settings in Table II. We

consider that for applications whose aim is to monitor the

environment, a periodic measurement with a period of one

hour allows to get an accurate information on the measured

metrics. Since this data is not critical, the delay to collect it is

not limiting. Then we choose time to live (TTL) values high

and we vary the TTL between 12 and 60 hours.

We compare the ML-FREAK mechanism to DirectDelivery

(DD) where nodes transmit only to the destination, EBR,

Epidemic, the simple FREAK scheme, MaxProp, Prophet and

SprayAndWait (SAndW).

IV. RESULTS INTERPRETATION

Now we analyse the results of our simulations. First of all,

we will not use figures for the results when the destination

is either a node with the least number of contacts or with a

number of contacts close to the first quartile of the dataset.

Indeed, for these settings, the delivery ratio was around one

or two percents for every routing protocol on each dataset.

From these results, we can conclude that it is far better

for a network when the destination is a node making a

lot of contacts. We could think that a relay node making

a lot of encounters would allow the network to have high

performance; but because of the limited storage of the nodes,

the performance drops when the destination does not belong

to the nodes making the greatest number of encounters.

After this first analysis, we focus on the delivery ratio when

the TTL is 12 hours on Figure 3.

The first fact that we note on this figure is that the ML-

FREAK scheme provides always better performance than the

simple version. This indicates that with the simple version,

there are contacts between nodes which are not used. This is

now tackled by the multi-level version. We also note that the

ML-FREAK provides delivery ratio very close to mainstream

DTN routing protocols such as MaxProp and Prophet unless

for the conferences scenario. We identified in the analysis on
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the datasets that the conferences traces had a specific mobility

pattern, and this type of mobility is not convenient for low

computation solutions.
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This trend is the same when we increase the TTL of the

Bundles to 60 hours. The ML-FREAK is always better than

the simple FREAK, but when it is used at a conference, the

performance is not at the same level as other mainstream

DTN routing protocols. By considering the four other mobility

scenarios, the ML-FREAK provides delivery ratio in the same

range of solutions like MaxProp of Prophet while our proposal

is far less complex than these two solutions. On the trace

coming from Milano, our solution is even better than EBR

which is also more complex than ML-FREAK.

With Figures 5 and 6, we note one of the drawback of the

dropping policy we selected. When a node receives data from

a neighbour node and its memory is full, then it drops the

messages that it had in memory to be able to get the new



messages. This tends to increase the overhead, defined as the

number of exchanged messages over the number of delivered

ones. Since the ML-FREAK does not order the messages to

send in a smart way as MaxProp does, then the delivered

messages have a higher probability of coming from nodes

which are further (in terms of hops) from the destination. This

tends to increase the delay of the delivered messages.

Except with the conferences traces which are maybe biased,

ML-FREAK outperforms DTN routing protocols by providing

a delivery ratio equal or greater than this from the mainstream

DTN routing protocols at a lower computation cost.
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V. CONCLUSION

To conclude this study, we proposed the multi-level FREAK

protocol which can fit on small devices with low memory

and computation skills and provides a performance level as

high as the one of far more complex routing solutions. We

also analysed some characteristics on the contacts of several

reference mobility datasets and we could determine why

some protocols have better performance than others when the

mobility scenario is very specific.

As a perspective, we are currently implementing ML-

FREAK on real devices (WSN430) and we will test the

performance in real conditions. We also envisage to focus on

a dropping policy and on an algorithm which would allow to

improve the fairness among the sources of messages.
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