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Abstract

We propose a method to optimise the planning strategy of an active distribution network. The problem is formulated as the
search for the planning strategy parameters minimising antagonist objectives. These objectives are computed using a numerical
simulator of the distribution networks and stochastic scenarios. Since simulations take a high amount of CPU time, we suggest
using Bayesian optimisation algorithms, where the costs are modelled with Gaussian random processes. The main idea is to
compute predictions of the costs and uncertainty intervals, which are then used to guide the optimisation algorithm. A case study
illustrates the performance of the proposed method.

1 Introduction

Distribution network planning plays a fundamental role in the
development of cost-effective distribution networks capable
of efficiently integrating Renewable Energy Sources (RES).
When RES integration increases, Distribution System Operat-
ors (DSOs) may face significant amounts of network reinforce-
ment, with subsequent costs and implementation times, which
might hinder the development of these sources [1].

Planning tools that consider “no-network” solutions have
been proposed to find alternative planning strategies to in-
tegrate these sources optimally [2]. In this work, we use the
simulation tool proposed in [3] to compute the sequence of
RES integration solutions (network reinforcements combined
with no-network solutions), depending on the considered DSO
strategy. A scenario builder allows considering the uncertainty
due to the variability of production and consumption pro-
files, and producers arrival (date, technology, installed power,
location). If a new scenario is randomly generated for each sim-
ulation, as herein, the tool can be seen as a stochastic simulator.
The average quality of a planning strategy can be assessed us-
ing statistical indicators such as the average Net Present Value
(NPV) of total costs and the average rate of customers with
quality issues over the scenarios.

Building on this tool, we propose a new approach for the
integration of RES by identifying optimal parameters (e.g.,
level of RES curtailment, level of reactive power) of the DSO
strategy. The difficulty is threefold: (1) we are dealing with
a multi-objective optimisation problem, (2) the variance of

the outputs is high, and (3) the computation time for one
simulation is significant. As a result, we are in the case
of a stochastic, multi-objective optimisation problem, with
expensive-to-evaluate objective functions.

To tackle this challenge, we propose to use a Bayesian op-
timisation technique, where unknown objective functions are
modelled with Gaussian Processes (GPs). The GPs then yield
predictions of the stochastic simulator’s outputs (without actu-
ally running it). In the end, the predictions are used to estimate
the Pareto-optimal solutions, i.e., the solutions where one ob-
jective can not be improved without worsening another one. In
this work, we consider the ParEGO algorithm [4], which is a
Bayesian algorithm for deterministic multi-objective problems
based on a scalarisation technique, and we extend it to deal with
stochastic simulators.

The outline of the article is as follows. The use of stochastic
simulators in the context of distribution network planning is in-
troduced in Section 2. Section 3 presents Bayesian optimisation
techniques for such simulators. Section 4 provides numerical
experiments that illustrate the prediction accuracy gains and
evaluation budget savings of the proposed approach. A final
section presents the main conclusions.

2 Using stochastic simulators for electricity
distribution network planning

In traditional network planning, DSOs often reinforce the net-
work whenever a connection study identifies possible current
or voltage limit violation risks. However, innovative planning
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Fig. 1 (a) Illustration of the optimisation process of the input parameters of a stochastic simulator, and (b) example of resulting
network planning decisions (reinforcements and new connections) for a given scenario and set of network planning parameters.

approaches attempt to find alternatives to reinforcement that
could provide an interesting trade-off between cost reduction
and acceptable risk level [5]. The aim is to identify the se-
quence of network reinforcements and alternative solutions, in
a multi-year horizon, to minimise different outputs such as the
overall cost [6].

To address this problem, Dutrieux et al. [3] proposed a sim-
ulation tool for the active distribution network planning, where
the interactions between Medium-Voltage (MV) and Low-
Voltage (LV) networks are taken into account, and in which
the DSO is assumed to not know in advance when RES will
arrive on the network. By considering random scenarios on the
producer’s arrival (date, technology, installed power, location)
and on the profiles of energy production and consumption, the
simulator allows us to assess technical or economic outputs and
their variability.

More precisely, for a given planning strategy (a set of
planning rules), a given scenario, and an initial distribution net-
work, the simulator sequentially emulates the DSO decision-
making process to connect new RES and prevent and remove
limit violations. This process uses a decision tree that has plan-
ning strategy parameters as inputs. Several outputs can then be
extracted through technical or economic analysis, which can
be fed to an algorithm to optimise the planning strategy. In
this study, the selected outputs are the total cost NPV and the
average annual rate of consumers with quality issues (both to
be minimised). Figure 1 (a) illustrates the optimisation proced-
ure and Figure 1 (b) presents an example of resulting network
planning decisions (reinforcements and new connections).

We propose using this tool as a stochastic simulator by
generating a new random scenario at each simulation run.

Several challenges must be considered in this approach:

(a) Since we are considering multiple objectives, the goal is
not to identify a single optimal solution but rather a set
of solutions that represent optimal trade-offs between the
conflicting objectives.

(b) When using a simulator, there is no analytic expression of
the objective functions.

(c) Since the simulator is stochastic, statistical indicators must
be estimated by using many simulation outputs.

(d) Each simulation takes about one minute. Thus, for example,
50.000 simulation results on 20 CPUs take more than forty
hours to obtain.

As the objective funtions are costly-to-evaluate, it is not
possible to use traditional multi-objective optimisation where
many evaluations are necessary to properly estimate the prob-
lem solutions (e.g., genetic algorithms). Additionally, the lack
of analytical expression limits the use of techniques that rely
on known properties of the objective function (e.g., convexity).
Considering these constraints, the use of Bayesian optimisa-
tion techniques for stochastic simulators is introduced in the
following section.

3 Bayesian optimisation for stochastic
simulators

Bayesian optimisation has shown its usefulness when the func-
tions to be optimised are expensive to evaluate. The main
idea is to use a Gaussian Process (GP) to predict an unknown
function from some of its deterministic or noisy evaluations,
as illustrated in Figure 2. The use of a GP makes it pos-
sible to efficiently guide the optimisation process—see, e.g.,
[7] for a review or [8] for a tutorial. One of the most widely
used algorithm for single-objective optimisation is the Effi-
cient Global Optimisation (EGO) algorithm [9], which consists
of choosing a sequence of evaluation points maximising the
Expected Improvement (EI) sampling criterion.

In multi-objective optimisation, the objective is to identify
the Pareto set of solutions, which corresponds to the set of
points for which it is not possible to improve all objectives
simultaneously. The Pareto front corresponds to the image, in
the objective space, of the Pareto set. Bayesian approaches
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Fig. 2 Probabilistic model constructed from noisy observations
(dots) of an unknown function (dashed line), its prediction of
the unknown funtion (full line), and an prediction uncertainty
interval (grey area).

for multi-objective optimisation have seen some important
developments in the last few years (see, for instance [11–13]).

In this work, we focus on scalarisation techniques as pro-
posed in the ParEGO algorithm [4], which solves deterministic
multi-objective problems by iteratively solving several sim-
pler single-objective problems. The main idea of the ParEGO
algorithm is to use, as an objective function, an augmented
Tchebycheff function

f̃(x) = max
j

[ωjfj(x)] + ρ
∑
j

ωjfj(x), ρ > 0, (1)

which aggregates the objective functions fj using random
positive weights ωj .

In a deterministic setting, at each iteration n, the values of
the objective functions fj at the previously evaluated points
X1, . . . , Xn are aggregated using (1). Then the ParEGO al-
gorithm builds a GP model ξ̃n of f̃ using the aggregated values
f̃(X1), . . . , f̃(Xn) and, using the EI sampling criterion, se-
lects a new evaluation point Xn+1. This point is expected to
correspond to a small value of f̃ according to the GP model ξ̃n.
Since the minimum of a Tchebycheff function generally corres-
ponds to a Pareto-optimal solution [10], it is possible to target
the whole Pareto front when varying the weights randomly.

In our stochastic setting, we view the simulation results for
a particular scenario as the sum of mean costs fj and ran-
dom Gaussian perturbations. Our objective is to estimate the
Pareto set of the mean cost functions fj from noisy evaluations
of these costs. In this case, the EI sampling criterion is not a
suitable choice because it considers as a reference the min-
imum among the previous noisy evaluations. Several criteria
have been identified as suitable to the mono-objective noisy
case—see, e.g., [14] for a review.

Here, we propose to extend ParEGO to the stochastic set-
ting by replacing the EI sampling criterion with the Knowledge
Gradient (KG) sampling criterion [15]. The main idea of KG is

to select, as the new point to evaluate, the point that is expec-
ted to yield the smallest value for the minimum m̃n+1 of the
posterior mean of ξ̃n+1:

Xn+1 = argmin
x

KGn(x), (2)

with
KGn(x) = E [m̃n+1 | Xn+1 = x] . (3)

Then, a new simulation is performed at Xn+1. The process
is repeated until a stopping criterion is met, for instance, when
a prescribed budget of evaluations is exhausted.

The Pareto set can be estimated at each iteration using the
GP models to generate predictions over the finite input space
considered for this problem.

Compared with other existing methods for stochastic multi-
objective optimisation [11, 16, 17], ours has the advantage of
simplicity.

4 Numerical experiments

We consider a French 390-bus network composed of one
90/20-kV primary substation, four 20-kV radial feeders, and
114 20/0.4-kV secondary substations (as in [3]). The peak load
is about 9 MVA. At least 20 MW of RES (wind and photovol-
taic farms) are expected to request connection to this network
in the coming ten years.

In our experiments, a simplified (faster-to-compute) emu-
lator is used instead of the actual stochastic simulator, produ-
cing values equal to the average value of the real simulator with
a zero-mean homoscedastic Gaussian white noise.

The objective is to minimise the average net present cost
and the average rate of consumers with quality issues, by ad-
equately selecting two decision variables: (1) the minimum
tanφ that the DSO can impose to each generator, and (2) the
maximum annual generation curtailment rate allowed by each
generator. Parameter tanφ is allowed to range in the interval
[−0.6, 0] and the curtailment rate ranges in [0, 0.1]. We con-
sider a regular search grid of size 21× 21 for estimating the
set of Pareto optimal solutions.

We start with an initial space-filling design of experiments of
20 points on the search grid. The design is constructed to max-
imise the minimum distance between any two points [18]. For
each point of the initial design, ten evaluations of the simulator
are performed.

Whenever GP models are mentioned, a Matérn-5/2 aniso-
tropic covariance function is used with parameters estimated
using the restricted maximum likelihood criterion. The STK
toolbox [19], which has a ready-to-use Matlab implementation
of the KG criterion, was used.

The models are used to generate estimations of the Pareto
front and the Pareto set. The estimations are compared with the
true sets using two metrics: the volume of the symmetric dif-
ference for the Pareto front, and the proportion of misclassified
input points for the Pareto set.

Performance metrics are averaged over 500 runs and, for
each, a budget of 50.000 simulator evaluations is considered.

We compare two different approaches: (1) a Monte-Carlo ap-
proach, where the next point to evaluate is chosen randomly,
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uniformly on the search space, and (2) a ParEGO + KG ap-
proach where the next point to evaluate is chosen as explained
in Section 3. Whenever a point to evaluate is selected, a batch
of 200 evaluations is performed at that point.

Figure 3 presents the performance metrics, showing that
ParEGO+KG is more efficient than the Monte-Carlo approach
(final metric result highlighted with a dashed line).
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Fig. 3 Comparison of average performance metrics: (a)
volume of the symmetric difference of the Pareto front, and
(b) classification error of the Pareto set, over 500 experiments,
for Monte-Carlo and ParEGO + KG approaches.

More precisely, considering the estimation of the Pareto
front (Figure 3 (a)), the ParEGO+KG approach achieves on av-
erage the same performance level as the Monte-Carlo approach
using only 57% of the evaluation budget. In other words, a
20% performance gain for the same simulation budget. Regard-
ing the quality of the estimation of the Pareto set (Figure 3
(b)), the ParEGO+KG approach achieves, on average, the same
performance as the Monte-Carlo approach using 60% of the
evaluation budget, or a 12% performance gain for the same
simulation budget.

Instead of considering an average result, let us now con-
sider one among the 500 experiments performed using the
ParEGO+KG approach. After using the evaluations budget, a
GP model is fitted and used to generate estimates of the final
Pareto front and Pareto set, as presented in Figure 4.

In Figure 4 (a), by generating estimations for all the in-
put space points (light grey), a Pareto domination rule can
be applied, and all the Pareto-optimal solutions can be iden-
tified (dark grey). These represent all the possible reasonable
trade-offs among the two defined objectives and are all possible
solutions to be chosen by the DSO.

Figure 4 (b) depicts the Pareto set estimation, i.e., all the
points in the input space for which the representation in the
objective space (Figure 4 (a)) is Pareto-optimal. When compar-
ing our estimation with the true Pareto set (constructed from
the known averages of our Gaussian simulator and represen-
ted with dots), it is possible to identify the good estimations
(dark grey dots), the missed solutions (light grey dots), and bad
estimations (red crosses).

When confronted with a set of possible solutions, a decision-
maker needs to select among competing objectives. Let us
briefly compare three optimal solutions identified in the Pareto
front and set in Figure 4 (see the numbered red circles). By
looking at the Pareto front (Figure 4 (a)), it becomes clear that
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Fig. 4 (a) Pareto front, and (b) Pareto set estimation for a given
optimisation run, using a ParEGO + KG approach, and a total
budget of evaluations. Points 1, 2 and 3 represent solutions
estimated to be Pareto-optimal.

solution 1 should be chosen if we favour cost reduction, while
solution 3 if we are more sensitive to the quality of service.
Solution 2 is one of many possible trade-offs between object-
ives. By looking at their location in the Pareto set (Figure 4 (b)),
we can quickly identify the corresponding planning strategy
parameters (tanφ and curtailment rate).

However, outputs have a stochastic nature, and the ac-
tual results of a planning strategy implementation depend on
what happens in terms of producers arrival (date, technology,
installed power, location) and energy production and consump-
tion profiles. Figure 5 presents the simulation output distribu-
tion at each of the optimal solutions identified in Figure 4, and
illustrates the diversity of possible outcomes.

There is no significant visual difference among the solutions
concerning quality issues because of the high output variance
(Figure 5 (b)). On the other hand, the chosen solution’s impact
on average cost distribution is more apparent (Figure 5 (a)).

Although the goal is to provide a set of Pareto-optimal solu-
tion to the decision-maker, it seems that output variability
should play a relevant role in the final selection of the corres-
ponding planning strategy parameters (tanφ and curtailment
rate). By considering output variability, a better risk-reward
ratio could be obtained from the decision-making process.

4



Fig. 5 Performed simulations output distribution for the two
objectives: (a) total costs NPV, and (b) average rate of cus-
tomers with quality issues, for the Pareto-optimal solutions
identified by red circles in Figure 4.

5 Conclusion

This paper presents an approach for the optimisation of the
parameters of a distribution network planning strategy using
a stochastic simulator and Bayesian optimisation. It has been
shown on a problem with two parameters and two antagonist
objectives that the proposed approach reduces the number of
simulations by as much as 40% compared to a Monte-Carlo
approach.

Future work includes assessing the performance of the pro-
posed approach when considering the industrial stochastic
simulator and its tractability in case the number of parameters
and/or the number of objectives increases.
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