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Abstract

The objective was to compare Classical Test Theory (CTT) and Rasch-family models
derived from Item Response Theory (IRT) for the analysis of longitudinal Patient-Reported
Outcomes (PROs) data with possibly informative intermittent missing items. A simulation
study was performed in order to assess and compare the performance of CTT and Rasch
model in terms of bias, control of the type I error and power of the test of time e�ect. The
type I error was controlled for CTT and Rasch model whether data were complete or some
items were missing. Both methods were unbiased and displayed similar power with com-
plete data. When items were missing, Rasch model remained unbiased and displayed higher
power than CTT. Rasch model performed better than the CTT approach regarding the
analysis of longitudinal PROs with possibly informative intermittent missing items mainly
for power. This study highlights the interest of Rasch-based models in clinical research and
epidemiology for the analysis of incomplete PROs data.

Running title: Rasch analysis of PROs with missing data

Keywords: IRT, Rasch model, longitudinal, PROs/PROMs, missing data, CTT

1 Introduction

Patient Reported Outcomes (PROs) are more and more used in health studies in order to evaluate
the perception of patients regarding concepts that are not directly observable such as health-
related quality of life, well-being, pain for example [1]. For this reason, such unobservable
variables assessed by PROs are often called latent variables. They are usually measured using
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the answers of patients to items belonging to a scale that can be unidimensional or multi-
dimensional with di�erent items grouped into each dimension [2]. The patient's collected
answers to a scale can be referred to as a form.

Longitudinal data are frequently collected to allow analysing PROs evolution over time such
as, for instance quality of life. Missing data, which are frequent in longitudinal studies particu-
larly in chronic disease contexts, are an issue that may engender two main problems: a potential
loss of power and bias of estimates [3] [4]. Di�erent patterns of missing data can be encountered:
complete dropout, intermittent missing forms, intermittent missing items. In the �rst pattern,
whole forms are missing from a certain point in time [5] [6]. Indeed, it is possible that a patient
drops out from the study because this person has moved or has deceased for example. In the
second pattern, one or more whole forms are not available at di�erent times of the study [7].
For instance, a patient could be missing once, twice or more times during the study. In the last
pattern, incomplete forms are collected [8]. For example, a patient might not answer to some
items of the scale at each time. In the present paper, we will study the last pattern (intermittent
missing items).
Moreover, several types of missing data (informative or non informative) exist and some of
them can seriously impact the conclusions of the analysis [9]. Their origins can be miscel-
laneous. Little and Rubin [10] [11] described the mechanisms that engender missing data and
de�ned three types of missing data: MCAR (Missing Completely At Random), MAR (Missing
At Random), and MNAR (Missing Not At Random). MCAR and MAR data are considered
when the probability to have a missing value is independent of the measured latent variable.
MCAR and MAR data are non-informative missing data because they are not related to the
missing data. MCAR data are also independent of previous observed data. For instance, the
patient could forget to answer to an item: the missing item is then MCAR and considered as
non-informative. MAR data are not linked to the unobserved data but they are completely
explained by the previous observed data. Such a case can be design-based when, for instance,
a patient only responds to a given part of the questionnaire if an answer to a given item is
"yes". Otherwise the patient does not have to respond to this part of the questionnaire at all.
Hence, the missing data will then be considered as MAR and non informative [12]. MNAR data
correspond to the informative missing case. In the latter, the probability to observe a missing
data depends on the unobserved data. The informative missing data (the MNAR data) corre-
spond to data where a link exists between the measured latent variable and the probability of
non-response. For example, a patient with a poor quality of life could have a higher propensity
of non-response than a patient with a good quality of life: the corresponding missing item is
in this case MNAR and considered as informative [13].

Two main approaches exist for PROs analysis: the Classical Test Theory (CTT) and the Item
Response Theory (IRT). Rasch-family models derive from IRT and have particular psychometric
properties. CTT relies on the observed scores that are assumed to provide a good representation
of a "true" score, while Rasch model relies on an underlying response model relating the items
responses to a latent parameter, often called latent trait, interpreted as the true individual qual-
ity of life, for instance. It has been shown that both approaches are very similar and perform as
well when longitudinal data are complete (no missing data) [14]. They remain quite similar in
case of complete dropout longitudinal data, both displaying poor power (especially CTT) and
biased estimates in case of MNAR data [15]. However, the relative performance of CTT and
Rasch-family models derived from IRT in case of possibly informative intermittent missing items
in longitudinal PROs data is unknown and remains to be identi�ed. Longitudinal PROs data
are usually gathered to assess whether quality of life, for instance, is evolving with time, that
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is whether a time e�ect exists (signi�cant increase or decrease in quality of life) or not (non-
signi�cant evolution of quality of life with time).
The aim of the present study was to compare CTT-based and Rasch-based approaches regarding
the identi�cation and quanti�cation of a time e�ect in the framework of longitudinal PROs data
with possibly informative intermittent missing items. A simulation study was performed in order
to assess and compare the performance of CTT-based and Rasch-based methods in terms of bias,
control of the type I error and power.

2 Methods

PROs data may be analysed with CTT using a method based on Score and Mixed models (SM)
and with Rasch model using a method based on a longitudinal Rasch Mixed model (LRM) [14].
The di�erent methods are detailed in the following.

Appropriate position of the �gure 1.

2.1 Longitudinal PROs analysis

2.1.1 SM method (�gure 1, parts C and D)

CTT approach is based on a score. It is assumed that a true score exists and that the observed
score allows estimating this true score [16]. These two scores are linearly associated [2]. With
the SM method, the patient's score is computed at each time. The observed score (S(t)

i ) for a

patient i (i = 1, ..., N) at one time is obtained by summing his responses (y(t)
ij ) to the J items

(j = 1, ..., J) at time t (t = 1, ..., T ). A linear mixed model is then �tted on the observed scores
in order to test whether a time e�ect exists.

Si = Xiβ + eS,i (1)

Xiβ = (µ
(1)
S,i, µ

(2)
S,i, ..., µ

(T )
S,i )′

Si ∼ N(Xiβ,ΣS,i)

eS,i ∼ N(0,ΣS,i)

where (µ
(1)
S,i, µ

(2)
S,i, ..., µ

(T )
S,i ) represents the vector of the mean scores at times (1, 2, ..., T ) and ΣS,i

is the (nS,i×nS,i) covariance matrix of error terms. Since it is possible that the number of
answers for each patient is not the same, the parameters depend on the patient (i). For the
following analyses, an unstructured covariance matrix will be used assuming that all covariances
and variances parameters can be di�erent between times of assessments.
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ΣS,i =


σ2
S,1 σS,12 . σS,1T

σS,12 σ2
S,2 . σS,2T

. . . .
σS,1T σS,2T . σ2

S,T


In presence of intermittent missing items, the computation of the score cannot be performed
if at least one item is missing. Some scoring manuals of scales (SF-36, QLQ-C30) recommend
imputing a missing value by the mean response of the patient to the other items in order to
decrease the rate of missing values. This method is named Personal Mean Score (PMS) [17] and
is generally used when the amount of missing items at a given time t does not exceed 50% for a
given patient (SF-36 manual) [18]. Otherwise the score is not computed. The Personal Mean
Score (PMS) imputation was used before applying SM method.

The Restricted Maximum Likelihood (REML) estimation in SAS Proc MIXED was used to
estimate parameters of the model [19].

2.1.2 LRM method (�gure 1, part E)

For the Rasch-family models, the probability of a response to an item is modeled as
a function of the latent trait and of parameters characterising the items. The LRM belongs to
the Rasch-family models which rely on fundamental assumptions. First, all responses to items
must be in�uenced by the same concept (unidimensionality). Secondly, the probability to obtain
a positive answer (the most favourable response regarding the latent trait) to an item increases
with the latent trait (monotonicity). Last, the answer to an item for a patient is independent of
answers of this patient to other items (local independence). The LRM method is a longitudinal
counterpart of the Rasch model [20] [21] [22]. The relationship between the items' answers and
the latent variable is modeled by a logistic link function.

P (Y
(t)
ij = y

(t)
ij |θ

(t)
i ; δj) =

exp(y
(t)
ij (θ

(t)
i − δj))

1 + exp(θ
(t)
i − δj)

(2)

Θi = (θ
(1)
i , θ

(2)
i , ..., θ

(T )
i )′ iid NT (µθ,i,Σθ,i) ∀i

µθ,i = (µ
(1)
θ,i , µ

(2)
θ,i , ..., µ

(T )
θ,i )′ ∀i

Θi corresponds to the patient's latent trait and has a multivariate normal distribution. The
items' parameters (∆J = (δ1, δ2, δ3, ..., δJ) for J items) are constant over time. An item
parameter is a feature of the item, which induces that the amount of positive answers is not
the same according to the considered item. Indeed, when the item parameter is higher, the
probability of positive answers is lower. The Marginal Likelihood (MML estimation) was
maximized to estimate jointly the items parameters, the mean parameters µθ and the covari-
ance parameters Σθ of the model.
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L(∆J , µθ,Σθ|y) =

N∏
i=1

∫
RT

T∏
t=1

J∏
j=1

exp(y
(t)
ij (θ(t) − δj))

1 + exp(θ(t) − δj)
G(θ|µθ,i,Σθ,i)dθ (3)

G(θ|µθ,i,Σθ,i) is the multivariate normal distribution function with mean vector µθ,i and an
unstructured covariance matrix Σθ,i.

Σθ,i =


σ2
θ,1 σθ,12 . σθ,1T

σθ,12 σ2
θ,2 . σθ,2T

. . . .
σθ,1T σθ,2T . σ2

θ,T


Gllamm in Stata has been used to estimate parameters of the model [23].

2.2 Longitudinal PROs simulation

As our purpose was to evaluate the performance of both methods, a simulation study was used.
Datasets that follow a given statistical model and several de�ned assumptions can be created us-
ing simulation. In that case, the parameters' values used to simulate datasets can be considered
as their true values. Thus, by analysing these datasets, estimated parameters can be compared
to the true values and possible bias are deduced [24]. The bias of the time e�ect estimations, the
type I error and the power of the tests were examined. A t-test was used in order to compare the
means of the time e�ect estimation (means obtained with SM and LRM methods) to the true
value (simulated value) and, therefore to conclude about the potential bias of this estimation.
The number of time e�ect estimations that were above, below or equal to the time e�ect true
value was computed and a sign test was used for comparing SM and LRM methods. The type
I error was determined as the proportion of rejection of the null hypothesis H0 (H0: there is
no time e�ect) for all of the simulated datasets corresponding to each case where no time
e�ect had been simulated. The power was computed as the rate of rejection of H0 for all of
the simulated datasets corresponding to each case where a time e�ect had been simulated. The
expected rate for the type I error was 5%.

2.2.1 Complete datasets (�gure 1, part A)

In a �rst step, complete datasets which represented PROs data were simulated.
We assumed that the corresponding PROs had been previously validated with both
score and Rasch-based approaches as it is currently performed nowadays [25] [26]
[27]. This corresponds to the situation where PROs are intended to be analysed using either a
Rasch-based model or a CTT approach. Indeed, the assumptions required for the analysis
of data with a CTT approach are necessarily ful�lled when data satisfy the assumptions of
a Rasch model [28]. The design of the simulated study involved dichotomous items with three
times of assessment for scales containing 4 or 7 items. The patients' responses were simulated
using Monte Carlo simulations with a longitudinal Rasch model [14].
The time e�ect between two consecutive measures was dt,t+1 = µ

(t+1)
θ − µ

(t)
θ . Two assump-

tions regarding time e�ect were simulated: time e�ect or no time e�ect. When no time

e�ect was simulated: d12 = µ
(2)
θ − µ

(1)
θ = 0 = d23. When a time e�ect was simulated:

d12 = µ
(2)
θ − µ

(1)
θ = 0.2 = d23. When no time e�ect was simulated (d12 = 0 = d23), the
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true time e�ect was known for both methods (0). However, when a time e�ect was
simulated (d12 = 0.2 = d23) the true time e�ect was only known for LRM because simulations
were based on the Rasch model but it was not for SM. Indeed, datasets were simulated using
the latent trait but not the score. One can estimate the true time e�ect for SM using
Gauss-Hermite quadratures based on the di�erence of the computed expected score between
two consecutive times as explained in [15]. Thus, for SM, d12SM and d23SM were equal to 0,
when no time e�ect was simulated. When a time e�ect was simulated, d12SM and d23SM were
equal to 0.15 and to 0.25 for respectively the 4-item scale and the 7-item scale.
The items' parameters were regularly distributed and de�ned by the vectors ∆4 and ∆7 for
respectively the 4-items scale and the 7-items scale.
The latent trait vector Θ = (θ(1), θ(2), θ(3))′ followed a multivariate normal distribution with
mean µθ = (µ

(1)
θ , µ

(2)
θ , µ

(3)
θ )′ and with a �rst-order autoregressive structure of covariance matrix

Σ.

Σ = σ2

 1 ρθ ρ2
θ

ρθ 1 ρθ
ρ2
θ ρθ 1


This structure assumed that correlations between two consecutive measures decrease exponen-
tially with the distance between two consecutive times. Three di�erent values for the correlation
coe�cient of the latent trait between two consecutive times (ρθ) were used to simulate data: 0.4
or 0.7 or 0.9.
500 datasets were simulated for each case.

2.2.2 Intermittent missing items (�gure 1, part B)

In a second step, di�erent types of intermittent missing items (informative or non-
informative) were generated from the complete simulated datasets.
The intermittent missing items were simulated using a variable (ξ), which represented the non-
response propensity. (ξ(1)

i , ξ(2)
i , ξ(3)

i ) followed a standardized multinormal distribution. The
correlation coe�cient ρθξ between the latent variable of interest θ and the patient's propensity of
non-response ξ was simulated equal to 0 for MCAR items (non-informative missing items because
θ and ξ were independent) and equal to -0.4 or -0.9 for MNAR items. Indeed, we assumed
that patients with poorer quality of life were less likely to respond to items. Corre-
lations were thus assumed to be negative and used as such to simulate informative
intermittent missing items. The intermittent missing items process was simulated using the
following model [13] [29]:

P (D
(t)
ij = 1|ξ(t)

i , δj , π
(j)
min, π

(j)
max) = π

(j)
min + (π(j)

max − π
(j)
min)

exp(ξ
(t)
i + wδj)

1 + exp(ξ
(t)
i + wδj)

(4)

where D(t)
ij = 1 represents the situation where the jth item is missing at time t for a patient i

and D(t)
ij = 0 otherwise. Di�erent rates of intermittent missing items were simulated: π = 10%

or 20% or 30%. π(j)
min is the minimum individual probability of non-response for an item j at

time t (for a very low value of ξ) and π(j)
max is its maximum (for a very large value of ξ). π(j)

min

was �xed at 1% and π(j)
max was �xed at 2π − 1% with the average rate of intermittent missing

items π equal to (π
(j)
min+π

(j)
max)/2. In our simulation study, missing items mechanism can depend
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on the items' parameters (δj) (when w = 1) or not (when w = 0). If w = 1, we considered
that as the item's parameter value got higher, the probability of missing answers to
this item increased. The item content can impact the missing items mechanism as well. For
instance, contents dealing with very personal topics (sexual, spiritual...) may engender high
rate of missing answers to this item. For the �rst item on the 4-item scale and for the second
one on the 7-item scale, a potentially personal content was simulated by increasing π(j)

min

and π(j)
max by 2π.

The PMS imputation has only been used when the amount of missing items did not exceed 50%
for a given patient. Thus, one and three items maximum were imputed for the 4-item scale
and the 7-item scale respectively.

Appropriate position of the table 1.

3 Results

The tables 2 to 5 give the results (bias when no time e�ect was simulated, type I error, bias when
a time e�ect was simulated and power) for datasets obtained with the mechanisms numbered 1, 4
and 7 (MCAR and MNAR cases) detailed in table 1 in the methods. The items' parameters
and the content of items are not involved in the missing data mechanisms for these datasets
(w = 0).

3.1 Complete datasets

For complete datasets, similar results were observed for SM and LRM methods regarding
type I error and power. The type I errors were close to the expected value (5%). Both methods
displayed unbiased results and similar power whatever the values of the parameters (results
"complete data" in all tables).

3.2 Intermittent missing items (item non-response)

Table 2 shows the results of the time e�ect estimation between time 2 and time 1 when no
time e�ect was simulated. Globally, there were more biased values for SM as compared to LRM
method (8 for SM and 4 for LRM). Biased values concerned more often MNAR data than MCAR
data (respectively 8 and 4 biased values) with 6 MNAR biased values for SM and only 2 for LRM.
These results were comparable to those corresponding to the time e�ect estimation between
time 3 and time 2 (results not shown). The number of times means of the time e�ect
estimations between time 2 and time 1 were above, below or equal to the true value
of the time e�ect seemed to be similar for both methods (two signi�cant sign tests
for SM and one for LRM).

Table 3 shows results of the type I error. The type I errors were close to the expected value
(minimum: 3%, mean: 5%, maximum: 9%). The number of patients and items, the correlation
of the latent trait between two consecutive times, the correlation between the latent trait θ and
the variable ξ seemed to have no in�uence on the type I error. Results were similar whatever
the type (MCAR or MNAR) or rate (10%, 20%, 30%) of missing items. Therefore,
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it seemed that the type I error was controlled for SM and LRM.

Table 4 shows results of the time e�ect estimation between time 2 and time 1 when a time
e�ect was simulated. Quite similarly as the case where no time e�ect was simulated, SM engen-
dered slightly more biased values than LRM: 7 for SM and 5 for LRM. Moreover, MNAR data
were more often impacted than MCAR data by these biases. These results were comparable
to those corresponding to the time e�ect estimation between time 3 and time 2 (results not
shown). The number of times means of the time e�ect estimations between time 2
and time 1 were above, below or equal to the true value of the time e�ect seemed
to be similar for both methods (only one signi�cant sign test for SM).

Table 5 presents results on the power of time e�ect tests. Some power must be interpreted
with caution because the associated time e�ect estimations were biased. Several parameters
impacted power for both methods and for all types of intermittent missing items
(MCAR or MNAR): the number of patients and of items and the correlation between two
consecutive times. As expected, when the sample size was lower, the power decreased, and it
increased with the number of items. Similarly, when the correlation of the latent trait between
two consecutive times was higher, the observed power increased.
By contrast with the type I error which was not impacted, power decreased when the rate of in-
termittent missing items increased. However, it could be noticed that the loss of power induced
by an increase of the rate of intermittent missing items was lower for LRM than for SM. No
variation could really be explained by the type of intermittent missing items for SM and for
LRM and conclusions were indeed the same for MCAR and MNAR items.
For the LRM method, power was overall higher than the one obtained with SM method, what-
ever the values of the parameters and the type of intermittent missing items (Figure 2). The
di�erence in power between LRM and SM ranged from 0.01 to 0.20.

Appropriate position of the �gure 2 and the tables 2-3-4-5.

3.3 Supplementary results

Results for datasets obtained with the mechanisms numbered 2, 5 and 8 (table 1)
which depend on items' parameters (w = 1) and results of datasets obtained with
the mechanisms numbered 3, 6 and 9 (table 1) which take into account the im-
pact of a possible very personal content for one item are not shown. Indeed, the
conclusions were very similar regarding type I error, power and time e�ect estima-
tions when missing items depended on items' parameters or on the content of items.

4 Illustrative example

This example is based on data of a longitudinal study which has been set up in order to evalu-
ate the evolution of health-related quality of life and coping of breast cancer patients and their
caregivers. The aims of this study were to identify if the quality of life and cop-
ing strategies of the patients and their caregivers vary over time and if the coping
strategies and quality of life of caregivers have an impact on the quality of life of
the patients [30]. This study took place in Institut de Cancérologie de l'Ouest René
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Gauducheau (René Gauducheau Cancer Center) in Nantes, France. It is often ob-
served that diagnosis of breast cancer and its treatment instigate stress for patients
and their caregivers and that they can use di�erent strategies to cope with this
stress. Coping indicates all processes that patients and caregivers use to overcome a
negative event that impacts their physical and psychological well-being. Several cop-
ing strategies can be employed such as problem-focused coping or emotion-focused
coping [31] to reduce or manage the problem source or the emotional distress, or
support-seeking strategies when patients or caregivers look for a social support.
Coping was assessed using the Ways of Coping Checklist (WCC) adapted in French by Cousson
et al. in 1996 [32]. The WCC contains 27 items with 10 items assessing problem-focused coping,
9 items for emotion-focused coping and 8 items for social support-seeking strategies. A hundred
patients were followed at three time points: about 2 or 3 weeks after diagnosis (T1), at the end
of treatments (T2) and six month after treatments (T3).

The analysis focused on problem-focused coping and table 6 shows how missing
data were distributed for these items.

Appropriate position of the table 6.

These data were analysed using SM (Proc MIXED in SAS) and LRM (Proc NLMIXED in
SAS) methods in order to test whether a time e�ect exists. The implementation of the two
models using SAS is available (Figure 3). Before applying SM, a Personal Mean Score
imputation was used only when the amount of missing items did not exceed 50% for a given
patient. Thus, four items maximum were imputed. The computation of the score was made
according to the scoring manual: sum of patients' answers to the 10 items multiplied by 2.5 in
order to obtain a score between 0 and 100. For both methods, analyses were performed with a
compound symmetry covariance matrix. Indeed, it provided the best �t for these data. Table 7
shows results of these analyses.

Appropriate position of the table 7.

Time e�ects estimations described similar trends for both methods: signs of coe�cients were
negative between T1 and T2 and positive between T2 and T3. Time e�ect appeared to be non
signi�cant whatever the method used. Considering the number of patients and the rate of inter-
mittent missing data, these results are in accordance with results obtained in the following case
of the simulation study: number of patients N equal to 100, number of items J higher than 7
and rate of intermittent missing data ranging from 0% (2.3% and 2.5% for respectively T2 and
T3) to 20% (14% for T1).
This example con�rms that dropout generates a complete loss of information for both meth-
ods, especially between T2 and T3 where the rate of dropout is respectively 14% and 23%.
Indeed, no di�erence between the two methods was noticed between T2 and T3. Moreover, it
could be highlighted that the rate of intermittent missing items didn't exceed 14% (14% for T1,
2.3% for T2 and 2.5% for T3) and that no di�erence between the two methods could be observed.
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5 Discussion

PROs are widely used to measure patients' perceptions. For this purpose, the evolu-
tion of quality of life for instance might be assessed over time and intermittent missing
items are an issue that may be problematic if missing items are linked to the patient's health
status. The aim of the present study was to compare CTT and Rasch-based approaches for the
detection and quanti�cation of a time e�ect in the framework of longitudinal PROs with
possibly informative intermittent missing items. Two models, each based on CTT and Rasch-
based methods, were compared on simulated datasets: Score and Mixed (SM) and Longitudinal
Rasch Mixed (LRM) models. For the complete datasets, our results were very similar
to those obtained by Blanchin et al. [14]: type I errors were maintained to their
expected values (5%) and power was almost the same for SM and LRM. Moreover,
for the incomplete datasets, the type I error rates were always controlled (close to
5%). In contrast with the conclusions that appeared for dropout missing data in
the literature [15] where LRM and SM gave similar and poor results (low power
and biased estimations), LRM appeared to perform somewhat better than SM for
datasets with intermittent missing items, especially regarding power. Indeed, estima-
tions obtained with LRM were unbiased and power was greater than the one obtained with SM.
This study also highlighted a known impact of the type of missing items on the results: values of
time e�ect estimation were more often biased for informative missing items (MNAR data) than
for non-informative missing items (MCAR data).
It can be noted that we used a single imputation which is the most often encoun-
tered in many manuals (SF-36, QLQ-C30, etc.) for practical reasons [33]. However,
it would be interesting to test other methods like multiple imputations in order to have an idea
of the impact of other imputation methods in this framework. For LRM, no imputation was
necessary and its corresponding power was overall higher than the one obtained with
SM. Moreover, in this study, LRM appeared to be an unbiased method whatever the amount
of missing items and their informativeness. The di�erence between the underlying theories for
CTT and Rasch-family models might explain these results regarding the impact of intermittent
missing items. Indeed, these results might be related to the speci�c objectivity property
of the Rasch model that allows obtaining consistent estimations of the parameters
associated with the latent trait independently from the observed items that are used
for these estimations [20].

The fact that the simulated time e�ect was assumed to be linear could be considered as a
limitation of our study. Indeed, several clinical examples with a non-linear time e�ect can be
quoted. For instance, patients who start chemotherapy often experience a sharp decline of
their quality of life which hopefully increases again towards its initial level after some
time. As no assumption was made for the estimation of the time e�ect using SM or LRM, data
with a non-linear time e�ect can be analysed using both methods and the results should be
comparable to those obtained in this study. Another limitation could be related to the
simulation of dichotomous items which may be remote from reality since polytomous
items seem more common in clinical research. However, we could expect similar results
for polytomous as for dichotomous items. Indeed, the mechanisms that engender missing items
do not depend on the number of items response categories. As a matter of fact, if Rasch-family
models are used for analysis, the results obtained might be extrapolated to polytomous items.
Indeed, these models also possess the speci�c objectivity property.

Regarding the intermittent missing items, the MAR (Missing At Random) process was not
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simulated. The probability to observe a MAR item depends on observed values but not on
unobserved values. It could be possible to simulate intermittent MAR items. As intermittent
MAR items are considered as non-informative like MCAR items, the correlation between the la-
tent variable of interest θ and the patient's propensity of non-response ξ should be simulated at
ρθξ = 0 (because θ and ξ are independent). Moreover, ξ should depend on the previous observed
values. It can be hypothesized that MAR results would be very similar to MCAR results if the
information of the previous observed values is taken into account in the analysis.

We considered that the rate of missing items increased with the item parameter's value
but the opposite case could also be imagined. Indeed, it is possible that a patient prefers an-
swering only when items are more appropriate. Moreover, we envisaged the case where
a patient with a worse quality of life tends to respond less often to questions be-
cause she/he is too tired to answer compared to a patient with a better quality of
life. The reverse case could be considered as well and would engender a positive
correlation between the latent variable of interest θ and the patient's propensity of
non-response ξ for MNAR items. For instance, a patient with a better quality of life
might not see the need to respond to an item because it does not seem appropriate
to his/her case. In these scenarios, the rate of missing data would be reduced with
item parameter and with the decrease of the quality of life level respectively and
we could assume that the methods SM and LRM would perform similarly as in
this study. Indeed, the global rate of missing data would not be impacted by these
choices of hypotheses and should be quite similar as in our present study.

Our study showed that the LRM model performed better than the SM model regarding power
for the analysis of longitudinal PROs with possibly informative intermittent missing items. In-
deed, the speci�c objectivity allowed estimating the latent variable consistently even if the pa-
tients did not answer all items. Moreover, these results pointed out the limits of a single impu-
tation like PMS imputation. This study highlighted the interest of the Rasch-based models in
clinical research and epidemiology in order to analyse incomplete data from longitudinal PROs
studies. Future works with a wider range of IRT models would be interesting.
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6 Tables

Table 1: Parameters used for complete datasets simulation and missing items mechanisms with
N the sample size, T the number of assessments, J the number of items, ∆J the vector of items'
parameters, µθ the vector of the times measurement, ρθ the correlation coe�cient of the latent
trait between two consecutive times, σ2 the variance of the latent trait, ρθξ the correlation
between the latent variable of interest and the patient's propensity of non-response, w the link
between the items' parameters and the patient's propensity of non-response, π(j)

min the minimum

individual probability of non-response for an item j at time t for a very low value of ξ and π(j)
max

the maximum one for a very large value of ξ.

COMPLETE DATASETS SIMULATION
parameters simulated values

µθ No time e�ect (0, 0, 0) Time e�ect (-0.2, 0, 0.2)
N 100 or 200
T 3
J 4 or 7

∆J ∆4 = (−1,−0.5, 0.5, 1) or ∆7 = (−1.5,−1,−0.5, 0, 0.5, 1, 1.5)
ρθ 0.4 or 0.7 or 0.9

σ2 1
Number of datasets for each simulated case 500

MISSING ITEMS MECHANISMS

case type of missing items ρθξ w π
(j)
min π(j)

max

1 MCAR 0 0 0.01 2π − 0.01
2 MCAR 0 1 0.01 2π − 0.01
3 MCAR 0 0 0.01(+2π) 2π − 0.01(+2π)
4 MNAR -0.4 0 0.01 2π − 0.01
5 MNAR -0.4 1 0.01 2π − 0.01
6 MNAR -0.4 0 0.01(+2π) 2π − 0.01(+2π)
7 MNAR -0.9 0 0.01 2π − 0.01
8 MNAR -0.9 1 0.01 2π − 0.01
9 MNAR -0.9 0 0.01(+2π) 2π − 0.01(+2π)
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Section I: Results for complete datasets and for intermittent missing items (the items' param-
eters and the content of items do not play a role in missing data mechanisms for these datasets).
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Table 3: Type I error of the tests of time e�ect for Score Mixed model (SM) with PMS imputation
or without and Longitudinal Rasch Mixed model (LRM) methods for di�erent values of sample
size (N), number of items (J), latent variable correlation (ρθ), proportion of missing data (π) and
for three cases (complete case, MCAR with ρθξ = 0, MNAR with ρθξ = −0.4 or −0.9). Analyses
performed with an unstructured covariance matrix in SM and LRM methods.

complete data MCAR MNAR
ρθξ = 0 ρθξ = −0.4 ρθξ = −0.9

N J ρθ π LRM SM LRM SM LRM SM LRM SM
100 4 0.4 0% 0.060 0.066

10% 0.074* 0.080* 0.058 0.062 0.066 0.066
20% 0.064 0.074 0.040 0.040 0.060 0.074
30% 0.044 0.050 0.052 0.058 0.042 0.074

0.7 0% 0.044 0.046
10% 0.038 0.046 0.058 0.080* 0.048 0.056
20% 0.046 0.066 0.040 0.032* 0.054 0.050
30% 0.052 0.072 0.064 0.090* 0.048 0.070

0.9 0% 0.050 0.054
10% 0.034 0.046 0.070 0.082* 0.060 0.076*
20% 0.046 0.062 0.036 0.044 0.034 0.042
30% 0.054 0.060 0.036 0.052 0.044 0.064

7 0.4 0% 0.068 0.070
10% 0.062 0.066 0.060 0.054 0.054 0.058
20% 0.060 0.060 0.054 0.058 0.058 0.058
30% 0.058 0.056 0.054 0.046 0.038 0.052

0.7 0% 0.062 0.064
10% 0.066 0.066 0.072 0.084* 0.050 0.048
20% 0.046 0.062 0.066 0.074 0.046 0.066
30% 0.054 0.044 0.078* 0.084* 0.054 0.054

0.9 0% 0.052 0.054
10% 0.062 0.068 0.054 0.062 0.056 0.062
20% 0.052 0.056 0.052 0.054 0.051 0.054
30% 0.046 0.068 0.062 0.068 0.067 0.088*

200 4 0.4 0% 0.074* 0.072
10% 0.040 0.038 0.064 0.070 0.050 0.056
20% 0.066 0.060 0.040 0.054 0.056 0.054
30% 0.062 0.068 0.060 0.060 0.050 0.070

0.7 0% 0.074* 0.072
10% 0.046 0.052 0.062 0.054 0.048 0.038
20% 0.060 0.064 0.062 0.056 0.042 0.048
30% 0.038 0.042 0.036 0.036 0.060 0.052

0.9 0% 0.034 0.030*
10% 0.046 0.054 0.038 0.050 0.050 0.052
20% 0.038 0.044 0.054 0.058 0.046 0.056
30% 0.042 0.036 0.060 0.066 0.056 0.042

7 0.4 0% 0.042 0.042
10% 0.044 0.052 0.046 0.052 0.054 0.054
20% 0.032* 0.036 0.046 0.052 0.050 0.056
30% 0.050 0.046 0.058 0.068 0.066 0.072

0.7 0% 0.036 0.038
10% 0.048 0.048 0.038 0.042 0.058 0.058
20% 0.048 0.052 0.056 0.058 0.052 0.060
30% 0.058 0.056 0.040 0.052 0.042 0.054

0.9 0% 0.056 0.058
10% 0.066 0.062 0.049 0.050 0.050 0.050
20% 0.054 0.060 0.047 0.056 0.036 0.050
30% 0.063 0.064 0.043 0.046 0.046 0.068

*indicates that the expected value of 5% is not included in the 95% con�dence interval.

number indicates that the time e�ect estimation d̂12 linked to this type I error is biased at the
5% level.
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Table 5: Power of the tests of time e�ect for Score Mixed model (SM) with PMS imputation or
without and Longitudinal Rasch Mixed model (LRM) methods for di�erent values of sample size
(N), number of items (J), latent variable correlation (ρθ), proportion of missing data (π) and for
three cases (complete case, MCAR with ρθξ = 0, MNAR with ρθξ = −0.4 or −0.9). Analyses
performed with an unstructured covariance matrix in SM and LRM methods.

complete data MCAR MNAR
ρθξ = 0 ρθξ = −0.4 ρθξ = −0.9

N J ρθ π LRM SM LRM SM LRM SM LRM SM
100 4 0.4 0% 0.408 0.414

10% 0.336 0.324 0.400 0.368 0.411 0.394
20% 0.343 0.302 0.327 0.292 0.339 0.284
30% 0.287 0.244 0.305 0.230 0.296 0.264

0.7 0% 0.439 0.448
10% 0.412 0.438 0.404 0.392 0.403 0.412
20% 0.372 0.332 0.362 0.324 0.395 0.378
30% 0.359 0.282 0.318 0.276 0.362 0.312

0.9 0% 0.481 0.510
10% 0.477 0.484 0.475 0.462 0.443 0.474
20% 0.401 0.376 0.431 0.368 0.433 0.400
30% 0.390 0.310 0.357 0.308 0.352 0.314

7 0.4 0% 0.482 0.488
10% 0.447 0.432 0.505 0.502 0.466 0.466
20% 0.444 0.436 0.498 0.470 0.456 0.432
30% 0.436 0.354 0.404 0.366 0.428 0.358

0.7 0% 0.598 0.608
10% 0.591 0.586 0.583 0.582 0.578 0.576
20% 0.556 0.514 0.513 0.498 0.542 0.502
30% 0.533 0.420 0.464 0.428 0.464 0.408

0.9 0% 0.702 0.724
10% 0.698 0.688 0.687 0.674 0.658 0.648
20% 0.662 0.620 0.622 0.584 0.615 0.612
30% 0.580 0.488 0.570 0.502 0.529 0.500

200 4 0.4 0% 0.690 0.690
10% 0.636 0.618 0.662 0.644 0.654 0.636
20% 0.584 0.546 0.606 0.568 0.615 0.570
30% 0.588 0.448 0.528 0.398 0.553 0.486

0.7 0% 0.708 0.714
10% 0.694 0.682 0.745 0.730 0.742 0.726
20% 0.602 0.546 0.668 0.588 0.674 0.608
30% 0.647 0.484 0.601 0.452 0.592 0.464

0.9 0% 0.829 0.836
10% 0.813 0.772 0.827 0.800 0.794 0.788
20% 0.716 0.636 0.736 0.686 0.723 0.666
30% 0.695 0.540 0.650 0.518 0.632 0.502

7 0.4 0% 0.818 0.816
10% 0.762 0.748 0.800 0.786 0.764 0.758
20% 0.758 0.744 0.732 0.716 0.792 0.776
30% 0.724 0.650 0.730 0.678 0.706 0.644

0.7 0% 0.908 0.908
10% 0.860 0.850 0.868 0.864 0.861 0.856
20% 0.846 0.802 0.825 0.794 0.816 0.804
30% 0.775 0.700 0.753 0.664 0.816 0.712

0.9 0% 0.956 0.954
10% 0.937 0.928 0.949 0.946 0.927 0.918
20% 0.914 0.886 0.919 0.890 0.903 0.888
30% 0.876 0.796 0.889 0.814 0.877 0.780

number indicates that the time e�ect estimation d̂12 linked to this power is biased at the
5% level.
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Section II: Results for illustrative example.
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Table 6: Distribution of missing data by item for problem-focused coping.

T1 T2 T3
Items Dropout Intermittent missing items Dropout Intermittent missing items Dropout Intermittent missing items
n�1 1% 5% 14% 2% 23% 0%
n�4 1% 17% 14% 1% 23% 3%
n�7 1% 13% 14% 2% 23% 3%
n�10 1% 7% 14% 1% 23% 0%
n�13 1% 3% 14% 2% 23% 1%
n�16 1% 29% 14% 3% 23% 4%
n�19 1% 10% 14% 1% 23% 3%
n�22 1% 14% 14% 5% 23% 4%
n�25 1% 27% 14% 6% 23% 3%
n�27 1% 15% 14% 0% 23% 4%
Mean 1% 14% 14% 2.3% 23% 2.5%
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Table 7: Time e�ect estimations between time 1 and time 2 (d̂12), between time 2 and time 3
(d̂23), standard errors (s.e.) and p-values for Score Mixed model (SM) with PMS imputation
and Longitudinal Rasch Mixed model (LRM) methods.

SM LRM
d̂12 -0.7153 -0.0800
s.e. 0.9476 0.0942
p-value 0.4515 0.3976

d̂23 0.5274 0.0382
s.e. 0.9851 0.0966
p-value 0.5932 0.6934
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7 Figures
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Figure 1: Schematic outline of methods used to simulate and to analyse datasets.
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Figure 2: Comparison of power of the tests of time e�ect for Score Mixed model (SM) with
PMS imputation and Longitudinal Rasch Mixed model (LRM) methods for one case: sample
size (N = 200), number of items (J = 7), latent variable correlation (ρθ = 0.9), proportion of
missing data (π = 10% or 20% or 30%) and for complete or MCAR or MNAR (ρθξ = −0.9)
data. Analyses performed with an unstructured covariance matrix in SM and LRM methods.
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proc nlmixed data=Data;  

eta1=delta1_1*dummy_variable_item1+delta2_1*dummy_variable_item2+[…]+ delta10_1*dummy_variable_item10;  

eta2= delta1_2*dummy_variable_item1+delta2_2*dummy_variable_item2+[…]+ delta8_2*dummy_variable_item8;                         

if Response=0 and Time=1 then p=1/(1+exp(1*(theta1)-eta1)+exp(2*(theta1)-eta1-eta2));                                                       

if Response=1 and Time=1 then p=exp(1*(theta1)-eta1)/(1+exp(1*(theta1)-eta1)+exp(2*(theta1)-eta1-eta2));                         

if Response=2 and Time=1 then p=exp(2*(theta1)-eta1-eta2)/(1+exp(1*(theta1)-eta1)+exp(2*(theta1)-eta1-eta2));  

if Response=0 and Time=2 then p=1/(1+exp(1*(theta2)-eta1)+exp(2*(theta2)-eta1-eta2));  

if Response=1 and Time=2 then p=exp(1*(theta2)-eta1)/(1+exp(1*(theta2)-eta1)+exp(2*(theta2)-eta1-eta2));  

if Response=2 and Time=2 then p=exp(2*(theta2)-eta1-eta2)/(1+exp(1*(theta2)-eta1)+exp(2*(theta2)-eta1-eta2));  

ll=log(z);  

model reponse~general(ll); 

 
random theta1 theta2 ~normal([mu1,mu2],[var1,cov12,var2]) subject=ID; 

run; 

proc mixed data=Data; 

class ID Time; 

model score=Time/ noint solution chisq; 

repeated Time/ subject=ID type=CS  r rcorr ; 

run; 

 

 

ID          Time          Response          dummy_variable_item1         dummy_variable_item2        …        dummy_variable_item10 

1           1                 1                        1                                             0                                           …        0 

1           2                 2                        1                                             0                                           …        0 

1           1                 1                        0                                             1                                           …        0 

1           2                 1                        0                                             1                                           …        0 

…         …                …                      …                                           …                                          …        … 

1           1                 0                        0                                             0                                           …        1 

1           2                 1                        0                                             0                                           …        1 

2           1                 2                        1                                             0                                           …        0 

2           2                 2                        1                                             0                                           …        0 

…          …               …                      …                                           …                                          …        … 

ID                                         Time                                         score 

1                                           1                                               30 

1                                           2                                               50 

2                                           1                                               80    

2                                           2                                               80 

3                                           1                                               70 

3                                           2                                               90 

4                                           1                                               20 

…                                         …                                              … 

...                                          …                                              … 

…                                         …                                              … 

LRM SM 

  Data formatting LRM implementation  Data formatting 
 SM implementation 

Figure 3: Example of LRM and SM implementations for two times of assessment, ten items with
two possible levels of response for eight items (responses 0 or 1 or 2 for items 1; 2; 3; 4; 5; 6; 7
and 8) and only one level for the two other items (responses 0 or 1 for items 9 and 10).
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