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Abstract: Spin-transition materials, including the families of spin-crossover and charge-transfer 

systems, and more generally molecular-based materials exhibiting electronic and/or structural 

bistability, may undergo various types of phase transitions. The change of electronic state is 

stabilized by molecular reorganizations and both phenomena, which are usually non-symmetry 

breaking, can be described through the evolution of an order parameter q. Due to symmetry, q 

linearly couples to volume change. It is known that such elastic interactions are responsible for 

cooperative phenomena in non-symmetry-breaking spin-transitions. However, spin-transition 

materials may also exhibit symmetry-breaking phenomena related to various types of orders such 

as structural order as well as spin-state concentration waves. The universal framework of the 

Landau theory of phase transition is relevant for describing such ordering processes through the 

evolution of a symmetry-breaking order parameter . The simultaneous or sequential occurrence 

of spin transition and symmetry breaking phenomena are reported for numerous spin-transition 

materials and the coupling between these two types of instabilities is responsible for the 

emergence of various types of functions. In this work, we use the Landau approach to describe 

both symmetry-breaking phenomena and non-symmetry-breaking spin transition. We discuss 

how their coupling can generate sequences of phase transitions, from simple spin crossover to 

spin transition, continuous or discontinuous symmetry breaking, including ferroelasticity or 

stepwise spin transitions.  
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I. Introduction 

Spin-transition materials, including the families of spin-crossover,1-3 charge-transfer (CT) 

systems4-7, may undergo various types of phase transitions. The concept of molecular bistability 

expands to various types of systems exhibiting electronic and/or structural bistability between 

states of different entropy and volume.7-24 Phase transitions may be driven by external stimuli 

including temperature, pressure, magnetic field, electric field or light, allowing for the emergence 

of functions. In many cases, both the change of electronic state and the coupled structural 

reorganizations are non-symmetry breaking, which can be described through the evolution of an 

order parameter q. This order parameter q transforms as the identity representation of the symmetry 

group and therefore linearly couples to the volume strain. That is the reason why cooperative 

phenomena in non-symmetry-breaking spin-transitions can occur, due to the relative change of the 

bonding or antibonding nature of the electronic distribution that couples to lattice expansion. 

Materials may also exhibit symmetry-breaking phenomena, related to diverse types of electronic 

and/or structural orders, including ferromagnetism, ferroelectricity or ferroelasticity. The universal 

Landau theory of phase transitions allows describing these symmetry-breaking phenomena 

through the evolution of one (or several) symmetry-breaking order parameter(s) , the amplitude 

of which measures the deviation from the high symmetry phase.  

The non-symmetry-breaking change of electronic state is an instability, which may couple to a 

symmetry-breaking phenomenon as recently highlighted.25 In this paper, we extend the Landau 

approach1, 2, 25-29 to study the key role of the coupling between the non-symmetry-breaking order 

parameter q, describing the electronic instability and a symmetry-breaking instability , describing 

the structural order. The richness of behaviors extracted from the models explains the diversity of 

spin transition curves reported so far, with non-symmetry-breaking and symmetry-breaking 

instabilities that may occur simultaneously or sequentially. We discuss how the coupling between 

parameters may generate sequences of phase transitions, from simple spin crossover to spin 

transition, with continuous or discontinuous symmetry breaking. The coupling terms enlarge the 

hysteresis domain of bistability or generate stepwise spin transitions with or without spin-state 

ordering.  
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II. Spin transition or crossover without symmetry breaking  

The bistable and non-symmetry-breaking nature of molecular spin states can be represented by an 

Ising variable (qi=±1) corresponding to one of the two states. This model has been intensively used 

in the case of spin-crossover molecules: qi= +1corresponds to the high spin (HS) state and qi=−1 

to the low spin (LS) state.16, 30-34 What we discuss hereafter is more general than the description of 

spin transition materials only as the states +1 and −1 may refer to spin state for spin-crossover 

materials and more generally to one of the bistable molecular states (CT, isomerization…) for 

other systems.  

Different types of thermal spin state conversions occur, depending on the strength of the 

interactions, of elastic nature, among molecules, from continuous spin-crossover for weak 

interactions to discontinuous spin transition with thermal hysteresis for strong interactions. The 

spin-state transition is described through the fraction  of molecules in the high spin state or 

through the order parameter q: 

 =
𝑁𝐻𝑆

𝑁𝐻𝑆+𝑁𝐿𝑆
   and   𝑞 =

𝑁𝐻𝑆−𝑁𝐿𝑆

𝑁𝐻𝑆+𝑁𝐿𝑆
  (1) 

with  =
𝑞+1

2
. 𝑁𝐻𝑆 and 𝑁𝐿𝑆 denote the number of sites in HS or LS states and 𝑞 = +1 in the full 

HS state while in the fully LS state 𝑞 = −1. The order parameter q does not break symmetry and 

the spin transition (ST) is described by expanding the thermodynamic potential of the system in 

powers of q. Since q transforms as the identity representation of the symmetry group, the 

thermodynamic potential includes all powers of q. As discussed in previous works,25, 35 truncating 

the potential at fourth order allows for renormalizing q to eliminate the third-order term for 

simplifying the potential to:  

𝐹 = 𝐴′(𝑇)𝑞 +
1

2
𝐵′𝑞2 +

1

4
𝐶𝑞4 + 𝜆𝑞𝑣𝑠(

1−𝑞

2
) +

1

2
𝐶𝑠

0𝑣𝑠
2       (2) 

𝐴′(𝑇) changes sign with temperature. C>0 is required for stability. 
1

2
𝐶𝑠

0𝑣𝑠
2 is the elastic energy 

related to the total volume strain 𝑣𝑠 =
𝑣(𝑇)−𝑣𝐻𝑆

𝑣𝐻𝑆
 due to the volume contraction from the HS phase. 

𝜆𝑞𝑣𝑠(
1−𝑞

2
) is the elastic coupling term of q to the volume strain 𝑣𝑠 that scales as (

1−𝑞

2
) to be zero 

in the high temperature HS phase.  

 

The contribution of the volume strain 𝑣𝑠, or volume contraction, to the potential is included by 

finding its equilibrium value that minimizes (2):𝑣𝑠 = −
𝜆𝑞

𝐶𝑠
0 (

1−𝑞

2
). Substituting 𝑣𝑆  with this 

expression in (2) gives the potential:   
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𝐹(𝑞) = (𝐴′ +
𝜆𝑞

2

4𝐶𝑠
0)𝑞 +

1

2
(𝐵′ −

𝜆𝑞
2

8𝐶𝑠
0)𝑞2 +

1

4
𝐶𝑞4     (3) 

Therefore, the elastic coupling shifts the equilibrium line between q<0 and q>0 and decreases the 

q2 coefficient. We then rewrite the potential as:  

𝐹(𝑞, 𝑇) = 𝐴(𝑇)𝑞 +
1

2
𝐵𝑞2 +

1

4
𝐶𝑞4     (4) 

Since the goal of the present paper is to discuss the different types of thermal behaviors, we will 

use potential (4) and consider for pedagogical purpose that B is constant and that 𝐴 changes linearly 

with temperature: A=−a0(T-TST). We will discuss the temperature dependence of q for different 

values of B. As A and B also depend on pressure, our approach is analogous to crossing the phase 

transition line of the (𝑃, 𝑇) phase diagram not at constant pressure but in an oblique way. The 

stability condition of q, 
𝑑𝐹

𝑑𝑞
= 0 and 

𝑑𝐹2

𝑑𝑞2 > 0, provides the spin transition curve q(T), also given as 

(T), from predominantly LS (q<0) below 𝑇𝑆𝑇 to predominantly HS (q>0) above. In this potential, 

B>0 corresponds to a gradual spin state conversion, the so-called spin crossover behavior, with a 

continuous evolution from q=1 at high temperature, q=0 at T=TST and q= −1 at low temperature 

(Figure 1a and 2a). B<0 promotes cooperativity (Figure 1b) and the resulting spin transition curve 

(T), or q(T), has a the characteristic "S shape" (Figure 2b). Indeed, F(q) exhibits two symmetric 

stable solutions at T=TST ; 𝑞 = ±
𝐵

𝐶
, while q=0 is unstable. The limits of stability of q>0 and q<0 

correspond to temperatures were the first and the second derivatives of the potential are 0: 𝑇𝑢 =

𝑇𝐶𝑇 + 2𝐶(
−𝐵

3𝐶
)

3

2 and  𝑇𝑑 = 𝑇𝐶𝑇 − 2𝐶(
−𝐵

3𝐶
)

3

2. The thermal hysteresis, inherent to first order spin 

transitions, is characterized by its width ∆𝑇𝐶𝑇 = 𝑇𝑢 − 𝑇𝑑 4𝐶(
−𝐵

3𝐶
)

3

2.   

 

This model does not provide stable phases at half conversion (q=0) over a broad temperature range, 

as it is the case for stepwise spin transition discussed in sections IV and V. This phenomenological 

model is relevant for describing spin conversion. It is clear that the degree of cooperativity, 

described through the parameter B, is the key for explaining spin conversion of spin-crossover 

type (B>0) or spin-transition type (B<0). Equations (2) and (3) highlight that it is the elastic 

coupling of q to the volume strain 𝑣𝑠 that makes the q2 coefficient more negative, which is 

responsible for the appearance of spin transition or spin-crossover.  
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Figure 1 Evolution with temperature of the thermodynamical potential F(q,T) (4) and the 

equilibrium value of q for B>0 (a) and B<0 (b). 

 

 

Figure 2 Spin conversion curves q(T) describing a first-order spin transition for B>0 (a) and a 

spin crossover for B<0 (b). 

 

 The appearance of spin-crossover or spin transition was discussed for the molecular system 

Fe(PM-BIA)2(NCS)2, which may crystallize in two polymorphs that show drastically different spin 

conversions.36-39 The orthorhombic polymorph (Pccn) exhibits an abrupt spin transition with a 

thermal hysteresis (width ≈5 K), which corresponds to the cooperative case in Figure 2b (B<0), 

while the monoclinic polymorph (P21/c) shows only a gradual spin-crossover type conversion, 

which corresponds to the crossover case in Figure 2a (B>0). It was shown that the different 

intermolecular couplings of both polymorphs play an important role for the degree of 

cooperativity,40 which translates in our model in different coupling strength 𝜆𝑞 to the volume strain 

𝑣𝑠 in Eq (2). 
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Various techniques allow monitoring the spin state switching, including Mossbauer spectroscopy, 

magnetic susceptibility, optical, Raman or X-ray spectroscopies to name a few.41 X-ray diffraction 

can monitor the structural changes at the molecular scale. The average metal-ligand bond length 

< 𝑀 − 𝐿 > obtained from structural refinement is the weighted contributions of HS 

(< 𝑀 − 𝐿 >𝐻𝑆) and LS (< 𝑀 − 𝐿 >𝐿𝑆) states: < 𝑀 − 𝐿 > (𝑇) = 𝛾(𝑇) < 𝑀 − 𝐿 >𝐻𝑆+ (1 −

𝛾(𝑇)) < 𝑀 − 𝐿 >𝐻𝑆.28 < 𝑀 − 𝐿 >𝐻𝑆 and < 𝑀 − 𝐿 >𝐿𝑆 are measured in the full HS and LS states 

and the thermal dependence of the HS fraction, 𝛾(𝑇), is experimentally extracted from:  

𝛾(𝑇) = |
<𝑀−𝐿>(𝑇)−<𝑀−𝐿>𝐿𝑆

<𝑀−𝐿>𝐻𝑆−<𝑀−𝐿>𝐿𝑆
| =

𝑞(𝑇)+1

2
  (5) 

 

This simplest model for describing non-symmetry-breaking spin conversion does not allow 

describing multi-step spin conversion and/or symmetry-breaking phenomena that may couple to 

the change of spin state. We discuss hereafter how to take into account symmetry breaking and 

how the coupling of symmetry breaking and spin transition can lead to various types of phase 

transitions and phase diagrams. 

 

III. Symmetry breaking phase transition 

Symmetry breaking (SB) may be associated with structural ordering phenomena, including 

ferroelectric phase transition, ligand, anion/cations motions, or ferroelastic phase transitions8 for 

which the crystal system changes (from cubic to tetragonal, from orthorhombic to monoclinic…).42 

In many cases, when a symmetry breaking occurs, the low symmetry phase is a subgroup of the 

high symmetry phase, i.e. some symmetry operators of the high symmetry phase are lost in the 

low symmetry phase, while the others are preserved. Then, the Landau theory of phase transition 

can be applied.43 For measuring the deviation from the high symmetry phase, the theory uses the 

amplitude of , the symmetry-breaking order parameter (OP), which obeys the transformation 

properties of the irreducible representation of the symmetry group that is responsible for the 

symmetry change. The symmetry-breaking OP may have one, two or three dimensions depending 

of the representation. In the case of ferroelastic phase transitions, the symmetry breaking 

corresponds to a change from one crystalline system to a lower symmetry one. For example, the 

cubic-tetragonal ferroelastic distortion is characterized by the difference between the a and c 

crystalline axis, which are equal in the high symmetry cubic phase:  ∝
(𝑐−𝑎)

𝑎
.25 The monoclinic-

triclinic distortion is characterized by the deviation of lattice angles  and  from 90°... Symmetry 

breaking may also occur without change of lattice, due to the relative motions ∆𝑟 of atoms from 

the high symmetry position and  ∝ |∆𝑟|.  
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The Landau theory describes the evolution of the thermodynamical potential F of the system 

around the phase transition temperature, through the expansion of F in power series of . The 

orders allowed depend on the representation of the order parameter. Hereafter we discuss the 

simplest case where  is one-dimensional and scalar, which allows two symmetry-equivalent 

domains (±) in the low symmetry phase Since both domains are equivalent by symmetry, 

𝐹(𝜂) = 𝐹(−𝜂), only even orders in  are allowed. The simplest temperature dependence of F with 

𝜂 near the phase transition is given by:  

𝐹(𝜂, 𝑇) =
1

2
𝑎(𝑇)𝜂2 +

1

4
𝑏𝜂4  (6) 

b>0 is required for stability. a(T)=a0(T-TSB) changes sign at TSB (a0>0), where the symmetry-

breaking phase transition occurs. This potential describes a second-order phase transition between 

the high and low symmetry phases (Figure 3a), as  deviates continuously from 0 below TSB 

(Figure 4a). We use the same a0 in Eq (4) and Eq (6) in order to reduce the number of parameters 

in the model.  

We may also consider a sixth order term: 

𝐹(𝑇) =
1

2
𝑎(𝑇)𝜂2 +

1

4
𝑏𝜂4 +

1

6
𝑐𝜂6   (7) 

with c>0 for stability. b>0 gives the same scenario of continuous phase transition described above. 

On the contrary, b<0 gives rise to a first-order phase transition, for which the high symmetry phase 

(=0) is stable down to TSB and the low symmetry phase (≠0) is stable up to  𝑇1 =  
𝑏2

8𝑎𝑐
+ 𝑇𝑆𝐵 

(Figure 3b). The symmetry-breaking curve (T) exhibits then a thermal hysteresis where  

changes discontinuously at 𝑇𝑆𝐵 and  𝑇1 (Figure 4b). 

A similar first-order symmetry-breaking phase transition was found in the case of the cubic-

tetragonal ferroelastic transition occurring in RbMnFe charge-transfer systems. In this case, the 

ferroelastic symmetry-breaking order parameter  belongs to a bidimensional representation,25 and 

F includes an 3 term, limiting symmetry-breaking phase transition to first-order types. Therefore 

 changes discontinuously from the high symmetry phase (=0) to the low symmetry phase (≠0) 

and the thermal evolution of the order parameter  is then similar to what is shown in Figure 4a.  
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Figure 3 Evolution with temperature of the thermodynamical potentials (7) F and the 

equilibrium value of  for b>0 (a) and b<0 (b). 

 

 

Figure 4 Symmetry breaking curve 2(T) extracted from potential (7) describing a second order 

phase transition for b>0 (a) and a first-order phase transition for b<0 (b). 

 

The volume change at the molecular scale, due to a redistribution of electrons between more or 

less bonding states, is an important feature common to many spin-transition materials. In crystals, 

the average change of electronic state q induces an important volume strain that may reach 10%, 

as observed in spin transition materials as well as CoFe or MnFe Prussian blue analogues.17, 25, 44 

Both the non-symmetry-breaking order parameter q and the symmetry-breaking order parameter 

 can couple to the volume strain,25 which results in an effective coupling between q and 2. 

Hereafter we consider the total free energy including the contributions of the non-symmetry-

breaking order parameter q and the symmetry-breaking order parameter 𝜂, as well as various 

symmetry-allowed coupling terms.  

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t.

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I: 

10
.10

63
/5.

00
41

45
3



9 
 

IV. Linear-quadratic coupling of spin transition and symmetry-breaking order parameters 

Since q transforms as the identity representation and 𝜂 as a symmetry-breaking representation, the 

symmetry-allowed coupling term of lowest order is 𝐷𝑞𝜂2. The potential reaches: 

𝐹(𝜂, 𝑞, 𝑇) =
1

2
𝑎𝜂2 +

1

4
𝑏𝜂4 +

1

6
𝑐𝜂6 + 𝐴𝑞 +

1

2
𝐵𝑞2 +

1

4
𝐶𝑞4 + 𝐷𝑞𝜂2    (8) 

We studied previously a similar potential, and highlighted the elastic nature of the 𝐷𝑞𝜂2 coupling 

term.25 We use 𝑎0(𝑇𝑆𝐵 − 𝑇𝑆𝑇) = −𝐴 − 𝑎, to monitor the difference of temperature instability 

between the symmetry-breaking (𝑇𝑆𝐵) and the spin (𝑇𝑆𝑇) transitions. The different phases that may 

appear in the (𝑇, 𝑇𝑆𝐵 − 𝑇𝑆𝑇) space, are characterized by the equilibrium values of the OP 

corresponding to a minimum of the potential in the (𝑞, 𝜂) space with: 

𝑑𝐹

𝑑𝜂
= 0,  

𝑑𝐹

𝑑𝑞
= 0, 

𝑑𝐹2

𝑑𝜂2 > 0, 
𝑑𝐹2

𝑑𝑞2 > 0 and  
𝑑𝐹2

𝑑𝑞𝑑𝜂
> 0   (9) 

Here we do not explore the regions of the phase diagram were only the spin transition or only the 

symmetry breaking transition occurs, as this is already discussed in previous sections. Instead, we 

focus our attention on the spin transition curve q(T), also scaled in (T), and symmetry breaking 

curve (T). The two transitions may occur sequentially or simultaneously, depending on 𝑇𝑆𝐵 − 𝑇𝑆𝑇 

and the coupling strength D. The different phases are characterized by their spin state ( >
1

2
 for 

HS, or  <
1

2
 for LS), with high symmetry (hs, 𝜂 = 0) or low symmetry (ls, 𝜂 ≠ 0): HShs, HSls, 

LShs or LSls. Usually the high temperature phase is High Spin high symmetry (HShs), because 

high temperature favors both the high entropy HS state and the disordered state (high symmetry). 

Therefore, we use D>0 for stabilizing the low temperature LSls phase (𝑞 < 0, 𝜂 ≠ 0). The relative 

stability of the different phases depends on 𝑇𝑆𝐵 − 𝑇𝑆𝑇, the temperature T and the coupling strength 

D. The order of symmetry-breaking and spin transitions depends on 𝑇𝑆𝐵 − 𝑇𝑆𝑇. For the calculations 

we used b=±2, B=±2, c=6, C=4, D=2-4.  

Figure 5 shows the phase diagram in the (𝑇𝑆𝐵 − 𝑇𝑆𝑇, T) space, when the spin transition (B<0) and 

the discontinuous symmetry-breaking (b<0), are both associated with thermal hysteresis. Figure 6 

shows different sequences of symmetry-breaking and/or spin transitions of continuous or 

discontinuous nature, calculated for the different combinations (b<0, B<0), (b>0, B<0), (b<0, B<0) 

or (b<0, B>0). Each panel shows the curves for 𝑇𝑆𝐵 < 𝑇𝑆𝑇, 𝑇𝑆𝐵 = 𝑇𝑆𝑇 and 𝑇𝑆𝐵 > 𝑇𝑆𝑇.  
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Figure 5 Phase diagrams in the in (𝑇𝑆𝐵 − 𝑇𝑆𝑇, T) space exhibiting a spin transition (B<0) and the 

discontinuous symmetry-breaking (b<0) for D=2. The spin transition occurs around T=TST 

between low and high spin (LS and HS) states, while the symmetry-breaking temperature occurs 

at TSB (diagonal) between low and high symmetry (ls and hs) states. The dark thick lines represent 

the thermal hysteresis and the doted lines are the temperature path shown in Figure 6.  

 

Figure 6a corresponds to discontinuous spin transition (ST) and symmetry breaking (SB) with 

(b<0, B<0). The results are similar to the ones of the potential including a symmetry-allowed 3, 

restricting symmetry-breaking phase transition to first-order types only.25 When TST and TSB are 

different, the symmetry-breaking and spin transitions occur sequentially (top and bottom panels), 

with intrinsic hysteresis widths. Due to the coupling, the symmetry-breaking phase transition is 

accompanied by a weak discontinuous change of q, and when TST and TSB are close (middle panel), 

the symmetry-breaking and spin transition occur simultaneously with a broader hysteresis loop. 

This case maps several scenarios, including non-symmetry breaking CT-based phase transition in 

the Rb0.73MnFe compound,45 or purely symmetry-breaking phase transitions in Prussian blue 

analogues17. The broadening of the hysteresis width with the coupling strength, is similar to the 

broadening observed under chemical pressure,46 or the thermal shift of the hysteresis under 

hydrostatic pressure.47  
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Figure 6 Spin transition curves (T), also scaled in q(T), and symmetry breaking curves 2(T). (a), 

(b), (c) and (d) correspond to the coupling of  discontinuous (b<0, B<0) or continuous (b>0, B>0) 

spin conversion and symmetry breaking. Each panel shows the curves for 𝑇𝑆𝐵 < 𝑇𝑆𝑇, 𝑇𝑆𝐵 = 𝑇𝑆𝑇 

and 𝑇𝑆𝐵 > 𝑇𝑆𝑇. 
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Figure 6b corresponds to a continuous SB and a discontinuous ST (b>0, B<0). When TST < TSB the 

continuous SB occurs at high temperature and the ST below, accompanied by a discontinuous 

change of  due to the coupling. It corresponds to the sequence of phases observed for the [Mn(3,5-

diBr‐sal2(323))]BPh4 system,48 exhibiting a continuous symmetry breaking from Cc to Pc space 

groups around 245 K, and a discontinuous spin transition below 90 K. When TST and TSB are close 

(middle panel), symmetry breaking and spin transition occur simultaneously due to the coupling 

and the width of the thermal hysteresis is similar to the one of the spin transition. When TST > TSB 

the spin transition occurs at high temperature and a continuous symmetry breaking occurs at low 

temperature. This last sequence of phase transitions corresponds to the ones observed for the 

[FeH2L2–Me](ClO4)2 complex,49 exhibiting a cooperative and non-symmetry-breaking spin 

transition at high temperature followed by a continuous symmetry-breaking at lower temperature. 

For this system, the symmetry breaking is associated with a cell doubling, resulting from a long-

range ordering of bonds on the ligand and motions of the anions. Figure 7 is a schematic 

representation of the sequence of phases with a spin transition at high temperature and a symmetry 

breaking at low temperature that may involve cell doubling or ferroelastic distortion.  

 

 

Figure 7 Representation of the sequence of phases with a non-symmetry-breaking spin transition 

at TST from HShs to LShs and a symmetry-breaking phase transition at TSB from LShs to LSls. A 

spin transition occurs with mainly HS molecules above and LS below. The symmetry breaking may 

have various nature, like cell doubling or ferroelastic distortion, and results in atomic motions ∆𝑟, 

and motions or torsions of ligand, solvent or counter ions.  

 

Figure 6c corresponds to a continuous symmetry breaking and a continuous spin crossover (b>0, 

B>0) and in this case the effect of the coupling is not pronounced. 

Figure 6d corresponds to a case, where a discontinuous symmetry breaking phase transition 

couples to a spin-crossover (b<0, B>0). In the middle panel both phenomena occur simultaneously 

due to the coupling, as observed for [Co(dpzca)2].50 This system exhibits an abrupt and complete 
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ST coupled to a tetragonal to monoclinic ferroelastic transition(I41/a to P21/c)51, 52 and the potential 

in equation (8) including only even orders in  must be used. A discontinuous symmetry breaking 

phase transition coupled to a spin-crossover corresponds also to the case of the [Fe(ptz)6](BF4)2 

system.53-58 At atmospheric pressure this system exhibits a spin conversion coupled to a first-order 

ferroelastic phase transition and both phenomena occur simultaneously,54 while both phenomena 

occurs separately under pressure.59, 60 

 

V Non-symmetry-breaking stepwise phase transitions 

Non-symmetry breaking stepwise phase transitions occur in systems for which the crystalline 

lattice is made of sub-lattices with active molecular sites independent by symmetry. In the case of 

two sub-lattices, the spin transition of each sub-lattice is monitored by  𝑞1 and  𝑞2. We may 

approximate the total thermodynamical potential F as a sum of the thermodynamical potentials 𝐹1 

and 𝐹2 of the sub-lattices and the elastic coupling term 𝐹𝑐 between 𝑞1 and 𝑞2 :   

𝐹(𝑞1, 𝑞1) = 𝐹1 + 𝐹2 + 𝐹𝑐 = 𝐴1𝑞1 +
1

2
𝐵1𝑞1

2 +
1

4
𝐶1𝑞1

4 + 𝐴2𝑞2 +
1

2
𝐵2𝑞2

2 +
1

4
𝐶2𝑞2

4 + 𝐷12𝑞1𝑞2 (10) 

When the elastic coupling between the sub lattices is negligible (𝐷12 = 0), the global spin 

conversion is then described through the weighted contribution from each sub-lattice 𝑞 =
1

2
(𝑞1 +

𝑞2). Since the sub-lattices may be associated with different thermodynamical parameters (ligand 

fields, entropy …), 𝑞1 may undergo a spin crossover (𝐵1 > 0) or a spin transition (𝐵1 < 0) around 

𝑇𝑆𝑇1and  𝑞2 may undergo a spin crossover (𝐵2 > 0) or a spin transition (𝐵2 < 0) around 𝑇𝑆𝑇2. The 

different scenarios shown in Figures 8a-c provide more or less pronounced plateaus at half spin-

conversion 𝛾 =
1

2
. In this case, the intermediate state at half conversion corresponds to a crystalline 

structure with molecules mainly in HS state on sub-lattice 1 and LS state on sub-lattice 2.  

We discuss now the effect of the elastic coupling 𝐷12 between two sub-lattices undergoing 

cooperative spin transitions (𝐵1 < 0 and 𝐵2 < 0). The coupling may be of anti-ferroelastic nature 

(𝐷12 > 0), which stabilizes sub-lattices in different spin states. This anti-ferroelastic coupling 

favors therefore the half conversion state at 𝛾 =
1

2
, for which a single sub-lattice undergoes the 

spin transition. This state with one sub-lattice mainly HS and one mainly LS is stabilized over a 

broader temperature range (Figure 8d) compared to the case without coupling (Figure 8c). On the 

contrary, a ferroelastic coupling  𝐷12 < 0 favors the same spin state for both lattices. This 

ferroelastic coupling destabilizes the half-conversion step and when the coupling is strong enough 

there is a single step spin transition (Figure 8e), where both sub-lattices switch from LS to HS 

states simultaneously.  
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Figure 8 Non-symmetry-breaking stepwise spin transition curves (T) for different potentials (10) 

including spin crossover and/or spin transition for the two sub-lattices at TST1 and TST2 (a-c). The 

anti-ferroelastic coupling (D12>0) stabilizes the half conversion step (d), while the ferroelastic 

coupling (D12>0) favors a single step spin transition (e).   

 

The compound [Fe(btr)3](ClO4)2,61 exhibits such a LS ↔ HS spin conversion occurring in two 

steps: the low-temperature step is very abrupt and occurs with a thermal hysteresis (3 K width), 

while the high-temperature step is rather gradual. This situation is described in our model with 

𝐵1 > 0 and 𝐵2 < 0 (Figure 8a). In this system, there are two different Fe2+ sub-lattices, which 

interact differently with the anions, and in the intermediate phase the Fe1 sites remain HS while 

the Fe2 sites are LS (Figure 9a). Other systems exhibit similar behaviours.62, 63 
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Figure 9 Sequence of phases for stepwise spin transitions. a) Non-symmetry-breaking stepwise 

spin transition, found in [Fe(btr)3](ClO4)2 for example, with two sub-lattices (1 square – 2 circle) 

in the unit cell (rectangle) coupled elastically (D12). b) Symmetry-breaking stepwise phase 

transitions, as observed for [Fe(2-pic)3]Cl2·EtOH or [FeH2L2−Me][PF6]2 for example, where the 

symmetry-equivalent sites in the HShs phase are no more equivalent in the INT ls phase, with a 

doubling of the unit cell for example. 

 

 

A related but unusual scenario is found in [Fe(trz-py)2Pt(CN)4]·3H2O,64 a two-dimensional 

Hofmann-like spin transition material made of two symmetrically inequivalent FeII sites. This 

compound exhibits an incomplete first-order spin transition from a fully high-spin (HS1–HS2) to 

an intermediate high-spin low-spin (HS1–LS2) phase, without symmetry breaking. The fully low-

spin (LS1–LS2) states is not reached at thermal equilibrium but is reached by light irradiation at 

low temperature. In other words, light excitation driving reverses-LIESST allows accessing to the 

hidden LS1-LS2 state, from which the HS1-LS2 phase is reached upon warming. The double 

hysteresis (with one hidden at equilibrium) corresponds then to 𝐵1 < 0 and 𝐵2 < 0.  

A similar half spin transition curve was also reported in [Fe(3PhOH-trz)2Pt(CN)4]·2H2O with an 

hidden hysteresis for the LS-LS phase.65 However, the process is different since it is associated 

with a symmetry change, forming two independent Fe sites in the intermediate phase from a single 

site in the fully HS and high symmetry phase. We discuss this relation between stepwise transition 

and symmetry breaking hereafter.  
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VI Stepwise and symmetry breaking spin transition: 

The competition between short-range elastic interaction, favoring alternation of molecules in 

different spin states with different volume, and long-range elastic interactions due to the global 

crystalline volume change, favoring molecules in the same spin state, can generate stepwise spin 

transition curves,30, 31, 66 as reported in many FeII, FeIII, CoII, and MnIII complexes.28, 30, 31, 48, 61, 63, 

67-78 Variety of stepwise of processes were studied theoretically.79, 80 More and more systems are 

reported to undergo sequences of phases with a fully HS state at high temperature, an intermediate 

(INT) phase corresponding to a step at half conversion (q=0) and a fully LS phase at low 

temperature. The INT phase is associated with a long-range and periodic order of molecules in LS 

and HS states as observed in [Fe(2-pic)3]Cl2·EtOH71 or [FeH2L2−Me][PF6]2 for example.30 

However, on the contrary to the case of non-symmetry-breaking stepwise spin transition discussed 

in section IV with different sub-lattices, in the case of symmetry-breaking stepwise spin transition 

the mainly HS and LS sites appearing in the INT phase are initially equivalent in the fully HShs 

phase, and also sometimes in the LS phase as shown in Figure 9b.71, 81 Therefore, in the INT phase, 

where the HS fraction is 𝛾 ≈
1

2
 , a symmetry breaking occurs, forming two sub-lattices, one being 

mainly HS the other mainly LS. The symmetry-breaking order parameter 𝜂 belongs to the active 

representation of the symmetry group driving the symmetry change. Its amplitude describes the 

amplitude of the difference between the molecular sites forming the sub-lattices, including the 

different HS fraction:  =
1

2
(𝑞1 − 𝑞2). The symmetry change can also involve atomic motions, 

ligand or lattice torsion and rotation... As it is the case for non-symmetry-breaking spin transition, 

the HShs phase is characterized by (0 < 𝑞 ≤ 1,  = 0) and the LShs phase is characterized by 

(−1 ≤ 𝑞 < 0,  = 0). In the INT phase, if 𝑞 = 0 and the sub-lattice 1 is fully HS and 2 is fully LS 

( = 1) the order is complete. The other domain, or the antiphase depending on the nature of the 

symmetry-breaking, corresponds to sub-lattice 1 fully LS and 2 fully HS ( = −1). These two 

domains can equally form, and in most cases the order is partial in the symmetry-broken INT phase 

(0 < || < 1). Here again, a phase transition where spin transition and symmetry breaking occur 

simultaneously requires coupling between q and . In addition to the symmetry-allowed coupling 

term 𝐷𝑞𝜂2 discussed above, it is the bi-quadratic coupling term 𝐸𝑞2𝜂2, with 𝐸>0, that stabilizes 

the half conversion step, by minimizing the thermodynamical potential around q=0 for  ≠ 0. For 

limiting the number of terms in the potential, we neglect the 𝐷𝑞𝜂2 term, which shifts the stability 

region of the INT phase as explained by Chernyshov,35 and we use the most simple potential: 

𝐹(𝜂, 𝑞) =
1

2
𝑎𝜂2 +

1

4
𝑏𝜂4 + 𝐴𝑞 +

1

2
𝐵𝑞2 +

1

4
𝐶𝑞4 + 𝐸𝑞2𝜂2    (11) 
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Here again the stability condition is found with:  
𝑑𝐹

𝑑𝜂
= 0 = (𝑎 + 2𝐸𝑞2 + 𝑏𝜂2)𝜂 = 0.  

𝜂 = 0 is a trivial solution and corresponds to the non-symmetry-breaking spin transition case.  

𝜂 ≠ 0  is found for 𝜂2 = −
𝑎+2𝐸𝑞2

𝑏
, with a stability condition  

𝑑𝐹2

𝑑𝜂2 = 𝑎 + 3𝑏𝜂2 + 2𝐸𝑞2 > 0. 

Substituting 𝜂2 leads to 𝑎 + 2𝐸𝑞2 < 0, which can also be written 𝑇 − 𝑇𝑆𝐵 < 2
𝐸

𝑎0
𝑞2. The low 

symmetry INT phase with HS-LS order and 𝜂 ≠ 0  is then stabilized in a temperature range 

[𝑇𝑆𝐵2 − 𝑇𝑆𝐵1] around q=0. Figure 10 shows the spin transition curve q(T) and the symmetry 

breaking curve 2(T) corresponding to cooperative symmetry-breaking stepwise transitions, with 

thermal hysteresis.  

In many cases reported so far, the symmetry breaking is associated with a change of translation 

symmetry (cell doubling, change of lattice type or crystalline system) or the loss of non-

symmorphic symmetry operators (screw axis or glide planes), making molecular sites inequivalent 

in the crystal. The appearance of new Bragg peaks related to such symmetry-breaking is then often 

a direct characterization of the symmetry change, and the intensity of the Bragg peaks is 

proportional to 2.30 A more direct way to probe the amplitude of the symmetry breaking due to 

the ordering of HS and LS molecules on different sub-lattices, is to measure by diffraction 

techniques the difference of the average metal-ligand bond lengths <M-L> between sub-lattices 1 

and 2.28  scales with the difference between the sites normalized to the difference between fully 

HS and fully LS states:  

 = |
<𝑀−𝐿>1−<𝑀−𝐿>2

<𝑀−𝐿>𝐻𝑆−<𝑀−𝐿>𝐿𝑆
| = |(𝑞1 − 𝑞2)|  (12) 

 

Figure 10 Symmetry-breaking stepwise spin transition curves (T) and 2(T) for potential (11). 
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Here again, the order is complete when one sub-lattice is fully HS and the other one fully LS, i.e. 

when the bond lengths <M-L> of one sub-lattice site corresponds to the LS state and the one of 

the other sub-lattice to the HS state. For partial order the symmetry is broken (0 < || < 1) and 

the bond lengths are intermediate between the fully HS and LS states. When the phase transition 

is continuous, the difference between the sites is weak and reaches zero at the phase transition, and 

the signal related to symmetry breaking is therefore more difficult to observe.30  

As shown in Figs. 10 and 11, 𝛾 may evolve with temperature on approaching the INT phase, above 

𝑇𝑆𝐵1 or below 𝑇𝑆𝐵2, as well as in the INT phase. The discontinuous change of  at 𝑇𝑆𝐵1 and 𝑇𝑆𝐵2 

is accompanied by a discontinuous change of 𝛾 due to the coupling. The high temperature step is 

less discontinuous than the low temperature step due to entropy. Various scenarios may appear 

with i) two strongly discontinuous phase transitions, ii) a half spin crossover at high temperature 

with a continuous symmetry change and a discontinuous phase transition at low temperature iii) 

two continuous symmetry-breaking phase transitions with a continuous change of q. Chernyshov 

described a similar case, with two discontinuous symmetry-breaking phase transitions, without 

thermal hysteresis.35 Since the HS fraction 𝛾 differs on the sub-lattices, the long-range HS-LS 

ordered structure forms the so-called spin-state concentration waves (SSCW),27, 28, 82 which is a 

meaningful way to describe the spin state order. As temperature decreases, the average HS fraction 

𝛾 decreases from 1 to 0 (q evolves from 1 to −1). In the symmetry-broken INT phase there is a 

spatial modulation of the HS fraction over the different sites around the average value 𝛾 (related 

to an average q) and the amplitude of the SSCW is related to the symmetry-breaking order 

parameter . The symmetry breaking due to HS-LS ordering relaxes structural constrains and may 

therefore be accompanied by rotation, torsion or motion of the molecules, counter-ions or solvent.  
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Figure 11 Schematic representation of the average HS fraction 𝛾 and symmetry-breaking order  

at different temperatures (a-g) during the symmetry-breaking stepwise phase transition. 

 

 

 

VII Stepwise and reconstructive spin transition: 

The [Fe(3PhOH-trz)2Pt(CN)4]·2H2O system exhibits an unusual behavior associated with a half 

spin conversion from the fully HS phase (Pn) to a long-range ordered HS-LS phase (Pc).65 

However, there is no group-subgroup relationship between the two space groups, as the HS and 

HS-LS phases share the same a, b, c lattice. The symmetry change comes from the fact that the 

four sites in the unit cell split in two sub-lattices (Figure 12). In the Pn HS phase, for each sub-

lattice one site is equivalent to another one by the n glide plane. Both sub-lattices are HS. In the 

Pc HS-LS phase, the sites are no more equivalent within the same sub-lattice of the HS phase, one 

site being mainly HS and the other one mainly LS, as the n plane is lost. However, the two HS 

sites from the different sub-lattices of the Pn phase, initially inequivalent in the HS phase, become 

equivalent by the c glide plane in the Pc phase. Therefore, the two LS sites initially inequivalent 

in the HS phase also become equivalent by the c glide plane. Such a structural reorganization is 

reconstructive and the Landau theory does not apply. Indeed, in this case, there is no symmetry 
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deviation from a high symmetry phase, there are just two different phases with different 

symmetries. This HS-LS phase is stable down to 10 K or less. Reverse-LIESST allows reaching a 

fully LS state, which as the same Pc space group of the [HS-LS] phase, but both Fe sites are now 

LS. This reverse-LIESST, without symmetry change, from a phase with HS and LS sub-lattices, 

is then analogous to the reverse-LIESST from the HS-LS phase found in [Fe(trz-

py)2Pt(CN)4]·3H2O.64  

 

 

Figure 12 The reconstructive phase transition in [Fe(3PhOH-trz)2Pt(CN)4]·2H2O. In the HS phase 

(150 K) there are two Fe1 and Fe2 sub-lattices and the Fe centers of each sub lattice are equivalent 

by the n glide plane. Different sub lattices form in the HS-LS phase (100 K) one LS and HS and 

the Fe centers of each sub lattice are equivalent by the c glide plane. Reproduced with permission 

from Angew. Chem. Int. Ed. 58, 11811 (2019). Copyright 2019 John Wiley and Sons.  

 

 

The case of multi-step phase transition is also another example of reconstructive phase transitions, 

as each step corresponds to a spin state concentration wave. Each SSCW is described by the 

modulation of the HS population of the molecular sites in position r:  

𝛾(𝒓) = 𝛾 +


2
cos (𝑸. 𝒓)   (13) 

𝑸𝑹 =
2𝜋

𝑅
 and R as the periodicity of the SSCW,  is the amplitude of the wave (order) and  is the 

average HS fraction. In the case of Figure 11, R=2r, which corresponds to a cell doubling along 

the crystalline axis a for example. There are more and more examples of systems undergoing 

multi-step SCO, for which the different steps correspond to different SSCW. Figure 13 presents 

the analogy with the Devil's staircase concept,27, 30, 83 allowing for a simple, but relevant, 

description of the different spin state ordering on the steps. As observed experimentally27, 28, 61, 84-

86 different spatial modulation of HS (+) and LS (–) states may appear on the steps, with a 

periodicity R=mr increased with respect to the original lattice periodicity r. The HS fraction is 

then locked onto a rational number  =
𝑛

𝑚
 with n HS sites over m sites. Theoretically there is an 
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infinity of steps between any two steps, as there is an infinity of rational numbers 
𝑛

𝑚
 lying in 

between any two rational numbers. That's the reason why such a stepped sequence of phases is 

called the Devil's staircase. Cruddas and Powell used a simple model of elastic interactions and 

identify thirty six different spin-state ordered phases.87 Boukheddaden used an elastic model, 

taking into account both volume change upon spin transition and elastic frustration to explain the 

existence of organized spatial modulations of HS state inside the plateau of two-step spin 

transitions.31 The stabilization of the steps is balanced by the competition between short-range and 

long-range interactions.30 

The [FeII(bipydz)(AuI(CN)2)2]⋅4(EtOH) systems illustrates perfectly this concept of multi-step 

SSCW. This 3D Hofmann‐like material exhibits an hysteretic four-step spin conversion, between 

the high symmetry HS phase ( = 1) and LS phase ( = 0) with three intermediate phases 

corresponding to the steps  =
2

3
,  =

1

2
  and  =

1

3
, with a long‐range periodic ordering of spin 

states.86 This situation corresponds to the steps shown in red in Figure 13. However, each step has 

its own lattice periodicity R. Compared to the HS phase with periodicity r, the periodicity is 3r for 

the steps at  =
2

3
  (+ + − sequence) and  =

1

3
 (+ − − sequence), while on the step at  =

1

2
 the 

periodicity is 2r (+ − + − sequence). From the point of view of translation symmetry, the phase 

formed by the SSCW at  =
2

3
,  =

1

2
 and  =

1

3
 are sub-groups of the HS phase. However the 

translation symmetry 3r allowed on the steps =
2

3
 and =

1

3
 is forbidden for =

1

2
, and symmetrycally 

the translation symmetry 2r allowed on the step =
1

2
 is forbidden for =

2

3
 and =

1

3
. Therefore there 

is no group-subgroup relationship between the different phases on the steps and the phase 

transition between each step are reconstructive. Consequently, in this case the phase transition 

between the steps are limited to first-order, except for the first and last steps with the high 

symmetry phases. However, the concept of order parameter also applies for measuring the 

deviation from the HShs phase.27, 30 The description of aperiodic SSCW, with a spatial modulation 

of the HS fraction incommensurate with the lattice periodicity, remains more challenging, even 

though the concept of order parameter also applies to the super space approach.27, 88 
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Figure 13 Devil's staircase for SCO materials, the steps with T correspond to fractions 𝛾 =
𝑛

𝑚
 with 

long-range ordering of LS (−)and HS (+) sites. The modulation vector R=nr and there are n HS 

sites among m sites. Structure of the simplest (thick segments) steps are represented. Reproduced 

with permission from Angew. Chem. Int. Ed. 55, 8675 (2016). Copyright 2016 John Wiley and 

Sons. 

 

 

 Conclusion 

The Landau theory, with proper identification and use of symmetry-breaking and non-symmetry-

breaking order parameters is very useful to describe phase transitions in multi-stable materials. 

Indeed, non-symmetry-breaking instabilities related to the OP q, monitoring change of spin state 

or CT, and a symmetry-breaking instability related to an OP , monitoring ferroelastic, 

ferromagnetic, ferroelastic or structural orders, may occur simultaneously, or sequentially. The 

phenomenological approach presented here, discussing the coupling between the order parameters, 

provides the necessary formalism for describing and disentangling spin transition and symmetry 

breaking. The diverse spin transition curves (T), obtained for the different types of potentials, 

map most of the scenarios found in spin-transition materials. These include spin-crossover and 

spin transition, coupled or not to continuous or discontinuous symmetry-breaking, with or without 

intermediate step.  

We can also found in the literature situations that are more complex than the ones listed in the 

different sections above. Some of them correspond to a mixing of the scenarios discussed in this 

paper. For example, in the case of the [FeH2L2−Me][PF6]2 and [FeH2L2−Me][AsF6]2 systems,67, 68 an 

INT phase associated with HS-LS order forms on cooling from the HShs phase, which correspond 

to the stepwise and symmetry breaking spin transition scenario. However, the LS phase is a low 
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symmetry one (LSls) with a symmetry breaking different from the one occurring on the step. The 

HShs and LSls phases correspond then to the linear-quadratic coupling scenario between spin 

transition and symmetry-breaking order parameters. The potential to be used to map these mixed 

scenarios is more complex, since different symmetry-breaking order parameters have to be used: 

one for describing the HS-LS order and one for the structural distortion in the LSls phase. The 

[Fe(salpm)2]ClO4·0.5EtOH complex corresponds to another mixed case. It is made of two sub-

lattices in the HShs phase. On cooling, one sub-lattice remains HS and the other one undergoes a 

half spin conversion with HS-LS symmetry-breaking order. At lower temperature, both sub-

lattices switch to the LS state. This scenario is a mixture of a stepwise symmetry breaking spin 

transition for one sub-lattice and a spin-transition on the other. Here again, the potential required 

to map this mixed scenario requires including a coupling between the sub-lattices to explain their 

simultaneous spin transition at lower temperature.  

The phenomenological approach discussed in this paper allows for a rigorous description and 

understanding of spin transition materials, by explaining how to disentangle the non-symmetry-

breaking (spin state, charge-transfer…) and the symmetry-breaking (ferromagnetic, ferroelectric, 

ferroelastic, structural order…) instabilities. The elastic coupling between both types of 

instabilities can enhance the hysteresis width, drive simultaneous spin transition and symmetry-

breaking and generate stepwise spin transitions. The coupling between symmetry-breaking and 

non-symmetry-breaking instabilities is also an important route for enhancing the (multi-) 

functionalities. For example, charge transfer can enhance the electric dipole, which, combined to 

ferroelectric order, enhances the electric polarization. Spin transition and charge transfer can 

enhance the magnetic dipole, which combined to ferromagnetic order enhances the magnetization. 

Mixing symmetry-breaking and non-symmetry-breaking instabilities is therefore an important 

route for understanding, controlling and developing multi-functional materials. 
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