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Abstract 

 

Purpose 

 

The purpose of this study was to identify the most adequate strategy for group comparison of longitudinal PROs 

in the presence of possibly informative intermittent missing data. Models coming from CTT and IRT were 

compared. 

 

Methods 

 

Two groups of patients’ responses to dichotomous items with three times of assessment were simulated. 

Different cases were considered: presence or absence of a group effect and/or a time effect, a total of 100 or 200 

patients, 4 or 7 items, and two different values for the correlation coefficient of the latent trait between two 

consecutive times (0.4 or 0.9). Cases including informative and non-informative intermittent missing data were 

compared at different rates (15%, 30%). These simulated data were analysed with CTT using Score and Mixed 

model (SM) and with IRT using Longitudinal Rasch Mixed model (LRM). The type I error, the power and the 

bias of the group effect estimations were compared between the two methods. 

 

Results  

 

This study showed that LRM performs better than SM. When the rate of missing data rose to 30%, estimations 

were biased with SM mainly for informative missing data. Otherwise, LRM and SM methods were comparable 

concerning biases. However, regardless the rate of intermittent missing data, power of LRM was higher 

compared to power of SM.  

 

Conclusions 

 

In conclusion, LRM should be favored when the rate of missing data is higher than 15%. For other cases, SM 

and LRM provide similar results. 

 

 

Keywords: IRT, CTT, Rasch models, longitudinal data, PROs, missing data 

 

 

 

 

 

 

 

 

mailto:elodie.debock@univ-nantes.fr


2 

 

Introduction 

 

Nowadays, in clinical studies, it is frequent to assess health related quality of life (QoL) using Patient Reported 

Outcomes (PROs) [1]. PROs allow evaluating patients’ perceptions using patients’ responses to items grouped 

into one or more dimensions of a questionnaire. Thus, PROs allow measuring subjective concepts like QoL that 

cannot be directly observed and such data are often called latent variables for this reason [2]. 

 

Data are usually collected in two or more groups of patients in order to compare the impact of treatments on 

QoL, for instance. For example, a randomized trial could be set up in order to test whether a new treatment 

improves patients’ quality of life compared to a standard therapy. In this case, the group effect would assess the 

difference of quality of life levels between the two groups. The impact of other variables on quality of life such 

as gender, age could also be considered. Moreover, patients are frequently followed over time in order to assess 

the evolution of quality of life, for instance. In that case, collected data are longitudinal. Missing data are 

frequently encountered in longitudinal studies and can seriously impact the results with a potential loss of power 

and biased estimates [3, 4]. The most reliable methodological approach to handle longitudinal PROs with 

missing data is still under debate. 

Indeed, according to the type of missing data (informative or non-informative), consequences on conclusions 

may be different. Mechanisms of missing data were defined by Little and Rubin [5]. They described non-

informative missing data, which combine MCAR (Missing Completely At Random) and MAR (Missing At 

Random) data, and informative missing data called MNAR (Missing Not At Random) data. Missing data are 

non-informative when the probability to have a missing value either depends on the observed data (MAR) or is 

independent of all previous, current and future assessments (MCAR). An example of MCAR data could be 

forgetting to answer to an item. MAR data may correspond to the case where a response to an item is only 

required when a positive response has already been given to a previous item. For instance, if the response is 

“yes” for a given question, the patient goes directly to the next items; if the answer is “no”, no other responses 

are required [6]. Unlike the two latter cases, if the latent variable (QoL of a patient) has an impact on the 

occurrence of missing data, it will be informative. For instance, it has often been observed that as the QoL of a 

patient gets worse, his/her propensity of non-response gets higher [7]. 

The pattern of missing data can also vary: a whole form (questionnaire) could be missing for one patient at 

different times (it is called ‘intermittent missing forms’ [8]), or a patient could stop the study and his/her forms 

would then not be available after a certain point in time (it corresponds to a ‘complete dropout’ [9, 10]). It is also 

very common that a patient doesn’t answer to one or more items of a questionnaire at each time [11]. This 

pattern is called intermittent missing items and it will be studied in the present paper. 

 

The Classical Test Theory (CTT) and the Item Response Theory (IRT) are the two main analytic approaches that 

are usually performed for PROs data analysis. CTT is based on the observed scores (possibly weighted sum of 

patients items' responses, interpreted as being close to the true score), while IRT, and more particularly Rasch 

models, links the items responses to a latent parameter (i.e. the latent trait, interpreted as the true individual QoL, 

for example) by a response model. 

In the framework of longitudinal data and for complete data case, both approaches obtained similar results 

(unbiased and good power) [12]. In the same framework and for complete dropout case, both methods 

engendered poor power and biased estimates in case of MNAR data [13]. Moreover, for longitudinal data, in 

presence of possibly informative intermittent missing data, IRT appeared to be more powerful than CTT for 

identifying and quantifying a time effect in a single group of patients [14]. A simulation study of group 

comparison in a cross-sectional framework without missing data has shown that IRT performed better than CTT 

[15] regarding power. 

The relative performance of CTT and IRT for identifying and estimating a group effect in the framework of 

longitudinal PROs data with possibly informative intermittent missing items is unknown and remains to be 

identified. The aim of the present study was to compare two methods based on CTT and IRT approaches in the 

context of clinical studies where longitudinal data are gathered to compare two groups of patients. Moreover, the 

goal is also to find the most reliable methodological approach to handle longitudinal PROs with intermittent 

missing items. In order to assess and compare the performance of score (CTT) and Rasch-based (IRT) methods, 

a simulation study was developed.  

 

 

Method 

 

A simulation study was favored to assess and compare the performance of score-based (CTT approach) and of 

Rasch-based (IRT approach) models. It consists in simulating datasets using a priori chosen parameters’ values 

corresponding to different types of situations encountered in clinical studies (several sample sizes, number of 
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items of the questionnaire…) and in analyzing these simulated datasets using models for which appropriateness 

and accuracy can be measured and compared. Indeed, when datasets are simulated, true values of the different 

parameters are known and controlled. In that case, it is possible to compare the true values (values of the 

simulated parameters) and the estimated parameters (estimated values of parameters obtained when analyzing 

the simulated datasets with the models). Conversely, real data can’t be used for that purpose because true values 

of the different parameters aren’t known in that case. Thus, simulation study is very useful to objectively 

compare different methods [16].  

 

PROs simulation 

 

The parameters that were chosen to simulate datasets represent common situations encountered in clinical 

research. For each case, 500 datasets were simulated. Questionnaires were assumed to have been previously 

validated with CTT and IRT [17] which is currently performed when it is envisaged to analyze PROs using 

either score- or Rasch-based approaches [18-20]. Questionnaires contained 4 or 7 dichotomous items. The items 

difficulties were regularly distributed and defined by the vectors (-1; -0.5; 0.5; 1) and (-1.5; -1; -0.5; 0; 0.5; 1; 

1.5) for respectively the 4-item questionnaire and the 7-item questionnaire. Two groups with 50 patients each 

(total sample size of 100 patients) or with 100 patients each (total sample size of 200 patients) were simulated 

and three times of assessment were assumed. The latent trait vector (Θ) followed a multivariate normal 

distribution. The mean of this distribution was μθ = (μθ
(1)

, μθ
(2)

, μθ
(3)

)’ and the covariance matrix had a first-order 

autoregressive structure. Concerning the correlation coefficient of the latent trait between two consecutive times, 

two different values were used: 0.4 or 0.9. Monte Carlo simulations with a longitudinal Rasch model were used 

to simulate the patients’ responses. Two assumptions regarding group effect were simulated: presence of a group 

effect or no. When a group effect was assumed, it was equal to 0.5 for the latent trait and corresponded to 0.38 

and 0.63 for the score (difference between the means of the scores) for the 4-item questionnaire and the 7-item 

questionnaire, respectively; or 0.2 for the latent trait and corresponded to 0.15 and 0.25 for the score for the 4-

item questionnaire and the 7-item questionnaire, respectively [13]. A group effect equals to 0.5 means that a 

difference between the means of the latent trait of each group is equal to 0.5. It means that one of the groups is 

composed of patients who have a better QoL (on average 0.5 points) than patients of the other group. In other 

words, when a group effect exists, at each time of assessment: μθ,group2
(t)

 - μθ,group1
(t)

 = 0.5 (μθ,group1
(t)

 and μθ,group2
(t)

 

are the means of the latent trait at time t for the patients of the group 1 and 2, respectively). Moreover, a time 

effect between two consecutive measures was simulated as equal to 0.2; or, equal to 0, when no time effect was 

assumed. It means that, globally, for all patients of the two groups, there is a difference of 0.2 for the latent trait 

(QoL) between two consecutive measures that is to say that QoL increases with time. In other words, when a 

time effect exists: μθ
(2)

 -  μθ
(1) 

= μθ
(3)

 - μθ
(2)

 = 0.2 (μθ
(1)

, μθ
(2) 

and μθ
(3) 

are the means of the latent trait for the 

patients of the two groups at the first, second, and third time of assessment, respectively). 

 

The intermittent missing items were created from the complete simulated datasets using a logistic model [13]. A 

second latent variable was defined and represented the propensity of non-response that can vary according to 

patients. MCAR items were simulated with a correlation coefficient between the latent variable of interest (QoL 

for instance) and the patient’s propensity of non-response equal to 0. Indeed, non-informative missing items are 

assumed to be independent of the latent trait. For MNAR items, informative missing data are assumed to depend 

on the latent trait. So, in that case, this correlation coefficient was different from 0. Moreover, we assumed that, 

patients tend to answer to items less often when their QoL is deteriorated. In that case, the value of this 

coefficient is negative. Therefore, for MNAR items, this correlation coefficient was equal to -0.9. Two rates of 

intermittent missing items were simulated: π = 15% or 30%. It means that, for all patients and times combined, 

there was 15% or 30% on average of intermittent missing data for each item. Hence, the rate of intermittent 

missing items may vary according to the patient, the time of assessment, the patients’ group, and the level of 

QoL considered. 

 

PROs analysis 

 

Due to the longitudinal design of the simulated study, datasets were analyzed with a score-based model that will 

be named Score and Mixed model (SM) for the CTT approach and with a Rasch-based model that will be called 

longitudinal Rasch Mixed model (LRM) for the IRT approach. When data are simulated using a Rasch model, 

the assumptions of CTT and IRT approaches are verified [17]. Hence, both approaches can be applied to the 

simulated datasets. 

 

SM method 
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The CTT approach is based on the computation of a score. With this approach, the “true” score, which is a 

representation of the studied concept (true QoL of the patient, for example), is assumed to be well estimated by 

the observed score (observed QoL of the patient) [2]. 

The SM method analyzes the patients’ scores at each time. The observed score for a patient at a given time is 

obtained by summing the responses of this patient to all items at this time. Then, a linear mixed model is applied 

on the observed scores, calculated at each time of assessment, in order to test whether a group effect and a time 

effect exist. The null hypothesis for the group effect is: μscore,group1 = μscore,group2 (μscore,group1 and μscore,group2 are the 

means of the scores for the patients of the group 1 and 2, respectively). The null hypothesis for the time effect is: 

μscore
(1)

 = μscore
(2) 

= μscore
(3)

 (μscore
(1)

, μscore
(2) 

and μscore
(3) 

are the means of the scores for the patients of the two 

groups at the first, second, and third time of assessment, respectively). 

All items must be answered by the patient in order to compute a score. Indeed, if at least one item is missing, the 

computation of the score cannot be made, which is an issue with incomplete data. It is recommended by several 

scoring manuals of questionnaires (SF-36, QLQ-C30, etc.) to impute a missing data by the mean response of the 

patient to the other items. It is usually performed when the amount of missing items at a given time does not 

exceed 50% for a given patient [21]. In other cases, the score cannot be computed. Thus, imputation allows 

decreasing the rate of missing values by increasing the number of computed scores. This method is known as 

Personal Mean Score (PMS) imputation [22] and it was applied before using the SM method. For the simulated 

datasets, data of patients with one and three missing items maximum were imputed for the 4-item questionnaire 

and the 7-item questionnaire, respectively in order to respect the fixed limit of 50% of imputed items. 

 

The Proc MIXED of SAS was used with the Restricted Maximum Likelihood (REML) estimation in order to 

estimate and assess the significance of the parameters of the model [23]. 

 

LRM method 

 

IRT explains the probability of a response to an item as a function of the latent trait level (true QoL for a patient, 

for instance) and items’ parameters (difficulties). The item difficulty is an item characteristic. The lower the item 

difficulty, the higher the probability of positive answer (favorable response of the patient to this item regarding 

the latent trait being measured). 

The LRM model is a longitudinal Rasch model [24-26, 12]: the items’ responses and the latent variable are 

connected by a logistic link function.  

The specific objectivity property of the Rasch model allows obtaining consistent estimations of the parameters 

associated to the latent trait independently from the items used for these estimations. Indeed, even if some 

patients do not respond to all items, estimates of the latent trait’s parameters should be unbiased. 

 
The null hypothesis for the group effect is: μθ,group1 = μθ,group2 (μθ,group1 and μθ,group2 are the means of the latent trait 

for the patients of the group 1 and 2, respectively). The null hypothesis for the time effect is: μθ
 (1)

 = μθ
 (2) 

= μθ
 (3)

 

(μθ
 (1)

, μθ
 (2)

 and μθ
 (3)

 are the means of the latent trait for the patients of the two groups at the first, second and 

third time of assessment, respectively). 

 
The Gllamm module of Stata was used to estimate and assess the significance of the parameters of the model 

[27]. 

 

For SM and LRM analyses, an unstructured covariance matrix was used assuming that all covariances and 

variances parameters can be different between times of assessments.  

Figure 1 illustrates LRM and SM implementations using Stata and SAS, respectively. 

 

Criteria for methods’ comparison 

 

The bias of the group effect estimations, the type I error and the power of the tests were evaluated in order to 

compare both methods.  

o Concerning the potential bias of group effect estimations, for convenience, the means of the group 

effect estimations (means obtained on the 500 datasets of each case using SM or LRM analyses) 

were compared to the theoretical true value (simulated value) using a t-test.  

o The type I error corresponded to the proportion of rejection of the null hypothesis of group effect 

on the 500 datasets of each case where no group effect had been simulated. For the type I error, 

the expected rate was 5%. 
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o The power corresponded to the proportion of rejection of the null hypothesis of group effect on 

the 500 datasets of each case where a group effect had been simulated. We considered that a 

power difference of 0.05 between two methods could be considered as relevant. 

 

 

Results 

 

The tables 1 to 3 give the results obtained on simulated datasets regarding bias when no group effect was 

simulated and bias when a group effect was simulated, type I error and power, respectively. 

 

Complete datasets (results for π=0% in table 1 and results "complete data" in tables 2 and 3) 

 

Regarding type I error and power, SM and LRM methods displayed similar results whatever the values of the 

parameters. The type I errors were close to the expected value (5%). Group effect estimations were unbiased for 

both methods. 

 

Intermittent missing items (results "MCAR" and “MNAR” in all tables) 

 

Table 1 (part “No group effect”) shows results of the group effect estimation when no group effect was 

simulated. The rate of biased values observed for LRM and SM methods was weak. Indeed, only 3 biased values 

over 64 values (4.7%) were noticed for LRM method and 2 over 64 (3.1%) for SM method. 

Table 1 (part “Group effect”) shows results of the group effect estimation when a group effect was simulated. 

There were 10 biased values over 64 values (16%) for LRM method and 20 over 64 (31%) for SM method. 

Biases appeared more often for datasets including missing data created by an MNAR mechanism. Indeed, for 

MNAR data, 19 biased values over the 30 biased values (63%) occurred for both LRM and SM methods. More 

specifically, 13 and 6 biased values over the 20 and 10 biased values (65% and 60%) occurred for SM and LRM, 

respectively. Moreover, estimations were more often biased with a rate of 30% of intermittent missing items 

compared to those with a rate of 15% of missing data. Indeed, 19 biased values over the 30 biased values (63%) 

concerned data with 30% of missing data for both LRM and SM methods. More specifically, 14 and 5 biased 

values over the 20 and 10 biased values (70% and 50%) occurred for SM and LRM, respectively. 

 

Table 2 shows results for the type I error. The minimum value for the type I error was 3.2%; its average was at 

5% and its maximum at 9.4%. The expected value of 5% was not included in the 95% confidence interval for 

only one type I error over 160 (0.6%). None of the parameters used for datasets simulation (number of patients 

and items, value of time effect, correlation of the latent trait between two consecutive times, and the type of 

missing items and its rate) seemed to have an impact on the type I error. Hence, the type I error was controlled 

for both methods. 

 

Table 3 shows results for the power of group effect tests. Some powers must be interpreted with caution because 

the associated group effect estimations were biased. For both methods, the number of patients and items as well 

as the correlation between two consecutive times impacted power. As expected, power decreased with the 

reduction of sample size, and it increased with the number of items. It could be noticed that the observed power 

was lower when the correlation of the latent trait between two consecutive times was higher. No variation could 

really be explained by the type of intermittent missing items (MCAR or MNAR). However, power decreased 

when the rate of intermittent missing items increased. Whatever the parameters and the type of intermittent 

missing items, power was usually greater for LRM method compared to SM method. We could observe that 17 

cases (corresponding to datasets with 30% of intermittent missing items) over 64 (27%) had a power difference 

equal or superior to 0.05 for LRM compared to SM. Conversely, a power difference equal or superior to 0.05 for 

SM compared to LRM was never observed whatever the considered case. Graph 1 illustrates this fact: whatever 

the type of intermittent missing items, power was higher for LRM as compared to SM method. Moreover the 

difference between the power obtained with the LRM method as compared to the SM method was greater in case 

of 30% of intermittent missing items as compared to 15%. 

 

Concerning datasets simulated with a group effect equal to 0.2 (results not shown), results were similar except 

for the group effect estimations when a group effect was simulated. Indeed, in that case, estimations were 

unbiased for both methods. 
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Discussion 

 

In clinical studies, QoL has become a criterion of interest often assessed using PROs. The evolution of this 

criterion is often assessed over time in different groups of patients. In this kind of framework, intermittent 

missing items are commonly encountered. If missing items are linked to the patient’s QoL (MNAR data), they 

can seriously impact the conclusions and may be truly problematic. The purpose of the present study was to 

compare the appropriateness and accuracy of two models (SM and LRM) based on CTT and IRT approaches to 

detect and quantify a group effect on longitudinal PROs data with possibly informative intermittent missing 

items. 

 

Concerning complete cases, results were very close to those obtained by Blanchin et al. [12] with controlled type 

I error and similar power for SM and LRM. For cases with intermittent missing items, LRM appeared to be more 

powerful than SM. Moreover, for 27% of the simulated cases a power difference between both methods equal or 

superior to 0.05 in favor of LRM was observed. Concerning biases, when the rate of missing data rose to 30%, 

estimations were biased mainly with SM for informative missing data. Otherwise, LRM and SM methods were 

comparable concerning biases.  

It could be highlighted that, with a group effect equal to 0.2, conclusions were very similar to those obtained 

with a group effect equal to 0.5 except for estimations’ biases. Indeed, no bias was noticed. It could be explained 

by the way that data were simulated. For MNAR data, the worse the QoL, the higher the rate of missing data. 

Hence, with a difference of QoL equal to 0.5 between groups, the rate of missing data is more differentiated 

between groups than with a group effect equal to 0.2. The unbalance of missing data rates between groups 

engendered biases on group effect estimations. 

This study also brought out a known impact of the type of missing data on estimations that were more often 

biased for informative missing items (MNAR data) than for non-informative missing items (MCAR data).  

 

Concerning SM, a PMS imputation was applied because this imputation is commonly used for well-known 

questionnaires (SF-36, QLQ-C30, etc.) for practical reasons (easy to use and to obtain a score for one patient 

with only data of this patient) [28]. Other methods like multiple imputations could improve results obtained with 

SM. It would be interesting to look for the impact that could have these methods on this type of data. For LRM, 

power was overall higher than the one obtained with SM and no imputation was necessary. Moreover, LRM 

appeared to be less often biased compared to SM. The specific objectivity property of the Rasch model could 

explain the difference between the results observed for Rasch-based model (LRM) and score-based model (SM). 

 

In this study, the simulated group effect was constant over time and it could be a limitation. Indeed, most clinical 

studies are randomized. Consequently, at the first time of assessment, no group effect is supposed to exist and a 

group effect can appear afterwards and may be different depending on the time of assessment. It could be 

interesting to complete this study with other simulation cases including an interaction between the time effect 

and the group effect. The hypothesis could be made that results might be close to those obtained in this study 

because no assumption concerning the linearity of effects was necessary to analyze data with both methods.  

 

Concerning the MNAR data, we considered that a patient tends to be too tired to respond when her/his QoL is 

deteriorated. However, it is possible to do the reverse hypothesis. Indeed, a patient with a good QoL could 

decide that it is not necessary to answer to all items because she/he feels well. In this case, the correlation 

between the latent variable of interest (QoL for instance) and the patient's propensity of non-response would be 

positive. Hence, the decrease of the QoL level would reduce the rate of missing data. In this study, we studied 

the case where the increase of the QoL level reduced the rate of missing data. We could do the hypothesis that 

the methods SM and LRM would perform similarly for both cases. 

 

These results showed that LRM performed better than SM to assess a group effect in the framework of a 

longitudinal study with possibly informative intermittent missing items. However, it should be mentioned that 

when the rate of intermittent missing data was lower or equal to 15%, SM could provide unbiased estimations 

and display a power that was close to LRM. In conclusion, since LRM is more difficult to implement than 

SM, the small increase in performance when there are few missing data (e.g. 15%, according to the 

simulation plan) does not warrant the increased effort in using LRM. However, when there is considerable 

missing data (e.g. 30%, regardless of the type of missing, according to the simulation plan), LRM is to be 

seriously considered as SM is biased. In that case, when the implementation of LRM is necessary, it is possible 

to do it with Stata or SAS using the Gllamm module of Stata (as indicated on Figure 1) or the PROC NLMIXED 

of SAS [14]. 
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Table 1: Group effect estimations (       ) and standard deviations (s.d.) when no group effect was simulated (βgroupLRM=0) and when a group effect was simulated (βgroupLRM=0.5) for Score Mixed model (SM) with 

PMS imputation and Longitudinal Rasch Mixed  model (LRM) methods for different values of groups’ size (N), time effect, number of items (J), latent variable correlation (ρθ), proportion of missing data (π) and for 

three cases (complete, MCAR and MNAR data). Analyses performed with an unstructured covariance matrix in SM and LRM methods. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                      number indicates that the t-test comparing the group effect estimation (       ) and the group effect true value is significant at 5%. 
                                     §: according to Blanchin et al. [17]. 

     No group effect – SM§ : 0 / LRM : 0 Group effect – SM§ : 0.38 for J=4 ; 0.63 for J=7 / LRM : 0.5 

          MCAR MNAR MCAR MNAR 

     

SM LRM SM LRM SM LRM SM LRM 

N Time effect J ρθ π         s.d.         s.d.         s.d.         s.d.         s.d.         s.d.         s.d.         s.d. 
100 0 4 0.4 0%   0.009 0.107  0.012 0.142  0.009 0.107  0.012 0.142 0.377 0.109 0.501 0.147 0.377 0.109 0.501 0.147 

    15%  0.010 0.116  0.014 0.147  0.011 0.115  0.015 0.149 0.374 0.120 0.500 0.153 0.375 0.121 0.499 0.156 
    30%  0.010 0.136  0.015 0.154  0.007 0.133  0.011 0.154 0.381 0.137 0.507 0.163 0.352 0.135 0.493 0.163 

   0.9 0%  -0.002 0.118 -0.004 0.158 -0.002 0.118 -0.004 0.158 0.382 0.127 0.511 0.173 0.382 0.127 0.511 0.173 
    15%  0.001 0.127 -0.001 0.164 -0.001 0.129 -0.002 0.168 0.386 0.135 0.514 0.177 0.381 0.135 0.515 0.179 
    30%  0.003 0.142 -0.001 0.166 -0.001 0.134 -0.001 0.174 0.383 0.148 0.515 0.183 0.372 0.149 0.509 0.190 

  7 0.4 0%  0.004 0.154  0.003 0.122  0.004 0.154  0.003 0.122 0.621 0.166 0.494 0.133 0.621 0.166 0.494 0.133 
    15%  0.000 0.166  0.002 0.127  0.007 0.160  0.005 0.125 0.620 0.174 0.494 0.138 0.616 0.173 0.492 0.137 

    30%  0.002 0.184  0.000 0.135  0.001 0.188  0.001 0.134 0.625 0.186 0.499 0.144 0.594 0.184 0.490 0.140 

   0.9 0% -0.002 0.193 -0.002 0.156 -0.002 0.193 -0.002 0.156 0.623 0.200 0.501 0.159 0.623 0.200 0.501 0.159 
    15% -0.002 0.199  0.000 0.157  0.003 0.199  0.000 0.160 0.624 0.199 0.503 0.162 0.622 0.208 0.501 0.166 

    30% -0.002 0.214 -0.001 0.166 -0.002 0.217 -0.004 0.167 0.628 0.217 0.498 0.168 0.607 0.221 0.497 0.172 

 0.2 4 0.4 0%  0.007 0.105  0.009 0.141  0.007 0.105  0.009 0.141 0.380 0.107 0.507 0.144 0.380 0.107 0.507 0.144 
    15%  0.008 0.114  0.011 0.148  0.006 0.116  0.009 0.150 0.383 0.119 0.510 0.153 0.374 0.119 0.505 0.152 
    30%  0.009 0.133  0.007 0.158  0.017 0.135  0.009 0.159 0.374 0.137 0.500 0.165 0.362 0.131 0.502 0.162 

   0.9 0% -0.003 0.121 -0.005 0.164 -0.003 0.121 -0.005 0.164 0.365 0.127 0.493 0.173 0.365 0.127 0.493 0.173 
    15% -0.004 0.125 -0.006 0.169 -0.002 0.130 -0.007 0.173 0.365 0.133 0.494 0.175 0.363 0.135 0.490 0.174 
    30%  0.001 0.142  0.004 0.177 -0.008 0.138 -0.007 0.174 0.361 0.142 0.491 0.179 0.352 0.143 0.493 0.181 

  7 0.4 0% -0.003 0.162 -0.002 0.130 -0.003 0.162 -0.002 0.130 0.618 0.154 0.493 0.123 0.618 0.154 0.493 0.123 
    15% -0.004 0.170 -0.004 0.133 -0.003 0.171 -0.001 0.134 0.616 0.163 0.491 0.129 0.615 0.164 0.493 0.130 
    30% -0.004 0.187 -0.001 0.142 -0.011 0.190 -0.007 0.141 0.615 0.183 0.494 0.137 0.593 0.175 0.489 0.134 

   0.9 0% -0.001 0.190 -0.001 0.156 -0.001 0.190 -0.001 0.156 0.608 0.201 0.486 0.164 0.608 0.201 0.486 0.164 
    15% -0.004 0.198 -0.002 0.160 -0.004 0.197 -0.003 0.157 0.609 0.208 0.489 0.169 0.605 0.208 0.484 0.168 
    30% -0.009 0.203 -0.004 0.162 -0.005 0.211 -0.003 0.163 0.604 0.214 0.486 0.171 0.578 0.224 0.480 0.175 

50 0 4 0.4 0%  0.001 0.148  0.002 0.197  0.001 0.148  0.002 0.197 0.376 0.154 0.501 0.209 0.376 0.154 0.501 0.209 
    15% -0.002 0.161  0.001 0.209 -0.001 0.160  0.003 0.203 0.374 0.169 0.497 0.221 0.375 0.169 0.501 0.221 

    30% -0.001 0.194  0.003 0.228 -0.008 0.187 -0.010 0.223 0.370 0.203 0.499 0.234 0.362 0.191 0.499 0.230 

   0.9 0%  0.008 0.176  0.010 0.237  0.008 0.176  0.010 0.237 0.374 0.167 0.503 0.225 0.374 0.167 0.503 0.225 
    15%  0.006 0.187  0.008 0.245  0.008 0.188  0.016 0.248 0.371 0.177 0.505 0.233 0.371 0.179 0.506 0.236 

    30%  0.012 0.209  0.009 0.257  0.003 0.213  0.015 0.263 0.361 0.195 0.496 0.243 0.362 0.207 0.497 0.248 

  7 0.4 0% -0.014 0.240 -0.012 0.192 -0.014 0.240 -0.012 0.192 0.620 0.246 0.494 0.199 0.620 0.246 0.494 0.199 
    15% -0.016 0.248 -0.010 0.196 -0.009 0.251 -0.008 0.196 0.622 0.259 0.495 0.206 0.622 0.256 0.496 0.203 
    30% -0.015 0.266 -0.012 0.201 -0.012 0.270 -0.011 0.205 0.628 0.269 0.502 0.206 0.594 0.276 0.487 0.212 

   0.9 0% -0.014 0.277 -0.010 0.228 -0.014 0.277 -0.010 0.228 0.663 0.280 0.528 0.233 0.663 0.280 0.528 0.233 
    15% -0.009 0.289 -0.007 0.233 -0.013 0.291 -0.009 0.231 0.663 0.295 0.529 0.240 0.666 0.286 0.535 0.231 
    30% -0.013 0.303 -0.011 0.234 -0.007 0.308 -0.009 0.236 0.663 0.303 0.529 0.240 0.635 0.316 0.529 0.241 

 0.2 4 0.4 0% -0.001 0.149 -0.002 0.200 -0.001 0.149 -0.002 0.200 0.393 0.152 0.523 0.205 0.393 0.152 0.523 0.205 
    15%  0.002 0.162  0.000 0.210  0.001 0.164  0.000 0.210 0.393 0.172 0.523 0.215 0.388 0.163 0.519 0.212 
    30% -0.001 0.192 -0.008 0.219  0.003 0.188  0.000 0.222 0.393 0.199 0.528 0.234 0.366 0.188 0.521 0.228 

   0.9 0% -0.005 0.179 -0.005 0.243 -0.005 0.179 -0.005 0.243 0.376 0.174 0.505 0.236 0.376 0.174 0.505 0.236 
    15% -0.006 0.193 -0.007 0.257 -0.007 0.187 -0.008 0.247 0.378 0.182 0.508 0.245 0.376 0.186 0.507 0.246 
    30% -0.004 0.219 -0.012 0.266 -0.011 0.213 -0.012 0.269 0.365 0.205 0.507 0.256 0.362 0.207 0.504 0.262 

  7 0.4 0% -0.003 0.232 -0.002 0.186 -0.003 0.232 -0.002 0.186 0.631 0.225 0.504 0.182 0.631 0.225 0.504 0.182 
    15% -0.003 0.242  0.000 0.193  0.000 0.240  0.001 0.189 0.628 0.238 0.504 0.188 0.627 0.240 0.501 0.190 

    30% -0.007 0.263 -0.002 0.197 -0.013 0.254 -0.005 0.195 0.624 0.262 0.502 0.196 0.610 0.276 0.500 0.201 

   0.9 0% -0.009 0.291 -0.011 0.243 -0.009 0.291 -0.011 0.243 0.619 0.281 0.495 0.239 0.619 0.281 0.495 0.239 
    15% -0.006 0.304 -0.008 0.250 -0.012 0.300 -0.009 0.247 0.627 0.283 0.501 0.238 0.616 0.290 0.497 0.241 

    30% -0.006 0.306 -0.003 0.243 -0.005 0.304 -0.013 0.244 0.622 0.305 0.502 0.249 0.611 0.313 0.496 0.243 
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Table 2: Type I error of the tests of group effect for Score Mixed model (SM) with PMS imputation and 

Longitudinal Rasch Mixed model (LRM) methods for different values of groups’ size (N), time effect, number 

of items (J), latent variable correlation (ρθ), proportion of missing data (π) and for three cases (complete, MCAR 

and MNAR data). Analyses performed with an unstructured covariance matrix in SM and LRM methods. 

 

 

 

 
          Complete data MCAR MNAR 
N Time effect J ρθ π SM LRM SM LRM SM LRM 

100 0 4 0.4 0% 0.046 0.048   
 

 
     15%   

 
0.042 0.046 0.054 0.060 

    30%   
 

0.060 0.048 0.062 0.052 
   

 
    

 
  

 
 

    0.9 0% 0.042 0.044   
 

 
     15%   

 
0.042 0.050 0.052 0.054 

    30%   
 

0.044 0.032 0.036 0.036 
   

 
    

 
  

 
 

   7 0.4 0% 0.038 0.042   
 

 
     15%   

 
0.052 0.040 0.042 0.040 

    30%   
 

0.048 0.040 0.062 0.052 
        

 
  

 
 

    0.9 0% 0.062 0.052   
 

 
     15%   

 
0.058 0.053 0.056 0.050 

    30%   
 

0.050 0.063 0.058 0.060 
 

   
    

 
  

 
 

  0.2 4 0.4 0% 0.052 0.050   
 

 
     15%   

 
0.052 0.050 0.044 0.044 

    30%   
 

0.052 0.060 0.056 0.046 
   

 
    

 
  

 
 

    0.9 0% 0.052 0.052   
 

 
     15%   

 
0.036 0.056 0.050 0.048 

    30%   
 

0.036 0.044 0.032 0.040 
  

  
    

 
  

 
 

   7 0.4 0% 0.054 0.054   
 

 
     15%   

 
0.046 0.050 0.054 0.056 

    30%   
 

0.056 0.062 0.062 0.050 
   

 
    

 
  

 
 

    0.9 0% 0.046 0.050   
 

 
     15%   

 
0.050 0.059 0.050 0.054 

    30%   
 

0.046 0.052 0.050 0.054 

    
    

 
  

 
 

 50 0 4 0.4 0% 0.048 0.052   
 

 
     15%   

 
0.046 0.048 0.058 0.046 

    30%   
 

0.056 0.054 0.050 0.058 
   

 
    

 
  

 
 

    0.9 0% 0.036 0.036   
 

 
     15%   

 
0.046 0.044 0.048 0.052 

    30%   
 

0.060 0.036 0.060 0.048 
        

 
  

 
 

   7 0.4 0% 0.074 0.072   
 

 
     15%   

 
0.066 0.068 0.064 0.070 

    30%   
 

0.058 0.070 0.076 0.072 
   

 
    

 
  

 
 

    0.9 0% 0.050 0.054   
 

 
     15%   

 
0.056 0.056 0.068 0.066 

    30%   
 

0.050 0.056 0.054 0.056 
 

   
    

 
  

 
 

  0.2 4 0.4 0% 0.046 0.050   
 

 
     15%   

 
0.050 0.050 0.052 0.052 

    30%   
 

0.060 0.052 0.056 0.050 
   

 
    

 
  

 
 

    0.9 0% 0.050 0.050   
 

 
     15%   

 
0.058 0.048 0.054 0.048 

    30%   
 

0.072 0.048 0.054 0.060 
  

  
    

 
  

 
 

   7 0.4 0% 0.072 0.070   
 

 
     15%   

 
0.058 0.070 0.058 0.054 

    30%   
 

0.066 0.056 0.052 0.060 
   

 
    

 
  

 
 

    0.9 0% 0.064 0.069   
 

 
     15%   

 
0.076  0.094* 0.074 0.070 

    30%     0.062 0.076 0.058 0.068 

* indicates that the expected value of 5% is not included in the 95% confidence interval. 

                             number indicates that the group effect estimation (       ) linked to this type I error is biased at the 5% level. 
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Table 3: Power of the tests of group effect for Score Mixed model (SM) with PMS imputation and Longitudinal 

Rasch Mixed model (LRM) methods for different values of groups’ size (N), time effect, number of items (J), 

latent variable correlation (ρθ), proportion of missing data (π) and for three cases (complete, MCAR and MNAR 

data). Analyses performed with an unstructured covariance matrix in SM and LRM methods. 

 

 

 
          Complete data MCAR MNAR 
N Time effect J ρθ π SM LRM SM LRM SM LRM 

100 0 4 0.4 0% 0.932 0.928      
     15%     0.882 0.900 0.898 0.912 

    30%     0.814 0.898 0.758 0.866 
   

 
           

    0.9 0% 0.868 0.865      
     15%     0.832 0.851 0.828 0.841 

    30%     0.742 0.807 0.726 0.801 
   

 
           

   7 0.4 0% 0.972 0.968      
     15%     0.948 0.956 0.958 0.968 

    30%     0.916 0.940 0.894 0.950 
   

 
           

    0.9 0% 0.890 0.885      
     15%     0.894 0.876 0.854 0.867 

    30%     0.834 0.861 0.808 0.843 
 

 
             

  0.2 4 0.4 0% 0.948 0.950      
   

 
 15%     0.908 0.922 0.900 0.918 

    30%     0.798 0.866 0.792 0.894 
   

 
           

    0.9 0% 0.826 0.819      
     15%     0.790 0.808 0.800 0.796 

    30%     0.702 0.765 0.682 0.787 
  

  
           

   7 0.4 0% 0.970 0.970      
     15%     0.970 0.978 0.958 0.966 

    30%     0.924 0.950 0.912 0.946 
   

 
           

    0.9 0% 0.882 0.873      
     15%     0.850 0.851 0.844 0.853 

    30%     0.816 0.842 0.762 0.824 

    
           

 50 0 4 0.4 0% 0.706 0.696      
     15%     0.616 0.643 0.642 0.674 

    30%     0.510 0.588 0.502 0.612 
   

 
           

    0.9 0% 0.584 0.568      
     15%     0.526 0.555 0.510 0.523 

    30%     0.424 0.494 0.434 0.478 
   

 
           

   7 0.4 0% 0.776 0.768      
     15%     0.738 0.744 0.742 0.730 

    30%     0.696 0.732 0.640 0.688 
   

 
           

    0.9 0% 0.710 0.696      
     15%     0.676 0.668 0.686 0.686 

    30%     0.616 0.639 0.574 0.648 
  

  
           

  0.2 4 0.4 0% 0.750 0.738      
     15%     0.678 0.690 0.656 0.706 

    30%     0.566 0.654 0.496 0.631 
   

 
           

    0.9 0% 0.582 0.573      
     15%     0.544 0.557 0.530 0.532 

    30%     0.444 0.487 0.458 0.497 
               

   7 0.4 0% 0.810 0.806      
     15%     0.770 0.791 0.758 0.786 

    30%     0.696 0.729 0.664 0.720 
               

    0.9 0% 0.606 0.598      
     15%     0.598 0.586 0.586 0.577 

    30%     0.544 0.551 0.540 0.569 

                      number indicates that the group effect estimation (       ) linked to this power is biased at the 5% level. 
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Graph 1: Comparison of power of the tests of group effect for Score Mixed model (SM) with PMS imputation 

and Longitudinal Rasch Mixed model (LRM) methods for one case: groups’ size (N=100), no time effect, 

number of items (J=4), latent variable correlation (ρθ=0.4), proportion of missing data (π=15% or 30%) and for 

complete or MCAR or MNAR data. Analyses performed with an unstructured covariance matrix in SM and 

LRM methods. 
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Figure 1: Example of LRM and SM implementations (with Stata and SAS, respectively) for two times of assessment, two groups and seven items with two possible 

responses (0 or 1). 

 

eq b1:Time1 

eq b2:Time2 

 

noi gllamm Response item1-item5 Time2 Group2, i(ID) link(logit) nocons fam(bin) nrf(2) eqs(b1 b2) 

For more information about the Gllamm module of Stata: [26]. 

 

proc mixed data=Data; 

class ID Time; 

model score=Time Group/ noint solution chisq; 

repeated Time/ subject=ID type=UN  r rcorr ; 

run; 

 

 

LRM SM 

  Data formatting LRM implementation  Data formatting 
 SM implementation 

 

ID            Time1            Time2            Group1            Group2            Response            item1            item2            …            item7 

1              1                    0                   1                       0                      0                            -1                0                  …            0 

1              0                    1                   1                       0                      1                           - 1                0                  …            0 

1              1                    0                   1                       0                      0                             0               -1                  …            0 

1              0                    1                   1                       0                      1                             0               -1                  …            0 

…            …                   …                 …                     …                     …                           …              …                 …             … 

1              1                    0                   1                       0                      0                             0                0                  …           -1 

1              0                    1                   1                       0                      0                             0                0                  …           -1 

2              1                    0                   0                       1                      1                          - 1                 0                  …            0 

2              0                    1                   0                       1                      1                            -1                0                  …            0 

…            …                   …                 …                      …                    …                           …              …                 …             … 

ID                                  Time                                  Group                                  score 

1                                     1                                        1                                        0 

1                                     2                                        1                                        3 

2                                     1                                        2                                        7    

2                                     2                                        2                                        7 

3                                     1                                        1                                        5 

3                                     2                                        1                                        4 

4                                     1                                        2                                        2 

…                                   …                                      …                                       … 

...                                   …                                       …                                       … 

…                                   …                                      …                                       … 


