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KARRIE KARAHALIOS, University of Illinois at Urbana-Champaign, USA

Fig. 1. Within StreamSketch’s user interface (Left), a streamer can share the progression of their artwork
in real-time (a) and viewers can simultaneously comment and sketch over top of the streamer’s work in a
web browser (b). In this example, the streamer began with a skeletal sketch (depicted by the yellow dashed
rectangle) and asked her viewers to create their own variations (Right) using this starting point. To help with
filtering and clustering (c), viewers can also tag their drawings using category tags or textual descriptions (d).
All viewer sketches and comments can be spatially and temporally anchored (e, f, g) to facilitate browsing.

Creative live streams, where artists or designers demonstrate their creative process, have emerged as a unique
and popular genre of live streams due to the real-time interactivity they afford. However, streamer-viewer
interactions on most live streaming platforms only enable users to utilize text and emojis to communicate,
which limits what viewers can convey and share in real time. To investigate the design space of potential visual
and non-textual modalities within creative live streams, we first analyzed existing Twitch extensions and
conducted a formative study with streamers who share creative activities to uncover key challenges that these
streamers face. We then designed and implemented a prototype system, StreamSketch, which enables viewers
and streamers to interact during live streams using multiple modalities, including freeform sketches and text.
The prototype was evaluated by two professional artist streamers and their viewers during six streaming
sessions. Overall, streamers and viewers found that StreamSketch provided increased engagement and new
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affordances compared to the traditional text-only modality, and highlighted how efficiency, moderation, and
tool integration were continued challenges.

CCS Concepts: • Human-centered computing → Collaborative and social computing; Collaborative
and social computing systems and tools; • Applied computing→ Fine arts.

Additional Key Words and Phrases: Live streaming, user engagement, sketching, visualization, creativity
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1 INTRODUCTION
Due to the proliferation of live streaming platforms such as Twitch, many artists and designers
have begun to adopt live streaming to showcase their creative processes [8, 28]. These creative
live streams typically feature the streamer’s full screen of their computer or workspace (Figure 1a),
a camera feed of their face, along with their narration while working [8, 28]. For creative live
streamers and viewers, live streaming enables anyone to learn and be inspired by a streamer’s
creative process, engage with each other during real-time shared creative activities, and connect
with other creative professionals around the world [8, 28]. However, streamer-viewer interactions
on most live streaming platforms today are confined to chatting with text and emojis [2, 27, 28, 52].
One way to better engage viewers in a live stream is to enable multi-modal communication

through audio, video, and images [2, 19]. These rich modalities have been adopted in various
genres of live streams including video gaming [27], live events [19], and learning [2, 18], and
have been shown to effectively improve viewer engagement with live streams. However, video
and audio may be intrusive and physically and cognitively demanding for both streamers and
viewers, while image has limited flexibility [2]. The present work aims to explore how sketches
and text can be incorporated into creative live streams to enrich viewer-streamer interactions.
Sketching, as a primitive form of human expression, has been shown to support visual thinking to
help organize one’s thoughts and improve one’s ability to think and communicate [1, 14]. Sketching
is also a flexible form of visual communication that is familiar to creative streamers and viewers [8].
Integrating sketches and text into a live streaming interface may be worthwhile because multi-modal
messages can convey richer information and enable new forms of expression during creative live
streams. For example, a sketch can depict illustrative ideas such as composition and patterns,
while such information is hard to convey through text only. Although sketching may be a more
natural method of viewer-streamer interaction within creative live streams, design challenges and
affordances of such modalities are relatively unexplored within the live streaming literature.
Through a formative study with creative live streamers and an analysis of available visual

interaction modalities for streamers to engage viewers, the present work found that text-only chat
and emojis impose constraints on what viewers can convey and share with streamers and other
viewers in real time. For example, when trying to ask specific questions about the content in a live
stream, viewers could not accurately or conveniently make reference to objects or points of interest.
When making a suggestion to streamers about a drawing, viewers can only describe it textually,
rather than visually, with illustrative details and examples. Based on the results of the formative
study and the analysis, we designed and built a system, StreamSketch, as a technological probe.
StreamSketch enables viewers to engage with streamers through multiple modalities of input

(i.e., text and sketch), and aids streamers and viewers in making sense of this rich data. With
StreamSketch, viewers can sketch and place text comments directly into the live stream video to
convey their thoughts, suggest ideas, express opinions, and annotate the video (Figure 1a). Sketches
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and texts can also be anchored both spatially and temporally. These messages appear in a chat
window (Figure 1b) as part of the chat conversation and are visible to the streamer and all of the
viewers. Since the amount and complexity of multi-modal messages can be overwhelming, viewers
can tag their text and drawings to facilitate filtering and clustering for increased visual clarity
(Figure 1d). To provide an overview of the multi-modal chat conversation, StreamSketch displays a
Hybrid Cloud visualization below the live streaming video that visualizes keywords from viewer
comments and relevant sketches in real time (Figure 1c). To provide richer and more detailed
contextual information to the streamer and their viewers, StreamSketch displays sketches and text
alongside relevant contextual information (i.e., a snapshot of the video and position of sketches).

To better understand how the use of temporally and spatially anchored sketches and text facilitates
new types of interactions and degrees of engagement between a streamer and their viewers, and
how streamers and viewers navigate such rich, multi-modal data during live streams, we have
conducted a user study with two professional creative streamers and their viewers (N=18) for six
live streaming sessions that lasted up to an hour each. The findings demonstrated that viewers
used sketches for interactions that were more relevant to art or self-expression and largely used
text chat for socializing or non-art topics. However, the time required by viewers for ideation and
sketching during the stream made sketching challenging for some. Both streamers and viewers
also reported increased engagement while using StreamSketch.

This paper contributes:
• insights into the needs for supporting multi-modal interactions in creative live streams drawn
from the literature, an analysis of existing tools, and formative study with streamers

• introducing spatially and temporally anchored sketches with text and labels
• the design of StreamSketch, a system which enables viewers to sketch over top of a live
stream video while watching the live stream and supports the sense-making of multi-modal
input from viewers

• evaluations with real users (i.e., streamers and viewers) to test the usability and provide more
insights into future design of multi-modal viewer input within live streaming

2 RELATEDWORK
2.1 Engaging Viewers through Live Streaming
Prior work has found that interaction and sociability are what make live streaming engaging
[7, 16, 17, 31], and that streamers and viewers desire for deeper and richer interactions during live
streams beyond text-only chatting [31]. To enable such interactions and encourage viewers’ active
participation during live streams, streamers, streaming platforms, and researchers have explored
the use of various modalities of communication within live streams.
Many of these explorations have occurred within the domain of video game live streaming.

Streamers on Twitch, for example, often use third-party tools or extensions to conduct polls during
their live streams and make decisions about gameplay action using the polling data to satisfy
more viewers [17]. For example, Lessel et al. designed several communication channels for live
streams of the card game Hearthstone that enabled viewers to draw lines on the game UI to indicate
their preferred player action [27]. They found that these additional communication channels were
preferred because they enabled viewers to exert influence over streamers. Glickman et al. explored
the design challenges inherent in live streamed audience participation games, and identified six
challenges to streamers including latency, screen sharing, attention management, player agency,
audience-streamer relationships, and shifting schedules [13].

Several projects have explored enriching communication channels in other genres of live streams,
including live events, public environment, education, and knowledge sharing. Hamilton et al.
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introduced push-to-talk audio input into their streaming interface for live events, and found that
its instant and high-profile nature engaged viewers [19]. Reeves et al. studied a mixed reality
game that supported live streaming from city streets and identified challenges facing streamers
such as demands from remote viewers, situational challenges, and self-presentation desires [36].
Chen et al. explored the use of text, audio, video, image, and stickers to enrich interactions while
live streaming for language learning, and found that these multimedia tools increased learners’
engagement [2]. LiveMâché supported the sharing of context and participation in online learning
through the collaborative and synchronous curation of multi-media, including live video, text,
images, and sketches [18]. Snapstream enabled viewers to take snapshots of live streams for visual
art, annotate them with basic shapes, and share the annotated snapshots with other users [52].
Although serving a similar group of live streaming users, StreamSketch differs from Snapstream in
that it supports viewers in expressing themselves using free-form sketching rather than through
annotations with simple shapes. StreamSketch also provides an overview visualization of all the
viewer input for viewers and streamers to make sense of.

These prior projects have demonstrated that supporting multi-modal interaction during live
streams is favorable, engaging, and beneficial to both streamers and viewers. To continue this line of
research, we focus on a specific genre of live streaming – creative live streams. Viewers of creative
live streams have different motivations and practices, and thus streamers have to use different
strategies to engage viewers [8, 28]. With the ability to use sketch and text as communication
mediums, viewers can potentially organize their thoughts better [1], communicate in a more
expressive way, and thus engage more with creative live streams.

2.2 The Challenges with Text-Based Interaction
Live streaming has utilized text chat as its dominant input and feedback modality because text
chat enables people to socialize with others, exchange information, and form communities when
watching live streams together [17, 31, 42]. Chatting using a text back-channel when watching
video together has also been found to lead to higher engagement with video content and better
impressions of other participants [48]. Danmaku, a form of text commenting that is overlain on
the live stream video, has been widely adopted on East Asian video sharing and live streaming
platforms [29]. Danmaku has been shown to increase user engagement and affect user emotions
and judgements [29, 50], though they are seldom adopted on Western platforms such as Twitch.
Text chat, however, does come with a number of drawbacks that have been identified within

many Computer-Mediated Communication (CMC) tools. For example, managing a large volume
of text messages has been a challenge for various text chat-based systems such as group chat for
work [54]. With respect to live streams, text chat may become unusable or a distraction due to
the real-time nature of the commenting and the fact that comments may be made by thousands of
viewers at the same time [32]. Viewers joining such large scale streaming channels have also been
found to be less willing or able to contribute and thus lurk more [33].

Keeping up with chat messages during highly popular live streams is especially challenging for
streamers, because they have to make sense of viewers’ preferences and reactions and adjust their
content to better engage viewers in real time [31]. However, several tools and systems have been
designed to address this. For example, Conversational Chat Circles [32] displays a subset of the
chat stream to different subgroups of viewers, so that the number of messages sent to an individual
viewer is smaller. StreamWiki [30] leveraged viewer-sourcing to summarize content and comments
during knowledge sharing live streams. StreamSketch continues this line of research by exploring
how massive amounts of information can be understood when there are multiple modalities of
information in a live stream.

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW1, Article 58. Publication date: April 2021.



StreamSketch: Exploring Multi-Modal Interactions in Creative Live Streams 58:5

2.3 Multi-Modal Interaction in Online Communication and Remote Collaboration
Research in CMC has shown that text-based CMC lacks nonverbal cues that is inherent in face-
to-face communication, which reduces the capacity of text-based CMC for deep interpersonal
interaction [46]. To address this, several different modalities of communication have been proposed
to improve CMC, including voice (audio), video, pointing gestures, and sketches.
The audio modality has been shown to be preferred over text when people chat with remote

friends or family members while co-watching online videos [47] or interactive TV [11]. However,
when incorporated in live event streams, it is not used by many, mostly because of concerns about
interruption or trolling and inappropriate behavior encouraged by audio [19]. Videos have been
shown to encourage communication [2], improve responsiveness [43], and elicit authentic and
engaging conversations [45]. However, when incorporated in language learning live streams, it
is rarely adopted because of the required time and efforts for making videos [2]. Because of the
aforementioned challenges of audio and videomodalities, they are not incorporated in StreamSketch.

Research in remote collaboration has explored various technologies that support sharing multi-
modal communication cues (e.g., pointing gestures and sketches) between a local worker and a
remote expert to improve performance. For example, Fussel et al. integrated a virtual pointer into a
shared live video where the remote expert could sketch on to support remote collaboration [9, 34].
Kirk et al. proposed a method that captured the remote user’s hand gestures and projected them into
the local user’s workspace [23]. Videodraw enabled users to sketch on their local displays and share
their work by projecting it into the remote user’s workspace, which worked in a symmetric manner
[41]. The evaluation of these methods showed that sketches could be more descriptive and lasting in
sharing information than a pointer, while a pointer facilitates quick participation [22]. Combining
multiple visual cues (e.g., sketch and hand gesture) was shown to enable richer interactions [20].
Drawing inspiration from these methods, we focus on enabling multi-modal communication in
creative live stream, a one-to-many, asymmetric communication channel between the streamer and
viewers, which is different from most tasks and contexts explored in prior research.

StreamSketch also draws inspiration from prior research in video interfaces for online learning
to complement text-based interaction during live streaming, including temporal anchored peer
comments [25], spatio-temporal anchored collaboration [5] and references [12], fluid video annota-
tion interaction techniques [35, 39], video collaboratory [38], and multi-modal referencing [4, 53].
These projects were mostly designed for asynchronous use, however, StreamSketch aims to explore
the design space of multi-modal interactions in synchronous and real-time settings.

3 MULTI-MODAL INTERACTIONS DURING LIVE STREAMS: MOTIVATIONS &
CHALLENGES

Creative live streams are mostly seen on platforms such as Twitch, YouTube Live, Behance, and
Picarto. For example, Twitch has several distinct live stream categories that are closely related to
creative activities, such as Art, Makers & Crafting, and Music [8]. Under the Art category, there are
over 300 live streams and over 6,000 viewers at any moment [8]. Unlike other platforms where
live streaming interfaces are almost non-customizable, Twitch enables streamers to use Twitch
extensions to enrich the ways in which viewers can interact with them. These extensions are
widgets, panels, or overlays that are developed by streamers, viewers, developers, and companies
for use by streamers during their live stream. To better understand how viewers currently interact
with streamers using modalities beyond text commenting, we reviewed a set of 111 existing Twitch
extensions that were designed to improve viewer engagement in June 2019 [44]. At the time
of the analysis, there were 122 extensions designed for viewer engagement that were available
for Twitch users, however, 11 extensions were excluded from the analysis because they were
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designed specifically for video game live streams and contained video gaming elements that were
not generalizeable to creative live streams. Among the 111 Twitch extensions that we analyzed, 41
(37%) extensions were related to interactions using visual input or output, 18 related to community
building and interactions, 9 supported audio-related interactions, and 8 were for voting. Due to the
present focus on multi-modal input, the 41 Twitch extensions that were about visual input and
output were further analyzed.

3.1 Existing Visual Interaction Modalities in Live Streaming
Through the analysis, a diverse range of Twitch extensions were found to support visual input
and output to engage viewers, including graphic symbols, interactive overlays, and collaborative
interaction space. Almost all of such extensions overlaid visual input on top of the live video.
However, they varied in level of interactivity they supported.

3.1.1 Graphic Symbols. The most common category of extensions supported the use of pre-defined
graphic symbols for self expression, such as emotes, GIFs, emoticons, and stickers, similar to other
social media platforms. Extensions that enabled viewers to apply animated visual effects to a live
stream were also available, e.g., fireball, rain, throwing virtual objects to a streamer, applying masks
or filters to a streamer’s face, etc. These extensions enabled viewers to request visual effects to be
overlain on the live video and visible to all users. Although streamers can customize the visual
representations of these elements to some extent, viewers could only choose from a predefined set
of visual elements. Most of these extensions, except for a few that enabled animated visual effects,
did not allow viewers to specify where they wanted the visual elements to be shown on top of the
video, providing limited flexibility in spatial anchoring.

3.1.2 Interactive Overlays. Extensions supporting interactive overlays enable streamers to make
certain part of the live video ‘clickable’. They thus allow streamers to dictate how viewers can
interact with their video according to where they click. For example, Heat [10] enables streamers
to show a real-time heat map of viewer clicks on the video, or show special visual effects at
locations where viewers have clicked on the video, providing a novel way for viewers to interact
with streamers and other viewers. Though providing more flexibility in spatial anchoring, these
extensions fall short in terms of their expressiveness, because most interactions are designed on
a case-by-case basis. The interactions are mostly ephemeral, which can cause context loss for
streamers and other viewers if they have missed the moment the interaction took place.

3.1.3 Collaborative Interaction Space. Four extensions enabled viewers to collaboratively create
art, for example, enabling them to draw pixels on top of a live stream or within a certain area of
the stream, change the color of a matrix of tiles to design shapes or patterns, or draw directly on
a canvas together. These extensions support better expressiveness and encourage collaboration,
however, because they are a shared collaborative canvas, individual viewers can easily lose agency
over their creations. Also, they do not have control over how other viewers collaborate, so the
results of collaboration could be uncertain.

The analysis demonstrated that interactivity, expressiveness, flexibility, context, and agency all
play an important role in viewer engagement. Enabling viewers to sketch or use pixel art to present
themselves during live streams seems promising, especially for artists and designers who have
experiences in these activities. However, because they regard highly of agency and expressiveness,
the design of current visual input extensions on Twitch do not fit their needs well.
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3.2 Formative Study with Creative Live Streamers
To further explore the potential of supporting visual input during creative live streams, informal
interviews and observations of live streams and Discord channels were conducted with four
creative live streamers. The four streamers included a freelancer (S01), an illustrator (S02), a web
comic author (S03), and a concept artist (S04). Each interviewee had experience streaming on
different platforms such as Twitch, YouTube Live, and Behance, and they regularly watched other
creative streamers or moderated for them. Thus, their input can provide insights into viewer’s
perspective. The interviews focused on visual modalities to gain deeper insights into the design
space. Interviewees were shown a low-fidelity sketch of a streaming interface that supported free-
form sketching to gain their feedback about this idea. We identified several key themes regarding
viewer engagement and viewer-streamer communication during creative live streams.

3.2.1 F1: Visual Input is Preferred over Text-Only Chat for Engaging Viewers. Creative live streamers
and viewers preferred expressing themselves using visual language, or at least combining visual
and textual information together, because they felt that visual input could be more expressive, e.g.,
“During live streams, sometimes I prefer drawing a sketch and narrate while I am drawing to tell a story
to my viewers. It just feels more natural to me” (S03). Engaging viewers in a more expressive way
through visual input would also be their “competitive edge of being a streamer” (S01), motivating
more viewers to watch their streams. However, although some aforementioned Twitch extensions
support visual input, streamers found it hard to integrate them in their streams, e.g., “I think existing
extensions are disconnected with my stream. Viewers use the tools, mostly in a separate window or
website, to create their drawings, and then send them to me. It takes their attentions away. I’d like
them to be fully engaged with my stream”(S02). With current streaming interfaces, most viewers can
only use emotes, emoticons, and stickers overlain on the video to express nuanced emotion, which
have limited expressiveness, e.g., “Sometimes when I want to express myself when watching a stream,
I just wish I could draw something out myself instead of choosing from the list of emotes” (S02).

When asked to reflect on how useful sketch input would be for their live streams, the streamers
came up with several situations where visual input might be useful. They noted that viewers could
provide detailed ambient suggestions during streams via visual input, e.g., drawing something
interesting, helpful, and relevant to the streamer and other viewers (S02, S04). For example, viewers
could draw perspective guidelines to indicate their preferred composition, and beautiful patterns for
streamers to adopt in their drawing. Viewers could also annotate using visual input, e.g., pointing
to or circling an object in the live stream, and asking specific questions or giving suggestions.

3.2.2 F2: Creating a Real-time Space for Sharing Ideas and Feedback. The interviewed creative
streamers hosted design or art challenges regularly in their Discord channels. For example, S04
invited his viewers to submit their early-stage drawings or even rough sketches on different topics
(e.g., fruits) every week. He then commented on the submissions from viewers on Discord. They
noted that integrating such design/art challenges and critique into their live streams in real time
would improve viewer engagement, however, no existing tools could readily support it, e.g., “It’ll
be great if viewers submit their cool ideas in real time during my streams, and I comment on them.
Other viewers can benefit from this as well. They can even build on each other’s ideas” (S03). S04 noted
that when he wanted to reward his viewers by drawing customized illustrations that met their
interests, he would like to collect more viewer input about their preferences, e.g., “If they [viewers]
can annotate on what I am drawing and give me feedback, I think my drawings will better satisfy
them, and also mean more to them”.

3.2.3 F3: Understanding the Context of Viewer Comments is Hard. The interviewees mentioned that
when viewers ask questions or provide suggestions and feedback, they often refer to a point, an area,
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an object, or part of an object within the artwork the streamer is working on, similar to findings in
[52]. However, viewers can only make references via text commenting during live streams, which
makes it hard for streamers and other viewers to understand the exact thing viewers are referring
to, e.g., “sometimes my viewers comment on specific details of the comic I am drawing, but I cannot
accurately understand what they refer to” (S03). For some streamers, sometimes when they want to
have high productivity, they focus on their artwork during the stream and only occasionally pay
attention to viewer comments (S01, S04). S01 noted that because the artwork changes constantly
during the stream, by the time they see viewer comments referring to a part of the artwork, the
artwork may have already changed, leading to context loss, similar to prior findings [30, 52].

3.2.4 F4: Making Sense of Viewer Contributed Content and Feedback. Streamers also noted there
might be several challenges regarding the sensemaking of visual input from viewers. The volume of
visual input and text comments can be overwhelming if there are many submissions from viewers,
which is especially difficult for streamers if they want to focus on their work (S01, S04), e.g., “Even
if I do not have a lot of viewers, sometimes when I focused too much on my work and missed a lot of
chat, I found it hard to respond to many comments” (S04). Making sense of a large amount of viewer
input can be more challenging because of the context loss, e.g., “Sometimes there are just too many
comments talking about different things, or referring to different parts of my work, for example, the
color, the shape, the stroke...” (S03). It is also hard for streamers to get a sense of the common themes
and interests of viewers when there are too many comments during their streams (S01).

3.3 Design Goals
Based on our analysis, formative studies, and literature review, we identified the following design
goals to guide the development of a system that supports visual input during live streaming :

G1 Support free-form sketching for richer expression and interactivity during streams. Streamers
value the interactivity during creative live streams and thus would like to incorporate visual
input to enrich viewer-streamer interaction [F1] and to create a real-time space for sharing
ideas and feedback [F2] within creative live streams. Sketching is a flexible and natural form
of visual input that is familiar to creative live streaming communities [8]

G2 Provide spatial and temporal contextual information. Streamers and viewers should be able
to understand the context of viewer’s multi-modal input [52, F3], i.e., where the viewer is
referring to and what the artwork was like when the viewer submitted their input.

G3 Facilitate the navigation and exploration of multi-modal information. Streamers and viewers
should be able to navigate, explore, and make sense of viewer input during live streams, and
should not be overwhelmed if there are too many multi-modal messages [F4].

4 STREAMSKETCH USER INTERFACE
Based on the findings from the formative study and the analysis of existing Twitch extensions,
StreamSketch was designed to support creative live streamers in engaging viewers using two
modalities – sketch and text. StreamSketch consists of three main components that are always
visible – a video player that shows the live video of the streamer’s artwork (Figure 1a) with a
canvas overlain on it to support free-form sketching input from viewers (Figure 1a), a comment
window that displays all of the text and sketches added by viewers (Figure 1b), and a Hybrid Cloud
visualization that depicts keywords and sketches from the viewer submitted content (Figure 1c).
Herein, StreamSketch’s key features and components are described, in addition to the design process
and rationales that were followed. Within the prototype, the same interface is displayed to both
the streamer and viewers to maintain the consistency of what they see on the interface.
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Fig. 2. (a) The pop-up window to collect tags and descriptions of a sketch. (b) An example of a sketch with a
video snapshot that was captured, a description, and a tag (‘suggestion’).

4.1 Workflow when Sketching on a Live Video
To enable viewers to communicate using richer modalities (G1), StreamSketch supports spatially
and temporally anchored sketch and text input (G2). When watching a live stream, viewers can
sketch freely on top of the live video (Figure 1a) using a simple inking interface by clicking and
dragging the mouse or other pointing devices of their choice. This enables viewers to sketch as on
a layer of tracing paper over what the streamer is sketching live. The sketch is not synchronously
shared with the streamer or other viewers before being submitted. While sketching, viewers can
change the color, transparency, and size of the strokes. Before they submit their sketch, viewers can
choose to provide some tags and/or more fine-grained textual descriptions of their sketch. After the
sketch is submitted, it appears temporally overlain on the video to other viewers and the streamer
(like laying the submitted tracing paper over the video), at the same position on top the live video
(scaled if the size of the video is different), and will disappear after 6 seconds. The sketch, together
with its tags and descriptions, will also be shown in the comment window (Figure 1b).

4.1.1 Viewer-Sourced Tags and Descriptions for Sketches. When the viewer is sketching on the
video, a pop-up (Figure 2a) appears under the live video and enables the viewer to enter tags and/or
descriptions about their own sketch. The names of the tags are customizeable and can be changed
by the streamer during their stream. Because free-form sketches can have high variance and be
hard to interpret, sometimes streamers may have difficulty correctly understanding their meanings.
Further, few mature AI tools are available to accurately analyze the theme or topic of sketches [15].
This pop-up is designed for viewer-sourcing more explicit, contextual, and structured information
about their sketch, which can be leveraged to provide useful insights about viewers’ sketches to
streamers and to analyze viewer input (e.g., through analyzing tags and descriptions).

4.1.2 Spatial and Temporal Anchoring: Capturing Video Snapshots for Context. The formative study
found that spatial and temporal anchoring of viewer input could be useful for streamers and
viewers to understand contexts (G2), e.g., when what a viewer sketches is highly relevant to what
is being shown in the video, or when a viewer annotates part of the video to ask questions or make
suggestions. In this case, it is important to preserve the context and visual information so that
the sketch can make sense when viewed by others. In another case, when the live video changes
rapidly, it can be hard and distracting for viewers to sketch on it, so they may need to capture the
current video as a static image and sketch on it.
To preserve the context for spatial and temporal anchoring, viewers can choose to capture the

video frame by clicking the “Capture the screen” button on the pop-up. After the server finishes
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processing the image the viewer captured, the image will be overlain on the live video and “screen
captured” will be shown in place of the capture button on the pop-up, together with the option to
hide or delete the captured image. When viewers do not actively choose to capture the video frame,
the system still automatically saves a snapshot of the live video when a viewer submits a sketch on
the video, in case it will be useful.

4.1.3 Spatially and Temporally Anchored Comments on the Video. Inspired by many existing viewer
engagement tools in live streaming, especially Danmaku [30, 50], StreamSketch allows viewers to
submit comments directly to streamers at a specific location in the video (G1, G2). Viewers can click
the “Comment on video” button under the video player, and then click on a location in the video
and type in the pop-up window to post a comment. Once submitted, the comment will be shown to
all the users and last for 6 seconds (Figure 1g). Such comments also appear in the comment window
with a green dot beside the author’s name to indicate that it is on the video. The video snapshot
captured when the comment is submitted is also saved on the server.

4.1.4 Fork and Sketch on Existing Sketches. To further enable viewers to interact through visual
input during live streams (G1), viewers can “fork” existing submitted sketches by other viewers
by clicking on the button shown beside an existing sketch when their cursor hovers over it.
Once the button is clicked, the existing submitted sketch appears on top of the video, together
with the snapshot captured when the sketch was submitted (if any). Viewers can then sketch on
top of the video and the existing sketch in the same way as they sketch from scratch. They can
also provide tags and descriptions for their new sketch, capture a new snapshot, or use existing
snapshots through the pop-up window.

4.1.5 Contextual Information Available On-Demand. To provide viewers and streamers with more
contextual information about viewer input (G2), when navigating the comment window, different
information can be shown on-demand. When the mouse cursor hovers over a sketch or comment in
the comment window, the sketch or the comment appears overlain on the live video. If the sketch
or the comment had a snapshot captured when submitted, the video snapshot also appears overlain
on the live video. The live video and audio keep going on below the snapshot, so viewers can easily
switch back to the live stream. Even for sketches that did not have a snapshot captured by the
viewer when submitted, the streamer and viewers can still see the video snapshot that appears
overlain on the video to gain contextual information by hovering over the filmstrip icon ( ) shown
to the right of the sketch in the comment window (Figure 1e).

4.2 Visualizing Viewer’s Textual Input and Sketches
To facilitate the navigation and exploration of multi-modal viewer input during live streams (G3), a
visualization is used to depict key topics/themes of viewers’ input to provide high-level information
to both viewers and streamers. Similar to [6], the visualization evolves as the live stream continues
and updates in real time when new information is added. StreamSketch analyzes the descriptions
of the sketches and all the textual input from viewers to update the visualization in real time.

4.2.1 A Hybrid Cloud of Sketches and Text. To provide streamers and viewers with a medium to
mitigate the overload multi-modal messages may cause, keywords from the viewers’ input and
related sketches are combined to form a Hybrid Cloud (Figure 3a). The keywords are extracted
from viewers’ comments and the descriptions they provided for when submitting their sketches.
Although different visual encodings may be more useful or helpful, such a ‘light weight’ and
straightforward approach has potential because one does not want to overload streamers with a
more complicated visualization.
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Fig. 3. In this example, the user clicked on ‘panda’ in the (a) Hybrid Cloud visualization and then on the (b)
tag ‘suggestion’ to filter the comments about this sketch.

To visualize the comment and sketch description keywords, the frequency of the appearance
of the keywords within a 5 minute time window is computed. The frequency of each keyword is
mapped to the font color of the keyword in the Hybrid Cloud, with darker colors indicating higher
frequencies. To avoid visual clutter in the visualization, only the top 20 keywords are displayed. The
time window can be adjusted during the stream according to the streamer’s needs, e.g., they can
change the window to 30 minutes if they want to reflect on viewers’ input in the past 30 minutes.

In addition to keywords, sketches that are related to the keywords are also visualized within the
Hybrid Cloud to provide streamers with an overview of what sketches viewers have submitted and
their themes. The descriptions of the sketches are analyzed in real time, and if certain keywords
that are already in the visualization match the descriptions, the sketches will be shown adjacent to
the keywords in the cloud. The most recent five sketches corresponding to each keyword will be
shown, with the newest shown on the left. Sketches without descriptions are clustered under a
’Misc.’ keyword within the cloud.

4.2.2 Overview, Details, and Filtering. To enable viewers and streamers to navigate the details of
individual comments or sketches (with spatial-temporal anchoring, G3), StreamSketch supports
interaction between the Hybrid Cloud (Figure 1c) and the comment window (Figure 1b).

The keywords in the Hybrid Cloud can be used to filter the comment window by keyword. When
the mouse cursor hovers over a keyword tag, the text chat and sketches in the comment window
will only show comments with the keyword and sketches whose descriptions contain the keyword.
When the cursor moves away, all the comments and sketches will reappear. This interaction tech-
nique enables viewers and streamers to quickly navigate the visualization. Streamers and viewers
can also click on the keyword tag to apply a persistent filter to the comment window, allowing
them to navigate the filtered comment window to find more detailed information (Figure 3b).

The tags provided by viewers can also be used to filter by tag. When the user clicks on a tag in
the comment window, the comment window only show sketches and comments with the selected
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tag. The tag and keyword filtering can also be combined such that streamers and viewers can see
sketches and comments that have a specific tag and are related to a specific keyword (Figure 3b).

4.3 System Implementation and Setup
The StreamSketch system consists of a front-end web interface and a back-end server. The front-end
web interface was built using React, Javascript, D3.js, HTML and CSS. The Twitch and YouTube
Live APIs were used to embed the live video in the StreamSketch interface (Figure 1a) to provide a
seamless experience for streamers to stream using a platform of their choice. The back-end server
was built using Node.js and an Amazon S3 database. The front-end and the back-end communicate
with each other using a WebSocket to transmit data and HTTP requests to access APIs. The web
interface can run in modern web browsers including Chrome, Firefox, Safari, and Edge, which
should enable many viewers to use StreamSketch. The keyword extraction feature was implemented
with node-rake [37], an open source tool that implements keyword extraction algorithms within
Node.js. Streamers use the drawing software of their choice to create art, and use the streaming
software of their choice (e.g., Open Broadcaster Software) to broadcast their drawing process.

5 EVALUATION
StreamSketch was evaluated via deployment study of six streaming sessions to gain insights into
the effectiveness and usefulness of the system. The goals of the study were to understand how
viewers use temporally and spatially anchored visual and textual multi-modal input (i.e., sketch and
text) to interact with streamers, and how streamers and viewers make sense of such multi-modal
input during live streams. The technical and social challenges that arose when such input was
made available were also of interest.

5.1 Participants
Two streamers (S1 and S2) who were frequent creative live streamers on Twitch were recruited
through personal connections to participate in the study. S1 was a digital artist working on illustra-
tions who normally streamed about digital painting and illustration and had over 7,000 followers.
She had 4 years of experience with streaming and she usually streamed about 2 hours every day to
20-30 viewers. She usually mirrors her iPad screen to her PC screen and broadcasts through her PC.
S2 also had over 4 years of experience with streaming and he usually streamed about 3 hours a day,
5 days a week to about 100 viewers. He had 23,000 followers and was a concept artist and illustrator
who mostly streamed character illustrations using Adobe Photoshop and a Wacom Cintiq.

In addition to the streamers, 18 viewers were recruited to participate in the study. As reported
in prior research, paid viewers from Amazon Mechanical Turk tend to behave differently than
volunteers watching live events [40]. This work thus focused on recruiting viewers who were
intrinsically motivated to watch creative live streams and engage with streamers’ communities.
Those who regularly watched creative live streams were invited to participate in the study via the
invited streamers’ Discord channels. Four of S1’s regular viewers and five of S2’s regular viewers
accepted offers to participate. As the response rate was not high enough to recruit a significant
number of viewers, other viewers were recruited via word-of-mouth and snowball sampling within
the creative professional community. All the viewers had at least 3 months of experience with
creative live streams and watched creative live streams at least once a week. Most participants
were between the ages of 21 to 40, with 10 being male, 6 female, and 2 not disclosing their gender.
Twelve voluntary viewers visited our website and interacted with StreamSketch freely during the
sessions, although they were not asked to respond to the surveys after the sessions.
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5.2 Method and Procedure
Similar to real-world creative live streaming [8], the study was a simulated situation with several
‘active’ viewers who participated by commenting and sketching when watching creative live
streams and other viewers lurking or doing their own activities as they wish.

Previous studies have also indicated that only running the study once might not be able to gain
enough insights, due to the ‘cold start’ problem (i.e., viewers might not participate using new
interactions [30]). Thus, 3 sessions were run with each streamer, and viewers were also allowed to
participate in multiple sessions if they would like. In the end, eight viewers joined only one session,
eight viewers joined two sessions, and two viewers joined three sessions.

5.2.1 Pre-Study Training. Before the study, the research team demonstrated how to sketch on the
video, how to provide tags and descriptions, and how StreamSketch’s visualizations worked to
each streamer. This was done via video calls and a live remote demonstration. Before each session,
participating viewers were given a demonstration of StreamSketch via video calls and then the
research team shared a link to a 5-minute tutorial video that highlighted key features of the system.
Viewers were then asked to visit the prototype website and were encouraged to freely explore the
interface to get familiar with the key features of StreamSketch before the study.

5.2.2 Streaming Sessions. Before the first session, the streamers were instructed that they could
stream using their normal topics and processes, such as streaming about character design, concept
design, illustrations, etc. and asking viewers to give feedback or allow them to request something.
The streamers were also encouraged to come up with their own tasks/strategies they thought might
be appropriate and helpful to engage viewers using StreamSketch. Both streamers streamed for an
hour for each session, with StreamSketch shown on a side screen. Participating viewers were asked
to join the stream session using their own desktop or laptop computers and use StreamSketch to
interact with the streamer or other viewers until the session ended. To allow a broader range of
viewers to participate in the study, the types of pointing devices that viewers could use to sketch
with StreamSketch was not restricted. Among all the eighteen viewers, five used a Wacom Cintiq
tablet and the other thirteen used a mouse to sketch with StreamSketch.

5.3 Metrics
5.3.1 Post-Study Surveys. After each session, survey responses were collected about viewers’
ratings of the usability of various system features (i.e., sketching and text commenting on the
video, the visualizations, and the filtering) using 5-point Likert Scales (i.e., 1-strongly disagree, and
5-strongly agree), their perceptions about the differences between watching live streams using
StreamSketch and traditional live stream platforms, how StreamSketch influenced their watching
experience, what they liked and disliked, and what they would like to improve about the experience.
They were also asked to reflect on a sketch that they felt was most engaging and to provide more
contextual information about that sketch through open-ended questions. The survey was modelled
after questionnaires previously used by Lu et al. [30], Yang et al. [52], and Lessel et al. [27], which
explored the usability and usefulness of novel live streaming interfaces. The questionnaire can be
found in the supplementary material of this submission.
For those viewers who participated in multiple streams, only the survey responses from their

first usage of StreamSketch were analyzed to ensure that their first impressions were captured. To
provide richer insights about the user experience and potential improvements to StreamSketch,
their responses to the open-ended questions were included in the analysis.

5.3.2 Interviews with Streamers. After each streaming session, the streamers were interviewed to
gather feedback about StreamSketch. The interview questions probed how they interacted with
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viewers using StreamSketch, how they used the visualizations and filtering, how they thought
StreamSketch influenced the way they streamed and interacted, their positive and negative experi-
ences with StreamSketch, and other thoughts and feedback on the system.

5.3.3 Analysis of Sketches. To understand how the viewers used sketches to interact in a more
nuanced way, the research team also randomly sampled all the sketches during the 6 streaming
sessions and yielded a sample of 80 sketches from viewers. Two researchers categorized all the
sketches through a thematic analysis process. The recorded videos of the live streams and the
descriptions provided for sketches were referenced during the analysis for context. If tags were
provided by viewers, they were classified as self-reported categories. The two researchers first coded
the sketches independently, and then discussed them together to reach consensus on categories.
One researcher then coded the remaining sketches alone.

6 RESULTS
We now report on the main use cases of spatially and temporally-anchored sketches in creative live
streams, and how StreamSketch enables different ways of interaction compared to how viewers
and streamers interact with conventional live streaming interfaces. In general, both viewers and
streamers noted that streaming sessions with StreamSketch were engaging.

6.1 Streamer’s Strategies to Engage Viewers
Although the study did not have specific task requirements for streamers, S1 tried out different
ways to engage with her viewers in her three sessions. During her first session, she started with a
warm-up exercise. First she painted a random shape on the canvas and invited viewers to create
sketches which built on the shape. She then drew half of a cartoon cat’s head and asked the viewers
to complete it. After this warm-up, she started an interactive “draw together” session, where she
began to sketch a simple illustration from scratch, asking viewers to contribute ideas on what
should be in the sketch. Her second session started with the same warm-up session, and she then
started an interactive character design session, where she sketched the body and face of cartoon
characters, and invited viewers to sketch facial expressions. Her third session was a ’paper doll’
session, where she sketched a basic shape of a doll and asked viewers to sketch out how they
thought it should look like. She then began to sketch out what she thought it should look like,
taking viewers’ suggestions into consideration and iterate on her sketch.

S2’s sessions were more similar to one another. During his streams, he streamed about his process
of designing fictional characters, and he asked viewers to contribute ideas about the visual design of
the character, e.g., what shape should the head be, what color he should use, etc. He adopted a more
iterative strategy, by first focusing on the rough shape of the character, and gradually focusing on
facial and body parts, clothes, or accessories. He noted that he sometimes does streams exactly like
this, though he only interacts with viewers through text comments.

6.2 Viewers’ Use of StreamSketch
During the six streaming sessions, 30 unique viewers contributed a total of 451 sketches when
watching live streams (Table 1). It took on average 72.60 seconds (SD=132.01) for viewers to finish
a sketch that they submitted. In general, all viewers used both comments and sketches to interact
during live streams. Considering the time and effort viewers must devote to sketching, the result is
encouraging because it shows that viewers would like to use sketching as a primary channel for
communication in creative live streams.
Overall, StreamSketch enabled viewers to interact with streamers and viewers in an engaging

way, and supported their creative activities and idea sharing during live streams (Figure 4). Viewers
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Table 1. Number of viewers and interactions per streaming session

Live stream session S1-1 S1-2 S1-3 S2-1 S2-2 S2-3 All sessions

Total # of viewers using StreamSketch 9 9 12 11 8 8 30 (unique)
# of viewers responding to the survey 5 5 5 5 5 5 18 (unique)
Total # of viewers watching the stream 19 21 38 82 76 93 329
Total # of comments 111 132 104 121 178 130 776
Total # of sketches 74 56 70 87 92 72 451
Total # of sketches with tags 16 13 21 34 43 41 168
Total # of sketches with descriptions 31 35 42 64 73 51 296
Total # of sketches with snapshot captured 34 21 21 45 42 44 207

reported that using StreamSketch to watch creative streams and interact with streamers and
viewers was fun and enjoyable (Median=4, IQR=1), and they felt more engaged in live streams
using StreamSketch (Median=4, IQR=1). They also reported that sketching on the live video was
helpful to communicate during live streams (Median=4, IQR=1), and they felt they interacted with
the streamer more than they normally do (Median=4, IQR=1). Although it takes some time to
master all the features of StreamSketch, viewers reported that they felt StreamSketch was easy
to use (Median=4, IQR=1), easy to learn how to use (Median=4, IQR=1), and they would like to
use StreamSketch when watching creative live streams in the future (Median=4, IQR=1.75). They
noted that StreamSketch provided them with new experiences when watching creative live streams,
e.g., “With StreamSketch, I feel like the streamer interacts much more with viewers, the audience can
contribute equally to the stream rather than being a passive recipient”(V3) and “It would be more
actively engaging as opposed to something I might have in the background while I work on other things”
(V11). Several viewers who were less experienced in using digital drawing tools typically rated the
ease of use of StreamSketch less than those dedicated and experienced users of digital drawing.
They commented that sometimes they felt less need to provide tags or textual descriptions, or
found it hard to sketch well with their mouse because they did not have other devices available.
Two viewers rated ease of use low because of connection issues.

0% 20% 40% 60% 80% 100%

It was fun and enjoyable to use StreamSketch

It made me feel more engaged in the stream

It made me think more about interacting with the streamer

It was helpful for communications during live streams

I felt I participate more in the discussions using StreamSketch

I had more sense of presence sketching on the video

e snapshot is helpful for understanding the context of the sketch

I would like to use StreamSketch in the future

StreamSketch was easy to use

StreamSketch was easy to learn how to use

Strongly Disagree Disagree Neutral Agree Strongly Agree

Fig. 4. Survey responses about the experience of using StreamSketch.
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(a) (c)

(b) (d)“Why isn’t him yelling?”

“Bubble tea!”

“How I actually feel”

No description provided (e) “How abt a starfish?”

() “BIG ears”

(g) “Scissorhands”

(h) “Iron Panda”

Self-expression Suggestion/Feedback Creating art

Fig. 5. Examples of viewers’ sketches during the live streams: (a) a diving suit which the streamer could use
as a ‘costume’, (b) a yelling face to make a joke, (c) a cup of bubble tea to treat the streamer, (d) a figure which
leans on the character in the stream, (e) a viewer suggesting that the streamer sketch a starfish in the scene,
(f) a viewer suggesting that the streamer sketch big ears for the character, (g) a character with scissorhands
based on the ‘paper doll’ by S1, and (h) an ‘Iron Panda’ based on the ‘paper doll’ by S1.

6.3 The Use of Sketches in Creative Live Streams
The analysis of all the sketches (N=451) showed a variety of ways in which the sketches were used
during the streaming sessions. Among all the sketches, 17 were illegible scribbles that were hard to
categorize, and were thus excluded from the analysis. Generally speaking, sketches were mostly
used for suggestions, self-expression, and collaborative art creation (Figure 5), while text comments
were mostly used for chat and socialization, e.g., “Sketches are great for suggestions and explanations,
but for more casual/chill talk, text seems better”(V11) and “Text works for stuff like coming up with
names or such. Drawings are better for ideas” (V18).

6.3.1 Sketches for Self-Expression (N=203). Themost frequent use of sketcheswas for self expression
(Figure 5 a–d). Several viewers used sketches in a way similar to how they used stickers, but they
enjoyed sketching because it provided them with more flexibility. Such sketches helped them
express nuanced humor or personal meanings that were hard to convey through text only, e.g.,
“sketching is more personal compared to using text” (V10) and “Some humor can only be conveyed
by drawing out rather than using text. The interaction with the streamer’s drawings allows for some
fun shenanigans ” (V17). Several viewers also expressed their care and support for the streamer by
sketching something with kind implications and used pleasant words as descriptions e.g., heart,
thumb up, flowers, food, coffee, and bubble tea (Figure 5c). Other viewers expressed themselves by
sketching an enhancement of the video rather than contributing to the concrete idea of the art work.
For instance, several viewers drew costumes, sunglasses, hats, or accessories which were overlain on
the camera feed of the streamer to make them seem ‘cooler’ or ‘stylish’ (Figure 5a). These sketches
were usually submitted without a snapshot captured, so that they served as graphical overlays that
streamers can ‘interact’ with during the live stream to create dramatic effects. A viewer in S2’s
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stream, for example, drew an alternated mascot overlain on the original one, expressing their wish
for S2 to redesign the mascot because it had been there for too long.

6.3.2 Sketches to Provide Feedback and Suggestions (N=156). Viewers provided a variety of sug-
gestions to streamers during the streaming sessions (Figure 5 e–f) due to the interactive nature of
these sessions. They suggested different topics of content to sketch, e.g., accessories of a character,
how to pose or position of the subject, the hairstyle of a character, background objects, etc. Some
viewers also used annotations to make suggestions, for example, sketching a circle around certain
area of the video and writing or typing text to make suggestions.

S2 mentioned that when using his traditional streaming platform, he found it useful for viewers
to be able to provide him with suggestions directly on the content he is drawing. He noted that
some of his viewers took a snapshot, edited it in Photoshop, and then sent it to him on Discord, in
an asynchronous manner. He thought that StreamSketch had the potential to support this kind of
interaction in a more real-time manner, and that he could change his drawing in real time and get
feedback on the changes from viewers.

6.3.3 Sketches to Create Art Together and Share Ideas (N=75). Several viewers mentioned that
StreamSketch transformed the live stream into a space to create art together (Figure 1 Right,
Figure 5 g–h). They noted the benefits of getting inspiration not only from the streamer, but also
from other viewers, e.g., “I prefer using sketches if I have an idea or picture in my head that I want to
communicate so I can show it to others” (V3) and “Drawing a picture and posting it seems better for
the whole chat. Everyone gets to participate in the drawing, since you can add on to drawings” (V16).
Both the streamers and viewers expressed that they would like to have the sketches created

during the live stream archived or saved locally so that they could share them with other people,
e.g., “I would like to save all the drawings from viewers on my PC and upload them to social media
to share the ideas” (S1). These sentiments present an opportunity for live streaming services to
develop better archiving methods for creative live streams and collective creative activities.
An unexpected use of StreamSketch was to recolor a work in progress sketch. For example,

viewers in one of S2’s sessions discovered that StreamSketch’s palette supported changing stroke
opacity, so all of the viewers began filling in the color of the characters that S2 was sketching to
make new styles or visual feelings for the characters. They also used translucent strokes to build
on other viewers’ sketches. This behavior suggests that it may be worthwhile to provide viewers
with the opportunity to adjust more stroke attributes in the future.

6.4 Viewers’ Experiences with StreamSketch
6.4.1 Drawbacks of Sketching during Live Streaming. Although viewers used sketching for a variety
of purposes, several limitations of sketching during live streaming were also found. The most critical
problem with sketching might be with respect to timeliness, because it took viewers on average
72.60 seconds to finish and submit a sketch and they had to spend more time on coming up with
what to sketch, e.g., “I sketched every 5-8 minutes. It takes around that time for me to think of an idea,
plan how to draw it and actually draw it”(V3). This makes sketching a low throughput communication
channel, limiting the potential it has to enhance communication. However, some viewers noted
that the slow-pace nature of creative live streaming makes this practice more acceptable, e.g., “I
think since the streamer is working on her drawing and does not reply in real time, it is fine that our
sketches are not that timely”(V7).

6.4.2 Timeliness of Text Overlain on Videos. When timeliness is critical and when the information
being provided is quite simple or close-ended, text was still the preferred communication channel
between viewers and streamers, e.g., “for a simple question like “suggest a name”, writing is more
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effective”(V13) and “text is used for making statements or answering non-art-related questions” (V2).
Viewers also expressed their praise for other viewers’ creative ideas mostly with text comments,
e.g., “text is more preferable when I comment on others’ work and I want to do it quickly” (V3).

Overlaying text comments on the video (Figure 1g) was still found to have a ’cold start’ problem.
During the first 2 sessions of both streamers, viewers seemed to be more engaged in sketching
and few used it. Some even drew hand-written text on the video instead of using text comments
overlain on the video. During the third session, S1 explicitly asked viewers to use text comments
on the video to give her suggestions, thereby piquing viewers’ interest in using this feature. In
this session, viewers said that “it is a convenient and visible way to make sure your idea was seen
immediately”(V14). This shows the potential that free-form Danmaku might have to further engage
viewers in creative live streams, though it is not widely adopted by streaming platforms today.

6.4.3 Free-form Personalization over Canned Responses. Although users can add tags to comments
or sketches by typing a hashtag directly or choosing from a predefined list of canned tags, viewers
generally preferred providing their own personalized descriptions (N=296) rather than simple tags
to their sketches (N=168) (Table 1). “I always provide descriptions when submitting my drawings. I do
it because if I don’t, others might not understand what I’m trying to draw as my sketches aren’t really
that apparent on what they are ”(V6). Because they already devote time to create sketches, they
would like to use text to complement or enhance their communication, so it does not bother them
to take a few extra seconds to provide more detailed text descriptions. As viewers were motivated
to provide free-form text (i.e., descriptions for sketches) rather than structured text (i.e., tags), this
additional data, while useful, is still hard to analyze using automatic algorithmic approaches, thus
presenting an additional challenge to developers of live streaming platforms.

6.4.4 Video Snapshots Only When Necessary. Viewers were also found to be less likely to capture
the snapshots than provide descriptions, with only 207 snapshots captured by viewers (Table 1).
About half of the viewers expressed that if the snapshot was essential to understand the context of
their sketch, e.g., when their sketch was built on the content in the video, they actively captured
the snapshot to preserve the contextual information, e.g., “a screenshot allows me to add details and
my own thoughts onto an existing sketch to create an image I want” (V4). However, when contextual
information was not critical, they did not capture it, e.g., “When the sketch is not associated with
the content on the screen, it doesn’t need the capture” (V7). V10 noted that sometimes his sketches
related more to what the streamer was talking about, or the background music in the stream, rather
than what was shown in the live video, so he chose not to capture a snapshot. V7, V10 and V13 also
noted that they intentionally did not capture snapshots so that the streamer could ‘interact’ with
the sketch or draw something new to respond to their sketches. For example, V10 drew a space suit
overlain on the webcam feed of S1 and because the snapshot was not captured, it acted like a mask
that the streamer could use to role play and perform with (through screen sharing), thus creating
some dramatic moments during the stream (Figure 5a).

6.4.5 Making Sense of Multi-Modal Information. Viewers had mixed feelings about the visualiza-
tions and filtering. Some used the visualization feature during the streaming sessions because they
perceived benefits in being able to use the visualization to navigate text and sketches to make them
aware of other people’s thoughts, keep them updated about important information, and get an
overview of comments and sketches, e.g., “Seeing sketch thumbnails mixed with the keywords makes
it easy to browse and view them” (V18). They mentioned that keyword filtering in the Hybrid Cloud
was useful because they were sometimes only interested in certain topics so filtering enabled them
to focus on these specific topics. However, other viewers did not fully understand the visualizations
and filtering, citing distraction and too much information as their main concerns. These viewers
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only used the tag-based filtering when they were interested in certain types of information (e.g.,
suggestions). They noted that in a stream with more comments, such filtering might be useful, e.g.,
“for more text-intensive stream, I may use visualization overview of the comments more” (V17).

6.4.6 Tension between Versatility and Simplicity. Because creative live streams attract viewers
with different experiences and expertise, it is challenging for streamers to satisfy the varying skill
levels of viewers in one stream. The simple sketching functionality of StreamSketch was favored
by several viewers who were amateur artists because it made them worry less about getting a
full-fleshed sketch and more about the creativity of ideas and sharing these ideas with others. The
ability to capture snapshots and sketches based on the content in the snapshot or other viewers’
sketches was also favored, e.g., “I always capture the snapshot when sketching, because I need the
background canvas to help me achieve what I want to say, as I can’t really create art from scratch”
(V1). However, some professional artists who were skilled in using digital drawing tools were
a little discontent with the inking limitations within StreamSketch. They desired more versatile
sketching tools that would allow them to create sketches like they normally did within digital
drawing software, e.g., “I hope I can use some tools and brushes in Adobe Photoshop to sketch during
the stream. For example, I wish there was an eye dropper tool” (V9).

6.5 Streamers’ Experiences with StreamSketch
Both streamers expressed that using StreamSketch to interact with viewers was a unique experience
and they provided feedback on how to further improve its design.

6.5.1 Increased Interactivity through Multi-Model Viewer Input. They enjoyed viewers’ active
engagement during their live streams and appreciated the opportunity to gather inspiration from
viewers. S1 was impressed by the engagement with their interactive character design session, e.g.,
“Normally my streams are not as active and interactive as these sessions. The only interaction is just
chatting. With StreamSketch they can draw and share their drawings, and participate more in my
stream”. She further added that,

“It actually ended up being really fun. It was unexpected. It felt like one of those paper dolls.
When I had the base and then people kept adding like clothes, a hat, different things. And
when I would ask them what color they wanted, they can color it in, just as an example to
see what it would look like.”

S2 also expressed similar sentiment, and added that “Viewers like the fun side of it, and I enjoy
seeing how creative the viewers can get with StreamSketch. Even with a simple inking tool they can
create amazing drawings”. They also noted that some visual jokes (e.g., Figure 5) were fun and
impressive, and the same effects could not be achieved using only text comments in their normal
streams. StreamSketch was also found to help streamers present more content during streams to
engage viewers, e.g., “I think it adds a lot of fun to the stream, and a lot of content, which is what
most streamers want. Entertaining content.” (S1).

6.5.2 Influence on Inter-Personal Interaction. S1 also noted that she felt that the sketches sometimes
revealed viewers’ personalities, even more so than text, which could help her learn more about her
viewers, e.g., “Because I know some of my viewers well, I could see some patterns of their drawings
and the nuances the drawings reflected about their preferences, tastes, or hobbies”. The inter-personal
interactions mediated through the sketches were also perceived to be unique by streamers and
they wanted to be able to better archive them, e.g., “it gives me another connection with my viewers.
It’s their personality. I’m proud of the drawings that they made, and I want to keep that somewhere.”
Even viewers who usually did not draw much felt motivated to sketch and engage with the stream,
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largely influenced by the streamers, as noted by S2, “I know some of my viewers didn’t draw on a
normal basis. It was a cool experience to see them draw and engage in my stream”.

6.5.3 Filtering Helped Streamers Make Sense of Viewers’ Multi-Modal Input. Both streamers thought
filtering was useful, as noted by S2, “there’s always chatting about random stuff. It’ll be cool to use
that to sort the actual suggestions or questions from random chat”. However, they preferred using
discourse act, e.g., question, suggestion, request, etc., rather than keywords in the Hybrid Cloud, to
filter the comments and sketches. The streamers seemed to be comfortable attending to a variety of
different topics within their live streams, so they did not have strong preference for different topics
in viewers’ comments. They cared more about the discourse within viewer comments because the
discourse might be more actionable for them.
The visualizations of the sketches and text received mixed reviews. The streamers noted that

the extracted keywords in the visualization might not be accurate, e.g., “I think there were many
irrelevant words in the visualization, which makes it less useful”(S1). However, S1 did mention a
situation when the visualization could be useful, e.g., “I think when it’s for voting, probably the
visualization is useful, because viewers can just type text to vote, and the visualization can make the
winning one very visible with bigger size”. Their mixed reviews about the visualization might have
been due to the small number of viewers who actively participated in the streaming sessions and
the time it took for viewers to finish their sketches.

6.5.4 Concerns about Moderation and Tool Integration. Streamers also expressed a few concerns
about future adoptions of StreamSketch. Both streamers noted that moderation would be important
because Twitch communities have trolls who might post inappropriate content [49]. As noted by S1,
“you’re going to get some artists that are more aggressive than criticism. They’re going to tell you like
a teacher and mark your drawing all over the place, and say ‘you’re doing this wrong’”. S2 thought
that it might be better to have more delays before showing sketches to viewers so that moderators
could decide which could be shown, and that preventative moderation might be more important.
Another concern was that it might be hard to integrate such tools into the streamer’s workflow
because they are already using a number of tools for streaming. Both streamers suggested that
StreamSketch could be integrated into their existing streaming tools so that they could directly
show interesting sketches to other viewers (e.g., those not using StreamSketch).

7 DISCUSSION AND IMPLICATIONS
The studies revealed a number of potential directions and challenges to further improve experiences
when using sketching as an input modality during creative live streams.

7.1 Comparing StreamSketch with Other Systems
We first reflect on our results and compare with other relevant systems in HCI and CSCW. In
the study of Snapstream [52], a snapshot-based interaction tool for creative live streams, many
snapshots were used for referencing part of the artwork and making jokes with funny images,
while only a small number of snapshots were used for providing suggestions. In our study, sketches
with text were used mostly for self-expression, providing feedback or suggestions, and creating
art together. There were also cases where viewers did not capture snapshots but used sketches as
user-generated stickers that the streamer could ‘interact’ with. The different use cases brought by
StreamSketch may result from the expressiveness and flexibility of sketches and the choice over
whether to capture snapshots. In LiveMâché [18] which supports synchronous sketching interaction,
sketching was not only used to illustrate ideas, but also as deictic gesture to call attention to objects
in discussion, especially by instructors. Learners using LiveMâché may feel less comfortable to
sketch when the instructor is sketching, because their sketching process is visible to others. In
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StreamSketch, asynchronous sketching interaction makes viewers feel more comfortable using
sketches to express themselves and share ideas. They can keep improving their own sketches until
they are satisfied and then choose when to submit it to be seen by others. In sum, the expressiveness,
flexibility regarding snapshots, and synchronous video interaction with asynchronous sketching
interaction are what make StreamSketch different from other systems.

7.2 Balancing Versatility and Simplicity
Creative live streams attract viewers with diverse backgrounds and art skills, which introduces
many challenges. Some professional artists preferred the sketching functionality of StreamSketch
to be as feature-rich as possible, approaching the versatility of Adobe Photoshop and complete with
layering, pressure sensitivity, different brushes, selection tools, etc. For these professional viewers,
more feature-rich sketching functionality enables them to sketch in the same way as they normally
work. However, this level of fidelity may discourage viewers who are not very skilled in using such
tools because they may worry about the quality of their sketches and thus be reluctant to share
any content or ideas. The interviewed streamers also preferred the user interface for viewers not
to be too complicated so that viewers would not be distracted during their streams. As sketching
tools may become even more integrated within streaming platforms, questions remain regarding
how to engage both professional and casual viewers without discouraging professional viewers to
utilize all of their skills and casual viewers to share ideas. A potential way to balance versatility
and simplicity is to allow streamers to configure StreamSketch interface so that it can adapt to
the specific needs of their streaming sessions. For example, when tags or textual descriptions of
viewer sketch are unimportant or if viewers are unwilling to provide them, the streamer or viewers
themselves could temporally switch off this feature to make sketch submitting more streamlined.
When viewers care less about overview topics and content of comments and sketches, the Hybrid
Cloud visualization could be temporally switched off to simplify the UI. Such feature setting should
also have good defaults and be personalized to individual viewers based on their preferences and
expertise.

7.3 Rethinking Modalities of Context in Live Streaming
In StreamSketch, comments and sketches are spatially and temporally anchored to snapshots that
are captured either manually by the viewer or automatically by the system. However, the results
of our study showed that some sketches were not directly related to visual elements shown in
the snapshots but instead related to the streamer’s speech or background music. In these cases,
simply providing snapshots cannot help other viewers to fully understand the context. Recording
a video clip with audio when viewers are sketching might be a solution, but it can be distracting
and cognitively demanding for viewers to watch video clips for context while they are watching
live streams. Future work should explore methods to extract and analyze multi-modal contextual
information and visualize them in a less intrusive way for viewers to understand the context of
other viewers’ multi-modal input.

7.4 Making Sketching More Timely
The findings demonstrated that sketching while watching live streams takes time, resulting in the
throughput of this channel being low and limiting its communication efficiency during creative
live streams. This also undermines the benefits sketching brings to creative live streams, because
timely exposure to ideas is important to improve creative work [24]. One possible solution may
be to integrate automatic drawing guidance [26] or auto-complete functionality to help viewers
reduce time spent performing tedious repetitions [51]. The contextual information present in live
streams, e.g., current topics and sketches in the video, could be leveraged to fine-tune the results to
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better support viewers during their sketching processes. Another solution may be to introduce
some synchronous channels (rooms) for viewers during live streams, where viewers are grouped
based on their interests and skills and they share a canvas where they can sketch collaboratively to
generate ideas and create art. In this way, those who do not have ideas can help and get inspirations
from those who already have ideas, and if coordinated well, they can sketch out the ideas faster
and produce higher-quality sketches [24] and also get more chance for socializing.

7.5 Filtering for Different Information Needs
The feedback of streamers and viewers on visualizations and filtering revealed that viewers cared
more about topics and content of comments and sketches during live streams, while streamers paid
more attention to the intention of viewers’ sketches and the discourse act of viewer comments.
Streamers’ focus may also change depending on their goals, for example, when they ask viewers to
do a quick poll, they may care more about content/topics. It indicates that the visualization/filtering
functions should have different emphasis for viewers and streamers, and should also be more
dynamic and customizable. For example, the Hybrid Cloud visualization for streamers should
highlight the discourse act of viewer input and could be reorganized dynamically based on streamers’
focus. The visualization could also be simplified, showing only ‘salient’ and important keywords
and sketches rather than displaying almost everything. Because viewers’ descriptions could not
provide accurate labels for their sketches, the current visualization might be error-prone when
clustering sketches. Future work should consider leveraging machine learning algorithms to cluster
sketches and analyzing descriptions to improve the accuracy of clustering. The current design
of visualization and filtering is optimized for communication to provide contexts and overview
for streamers and viewers to make sense of. However, to better support creative activities, these
features should also be optimized for creativity. Future work can explore designing tools to help
streamers and viewers get inspirations more efficiently through exploring sketches and comments.

7.6 Content Moderation of Multi-Modal Messages
Based on their prior experience with live streaming, both streamers and several viewers expressed
concerns about content moderation with StreamSketch if it was to be deployed in the wild. They
noted that trolls might abuse sketching and create inappropriate content on top of the video.
Although the current implementation allowed the research team to have full control over what
would be shown to everyone via a back-end administrator interface, when deployed in the wild,
it will be important to determine how to support moderators and the streamers’ community to
moderate inappropriate content. As anyone could become a troll [3], creating inclusion or exclusion
lists may not be viable. Even more challenging is the notion that visual content such as sketches
are difficult to interpret due to their subjectivity, so it can be hard to determine what is or is not
appropriate. Both streamers in the study also noted that they wanted more control over the areas in
the video where viewers could sketch so that they could ensure that certain areas of the video were
free from viewer sketches. Perhaps the introduction of community-based moderation [21] could be
a solution, however, challenges arise regarding how to support streamers in communicating their
moderation needs and how to develop strategies for community moderation teams.

7.7 Generalizeability to Other Streaming Genres
The current design of StreamSketch was grounded in creative live streams, and more specifically,
drawing live streams. However, the streamers that were interviewed noted that there was potential
for StreamSketch to be applied to other live streaming genres as well. Based on her experiences
streaming video games, S1 thought that StreamSketch would be useful to ask viewers to answer
visual polls by circling on the game interface or use sketches as a mini game when there were
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idle moments during gameplay. These streamers also mentioned that because sketching supports
self-expression, viewers could also use it to express their emotion or share personal stories in
other genres of streams. Because sketching and other related art and design skills are found within
traditional practices of intangible cultural heritage (ICH), StreamSketch also has the potential to
enable streamers who share and promote cultural practices through live streaming to better engage
their viewers [28]. However, care must be taken when generalizing StreamSketch to other genres,
as the communities might be very different, trolling might be more or less prevalent, and their skills
and perceptions of sketching could be different from what was focused on in the present work.

8 CONCLUSION
This work analyzed existing visual interaction modalities on Twitch and interviewed creative
live streamers to better understand their practices and needs. Based on the limitations of current
viewer-streamer interactions, a new tool, StreamSketch was designed, developed, and evaluated.
StreamSketch enables viewers to engage with streamers using sketch and text, and facilitates the
navigation and exploration of such multi-modal viewer input during live streams. Through the
evaluation of StreamSketch with streamers and viewers, sketching was found to be used for a
variety of purposes by viewers during live streams and such interaction was found to increase
their engagement. However, the effort viewers need to exert to sketch, the challenges surrounding
content moderation, and the integration of StreamSketch within existing tools are challenges
that must be overcome before sketching and expressive visual inputs can become a widespread
interaction modality in creative live streams.
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