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Predicting Contradiction Intensity: Low, Strong or Very Strong?

►The goal:

 Predicting intensity level of the contradiction using 2 dimensions (rating & polarity)

►Research questions:

 How to estimate the intensity of contradiction around a specific aspect?

 What is the impact of the joint consideration of polarity (Pol) and rating (Rat) on

the measurement of contradiction intensity?

1. Introduction

►Extraction of aspects: The following treatments are applied:

(1) Term frequency calculation of the reviews corpus,

(2) Part-of-speech tagging of reviews using Stanford Parser,

(3) Selection of terms having nominal category (NN, NNS),

(4) Selection of nouns with emotional terms in their 5-neighborhoods (using

SentiWordNet dictionary),

(5) Extraction of the most frequent (used) terms in the corpus among those selected in

the previous step. These terms will be considered as aspects.

►Sentiment analysis: SentiNeuron (unsupervised)

 Trained over 82 million Amazon review dataset.

 LSTM with 4096 units, the 2389th neuron was found to be specifically focusing on

the sentiment for a given sentence. We have normalized it between 0 and 1.

 Accuracy : 93% (error rate 7%).

2. Contradiction Based-Aspect and Sentiment

►Data

SIGIR 2018 Ann Arbor     MICHIGAN

►Data:

 Collected from coursera.org between October 10-14, 2016.

►Judgments: User study

 3 users were asked to assess the sentiment class for each review-aspect.

 3 other users assessed the degree of contradiction between reviews-aspect.

 In total, 66104 reviews-aspect of 1100 courses (instances) i.e. 50 courses for each

aspect are judged manually for 22 aspects.

3. Dataset and Judgments 4. Identifying the Most Effective Features

Table 3. Statistics on some aspects extracted from the reviews of coursera.org

Table 1. Statistics on coursera data set Table 2. List of detected aspects

►Learning process using the selection algorithms

 Features selected by CfsSubsetEval (CFS) and WrapperSubsetEval (WRP) are

learned using Naive Bayes.

 Features selected by ReliefFAttributeEval (RLF) are learned using J48.

 Features selected by SVMAttributeEval (SVM) are learned using multi-class SVM

(SMO function on Weka : Waikato Environment for Knowledge Analysis).

5. Learning Features for Predicting Intensity

►Precision results for machine learning techniques:

►Findings

 #NegRev, #PosRev, VarRat and VarPol are the most fruitful features to predict

contradiction intensity.

 J48 algorithm brings the best improvement compared to Naïve Bayes and SVM.

 Approach weakness: dependence on the quality of sentiment and aspect models.

6. Experimental Results

Table 5. Selected features by attribute selection algorithms

Table 6. Selected features sets

►Training data:

 The balanced collection

for the 4-points scale as

intensity class:

- 230 Very Low

- 230 Low

- 230 Strong

- 230 Very Strong

Table 4. List of the exploited features


