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Abstract

Computational prediction of thermoacoustic instabilities arising in gas tur-
bine and aero-engine combustors still remains a challenge especially if fuel
is injected in a liquid spray form. This study shows that, in LES of such
a combustor, the treatment of the liquid fuel film created on the walls of
the injection system affects the mean flame weakly, but modifies the flame
dynamics strongly. The configuration used for this work is the experimen-
tal setup SICCA-spray available at EM2C laboratory in Paris. First steady
spray flame measurements are used to validate the LES Euler-Lagrange ap-
proach. Two modelling strategies for the interaction between the liquid fuel
and the injector walls are tested with a negligible impact on the flame shape
and structure. In the second part the same comparison is applied to an-
other operating condition where a self-sustained thermo-acoustic limit-cycle
is experimentally observed. In that case resonant coupling is achieved with
LES, confirming the adequacy of the approach but only when the film layer
is taken into account. Indeed, contrarily to the stable configuration, the dif-
ference between the two Lagrangian boundary conditions is shown to have
a major impact on the feedback mechanism leading to the thermoacoustic
oscillation.

Keywords: Thermoacoustic instabilities, Combustion modelling,
Two-phase flows, LES, Liquid/wall interaction
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1. Introduction

Modern gas turbines operating in lean conditions to reduce the produc-
tion of pollutants, such as NOx, are known to be prone to thermoacoustic
instabilities, which in extreme cases lead to fatal failure of the engine [1]. It
is well known that the mechanism leading these phenomena is the closure of
a feedback loop between the noise produced by the flame and the response
of the flame itself to acoustic waves [1, 2]. However, the prediction of such
occurrences still remains a challenge. In this specific context, many tools
have been developed to investigate thermoacoustic instabilities: from ana-
lytical models or low-order models [3–5] to the more expensive Large Eddy
Simulation (LES) Computational Fluid Dynamics (CFD) tool. In the last
two decades, LES has been applied to study combustion dynamics of purely
gaseous flames in multiple regimes [6–9] and a comprehensive review of recent
progress in the field of thermoacoustic combustion instabilities in propulsion
engines can be found in [10, 11] for example.

When trying to reproduce the dynamic response of real systems, and
more specifically of the next generation of aero-engines, it is important to
take into account the injection of liquid fuel. In terms of modelling, tackling
the problem of two-phase flows is a major issue [12–14]. In the framework of
thermoacoustic instabilities, a first computation of such a type was carried
out by Innocenti et al. [15] using a Lagrangian formalism for the liquid phase
coupled to the Unsteady Reynolds Averaged Simulations (URANS) to study
the flame response to acoustic perturbations of a laboratory scale longitu-
dinal aero-engine combustor. Although the trends are captured in terms of
gain and phase, mismatches are present with respect to reported experimen-
tal data. A key aspect, in that case, is the capacity of properly taking into
account the properties of the liquid phase and its dynamic response. Two nu-
merical approaches can be applied to simulate the liquid phase. The first one
relies on the representation of the liquid phase through an Eulerian frame-
work [16, 17] which is straightforward in terms of computational effort but
reduces drastically the possibility to account for complex properties of sprays
with large polydispersity at an affordable computational cost for example.
Euler/Euler approach has however already been applied with LES to study
thermoacoustic instabilities in real configurations with satisfactory results
when it comes to the main flow properties [18]. The second approach is to
adopt the Lagrangian framework which solves the trajectory for each particle
introducing difficulties such as load balancing because of the particle motion
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in the gaseous field [19] and their non-uniform distribution in the computa-
tional domain or the treatment when reaching the boundaries. Recently this
approach has been applied to many realistic LES applications with multi-
ple aims like ignition [20] or stabilized flames [14] as well as thermoacoustic
instabilities [21]. In this case, correctly reproducing the liquid droplet be-
havior is a key aspect, since the feedback loop between the acoustic field and
the flame is coupled to the particle dynamics [22, 23]. Recent studies have
been performed to better understand this mechanism. For example Kitano
et al. [24] studied particle dynamics during a thermoacoustic oscillation for a
laboratory step configuration linking the intensity of the thermoacoustic os-
cillation amplitude to the injected particle diameter, emphasizing how phase
change in the evaporation rate induced by the droplet size could impact the
instability. The academic test-case of a back-step flame was later studied by
Tachibana et al. [21] as a realistic aero-engine experimental setup, showing
again the importance of the fuel released by evaporation in the combustion
chamber with a direct effect on the evaporation rate fluctuations feeding the
heat-release rate and therefore driving the instability. However, results only
looked qualitatively satisfactory and the study showed quantitative discrep-
ancies in fluctuation amplitude and local flame behavior in part because of
the complexity of the geometry or errors in measurements. Note that for all
above mentioned studies the interaction between liquid particles and walls
are always simplified. The present work wants to show the importance of
this feature in laboratory-scale applications aiming to reproduce the physics
of real combustion chambers. Indeed, in many aero-engine airblast atomiz-
ers [25], the liquid fuel is injected at high pressure on a metal surface called
prefilmer with the aim of better atomizing the liquid fuel coming from the
pressurized tank [26]. The importance of correctly modelling this film to
reproduce thermoacoustic oscillations in real configurations needs to be eval-
uated. The physics of this process is however quite complex given the current
incapacity to experimentally visualize these regions in real applications or in
experimental setups with or without thermoacoustic instabilities.

This document is divided in four parts. First, in Sect. 2, the LES nu-
merical methodology and the SICCA-spray configuration of EM2C are de-
scribed. Then, in Sect. 3.1, the cold flow is validated by comparison with
measurements while in Sect. 3.2 the steady flame results are analyzed with
a first sensitivity analysis to the treatment of the droplets boundary condi-
tion on the injector wall. Finally, in Sect. 3.3, the dynamic response of the
flame is investigated in the self-excited limit-cycle condition of the SICCA-
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Figure 1: SICCA-spray: experimental setup [29] (left) and numerical setup (right).

spray [27, 28].

2. Numerical setup and modeling

The SICCA-spray experimental setup, sketched in Fig. 1(left), is a single
burner swirled spray n-heptane/air flame configuration [29]. It is a longi-
tudinal setup where air flows from a plenum into a cylindrical combustion
chamber equipped with a radial swirler. A typical hollow-cone shape atom-
izer enables liquid fuel injection on the centerline of the swirler. Note that
LDV measurements of the gaseous velocity profiles in cold conditions are
performed without confinement to avoid laser beam deflections due to wall
wetting [30]. Moreover, the feedback loop between the flame and acoustics
closes only when the chamber is longer than a threshold value [27]. To experi-
ence the self-sustained limit-cycle the quartz tube length, `c, was adapted to
trigger this thermoacoustic oscillation modifying the first longitudinal mode
of the chamber. For these reasons three different computational domains
are used to mimic the three experiments operating with the same air mass
flow rate, ṁair = 2.58 g/s, and global equivalence ratio, φ = 0.85, for the
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Figure 2: The meshed numerical domain comprising the SICCA-spray and the atmo-
sphere. In the zoom window, the injector walls where the spray impacts before entering
the combustion chamber are highlighted in blue.

reactive cases:

• The cold case with an unconfined domain.

• The stable condition with `c = 165 mm and for which the flame does
not present thermoacoustic oscillations.

• The limit-cycle condition with `c = 280 mm where the system resonates
with a thermoacoustic mode.

Except for these geometrical changes, stable and unstable flames present
the same operating condition, mesh refinement and modelling as detailed
hereafter. The computational domain is discretized with a 20 million cells
mesh shown in Fig. 2. The finest mesh zone is located at the injector exit
so that the reactive simulations correctly reproduce the flame root dynamics
(zoom window in Fig. 2). In that case, the stoichiometric n-heptane laminar
flame thickness (δl=410 µm) can be used suggesting ∆x ' 150 µm. Larger
cell sizes around ∆x ' 200− 300 µm are used further downstream near the
combustion chamber exit and in the injector zone while ∆x ' 500 µm in the
swirler core.
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Figure 3: Temperature axial profile on the combustion chamber wall in steady condition.
Comparison between external measurement (blue triangles), internal measurement (red
squares) and LES results (black solid line).

2.1. Gaseous phase modelling

The computational domain, Fig. 1(right), includes the atmosphere to cor-
rectly reproduce the acoustic boundary condition at the combustion chamber
outlet. To ease the flow establishment in this outer region a slow co-flow is
introduced, as shown in Fig. 2, to simulate the entrainment of the air by the
combustor. The LES main flow inlet is in the plenum at the same location
of the hot wire in the experiment, Fig. 1(left).

The simulations are performed using the code AVBP developed by CER-
FACS (http://www.cerfacs.fr/avbp7x). The fully compressible LES-filtered
Navier-Stokes equations, enlisted in details in 4, are solved using a third-
order accurate in time and space Taylor-Galerkin scheme [31]. The Navier-
Stokes Characteristic Boundary Conditions [32] are also used to treat the
inlets and outlets of the simulations. According to theory [33], the inlet re-
flection coefficient is affected by the relaxation coefficient K as a function of
frequency ω = 2πf for both magnitude and phase: ||R|| = 1/

√
1 + (2ω/K)2

and ϕ = −π − arctan(2ωK). For the steady flame calculations Kst ' 1000
s−1 is used. In the limit cycle case, starting from this value, K is reduced
until a resonant condition is achieved for Klc ' 10 s−1, which was verified to
be still sufficient to avoid any mean value drift. The mass flow rate, ṁair, is
fixed at the plenum with a turbulent mean profile, whereas for the co-flow a
constant axial velocity of wcofl = 0.3 m/s is imposed. For the atmospheric
outlet, ambient pressure is imposed (p =101325 Pa with Kout = 10 s−1).
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Walls are considered as no-slip and adiabatic except for the backplane and
the combustion chamber wall, where heat losses are not negligible in hot
conditions [27]. In this case, the metal backplane of the combustion chamber
is considered to be at a constant temperature of Tbkpl = 450 K and a small
heat resistance of Rh

bkpl = 1 · 10−4 m2K/W is used to allow for heat to flow
away from the surface. Regarding the combustion chamber wall, an axial
temperature profile is imposed using the experimental data measured on the
external side of the combustion chamber. Imposing the correct value for
the heat resistance based on the quartz thermal conductivity and the quartz
width (Rh

chwl = 1.38 · 10−3 m2 K/W), the temperature value on the inner
wall becomes an output of the simulation, as verified in Fig. 3, which shows
agreement with internal measurements [27].

For all simulations, the turbulence subgrid model is WALE [34] and chem-
ical reaction is described with the global two-step scheme 2S C7H16 DP
involving 6 species and 2 reactions with pre-exponential adjustment (PEA)
upon local equivalence ratio to correctly reproduce the laminar flame speed
for rich mixtures [35]. For the present conditions, the premixed flame thick-
ness is δL = 410 µm, suggesting that a subgrid scale combustion model is
needed with the adopted mesh refinement in the flame region. Whenever a
reactive zone is detected by a flame sensor, the classical dynamic TFLES [36]
model is employed coupled with the efficiency function proposed by Charlette
et al. [37]. Although this model has long been validated in multiple configu-
rations a particular attention in a liquid fuel combustor is required. Indeed,
as shown in a recent study by Rochette et al. [38], evaporation driven spray
flames result in thicker reaction zones compared to their respective gaseous
flames operating at the same equivalence ratio. Moreover, the combustion
regime of two-phase flames is yet not well distinguished from the premixed
and non-premixed conditions meaning that the application of a standard dy-
namic thickening factor affects the partially premixed or even diffusion flame.
Here, the Takeno index [39], TKN = ∇YC7H16 · ∇YO2/|∇YC7H16 · ∇YO2| is
used to locally detect the premixed flame regions and apply a local thick-
ening depending both on equivalence ratio and local resolution. Thickening
is deactivated in diffusive flame regions, the TFLES formalism and the effi-
ciency functions being formally applicable only to premixed flames [40]. The
terms coupling the liquid and gaseous phases are a direct consequence of the
heat released by the flame, therefore, according to the TP-TFLES model [41],
when thickening the flame with a turbulent combustion model the coupling
terms (evaporation and drag) between the two phases need to be divided by
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the same thickening factor used by the TFLES model to preserve constant
the ratios between the droplet relaxation timescale, the evaporation timescale
and the chemical timescale as in the non-thickened flame.

2.2. Liquid phase modelling

A Lagrangian formalism is adopted to model the liquid spray. Droplet
evolution forces are obtained using the Schiller-Neumann correlation for
the droplet drag coefficient [42] while evaporation is modeled according to
Abramzon and Sirignano [43]. The Prandtl and Schmidt numbers for the
liquid phase are Prev = 0.976 and Scev = 1.343 for the evaporation process
as in [44]. Two way coupling is considered for the liquid-gas interaction by
use of a first order interpolation. The time integration for particle trajectory
is obtained using two-step Runge-Kutta scheme so that ∆tp = 2∆t. The
liquid particles are considered as much smaller than the LES grid size and
their deformation is negligible. Likewise gravity and shear effects are sup-
posed negligible compared to drag. The detailed formulation of the source
terms used to solve the LES equations for the liquid-gas phase coupling is
reported in 4 together with the closure terms for the droplet evaporation and
heat flux.

Addressing numerically liquid injection into the combustion chamber, and
capturing the specific liquid phase physics, is an open challenge. Hereafter,
the main characteristics of this physical phenomenon are summarized and
sketched in Fig. 4:

1. Primary atomization:
In the atomizer the liquid is injected through a high-pressure channel
and swirled. A film region is shaped as a hollow cone which creates
ligaments and big droplets because of high shear conditions.

2. Secondary breakup:
The liquid, subject to the aerodynamic field, is either further split into
smaller droplets and/or coalescence occurs between very small droplets.

3. Splash:
When a liquid spray impacts a wall, multiple complex interactions may
occur [45]. The particle properties, such as their size, temperature and
momentum strongly affect this phenomenon. The characteristics of
the surface, especially its temperature, roughness, wettability or the
presence of a film layer [46, 47] are also of importance in that case.
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Figure 4: Sketch of the interaction between spray and turbulence before entering the
combustion chamber.

4. Liquid-wall interaction:
The liquid impacting the wall then forms a film which slides on the in-
jector wall until it reaches the combustion chamber where it is released.

5. Edge atomization:
At the edge of the injector, liquid fragmentation occurs because of
transverse instabilities in the flow.

6. Unsteady injection model:
In the context of thermoacoustic instabilities, the resonant coupling
between pressure and heat release may be linked to fluctuations of the
injected fuel mass flow rate [1]. The inclusion of this instability driving
mechanism requires the definition of an unsteady injection model.

In this work primary (1.) and secondary (2.) atomization phenomena
are not explicitly simulated but the semi-empirical model FIM-UR [48] is
used to prescribe a droplet diameter distribution at the atomizer orifice that
enables to correctly reproduce the spray velocity and diameter distribution
downstream the atomization process when the spray is diluted [44].

The atomizer parameters used in the experiment are the diameter of the
discharge orifice D0 = 120 µm and the fuel line ∆p ' 9 bar, translating in
θ = 45◦ for the injection model. Droplets are assumed to be at Tfuel = 300
K and their size is prescribed with a Rosin-Rammler probability function
fitted on mean and Sauter diameters D10 = 10 µm and D32 = 18 µm re-
spectively. These values are extracted from measurements at z = 2.5 mm
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Figure 5: Sketch of the two treatments for the liquid-wall interaction. (a) Slip condition:
particles move independently on the wall (b). Film condition: the film velocity is the same
for the whole set of particles moving on the wet surface.

from the chamber backplane [30]. Changes of diameter due to splash (3.),
edge atomization (5.), primary (1.) and secondary (2.) atomization are not
explicitly simulated, being the size distribution fixed from measurements in
the simulation, as in [14] for example.

Notice that the assumption of a constant value for both the cone angle
and the liquid mass flow rate may not be justified when thermoacoustic os-
cillations occur. However, the impact of thermoacoustic oscillations (6.) on
the injection system itself can be neglected since the ∆p of the atomizer is
approximately one order of magnitude higher than the measured thermoa-
coustic oscillations (p′ ' 1− 2 kPa) so a constant liquid fuel mass flow rate,
ṁfuel = 0.144 g/s, is imposed.

The present work focuses on the liquid-wall interaction (4.) and the
numerical treatment of the film. Two particle-wall interaction treatments
(summarized in Tab. 1) are tested and their impact on the spray-flame sta-
bilization and the thermoacoustic combustion instabilities is evaluated:

• A “slip condition” [50] for which the wall normal velocity of the droplet
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Treatment Characteristics

Slip
Particles reaching the walls slip

along the wall at their initial speed

Film
Particles reaching the wall form a film.

Its depth and speed are calculated
using St. Venant equations [49]

Table 1: Wall treatments for the liquid fuel phase

is set to zero. As shown in Fig. 5 (a), droplets then stick to the wall
and their inertia moves each particle independently due to the local
flow velocity.

• A “film condition” that accumulates the droplet in a Lagrangian liquid
film layer whose depth and velocity are evaluated using Saint-Venant
equations [49] as proposed in [51] and further developed in [52]. In
that case, Fig. 5 (b), droplets are trapped by the film layer and start
moving with a locally averaged velocity which corresponds to the film
velocity and depends on the local shear stress and film height as well as
the local volume of particles contained in the boundary cells where the
model is activated. Particles are then released by the liquid sheet when
an edge with angle higher than 60◦ is encountered. A first application
of this modelling in a configuration featuring an airblast atomizer can
be found in Ref. [53]

Note that the two cases will be now referred to as SLIP and FILM, re-
spectively. The choice of this film boundary condition in the context of this
study is supported by early experimental visualizations in the SICCA-spray
chamber suggesting that the majority of the liquid fuel enters the combus-
tion chamber after interacting with the injector walls (e.g., see Fig. 2 in [30]).
Unfortunately, since the particle-wall interactions mainly happen inside the
injector, no further experimental data is available leaving the validation of
these suggestions to high-fidelity numerical simulations.

Film modelling is briefly recalled hereafter. More details can be found
in Ref. [52]. Starting from the incompressible formulation, Navier-Stokes
equations for the film layer equations read

∇ · u = 0 ,
Du

Dt
= −1

ρ
∇p+ ν∇2u + g. (1)
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Non-dimensional analysis and steady state assumptions for a 2D liquid sheet
produce

dv
dy

= 0

v du
dy

= −1
ρ
dp
dx

+ ν d
2u
dy2

+ g sin γ
dp
dy

= 0

with


µ∂u
∂y

= τw y = h(x, t)

u = 0
y = 0

v = 0

(2)

which together with closure at the film boundaries, v = 0 and p = pext(x),
leads finally to

ν
d2u

dy2
=

1

ρ

dp

dx
− g sin γ with

{
µ∂u
∂y

= τw y=h(x, t)

u = 0 y=0
(3)

Once integrated the expression of u along the film thickness reads

u(y) =

[(
dp

dx
− ρg sin γ

)(y
2
− h
)

+ τw

]
y

µ
. (4)

Averaging the liquid velocity along its depth, and thus assuming locally the
same velocity component for the whole set of particles contained in a bound-
ary cell, one gets

ūf =
1

h

∫ h

0

u(y)dy = τw
h

2µ
+

(
ρg sin γ − dp

dx

)
h2

3µ
. (5)

To better understand the physics behind the model, a first order expansion
of the film thickness h without gravity or pressure gradient can be useful to
recover a characteristic film velocity, noted Uf,0, which scales as

Uf,0 ∼ τw,0
h0
µ0

. (6)

3. Results and discussion

In the first part of the following discussion the cold flow is analyzed. In
the second part the steady-state reacting condition is examined. The effect of
the treatment adopted for the liquid impinging the wall in the steady reactive
case and with thermoacoustic instabilities will be presented and discussed in
Sect. 3.2 and Sect. 3.3, respectively.
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Figure 6: Axial, radial and tangential velocity components respectively Uz, Ur and Uθ; time and angle averaged
fields. (black line is Uz = 0, Ur = 0, Uθ = −1).

3.1. Cold flow condition

Cold flow predictions are first addressed. To do so, for the purely gaseous
jet, time (tav = 15 ms) and angle average contours of axial, radial and tan-
gential velocity components are respectively reported in Fig. 6. Figure 6 (a)
shows that the swirled jet is characterized by a strong central recirculating
zone (CRZ) and an outer recirculating zone (ORZ) limited by the black iso-
line indicating the zero streamwise velocity. The jet opening is visualized
from Fig. 6 (b) by the ORZ where the radial velocity pushes the cold gases
in the corner through the jet axis. Figure 6 (c) visualizes the jet by show-
ing the tangential velocity component. The validation of the gas phase is
presented in Fig. 7 by comparing the jet mean and root-mean-square (rms)
velocity profiles for the numerical prediction and the experiment taken at
three planes located at z = 2.5, 5 & 10 mm from the combustion chamber
backplane. The mean axial velocity peak as well as the intensity of the CRZ
are well captured by LES (Fig. 7 (a left)) in the three planes. A mismatch
is observed on the peak position of the radial velocity component (Fig. 7 (b
left)) leading to an underestimation of the jet opening angle. Finally, the
tangential component, Fig. 7 (c left), does show good agreement with the ex-
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(a)

(b)

(c)

Figure 7: Comparison between experiments [27] (symbols) and LES (solid line) at z = 2.5, 5 & 10 mm from the
chamber backplane for the mean velocity profiles (left) and rms (right). Axial (a), radial (b) and tangential (c)
components respectively. The radial coordinate r is reported normalized with respect to the radius of the injector
exiting section R = 4 mm.

perimental values. Fluctuations of the three velocity components, Figs. 7 (a-c
right), are well captured in the central part of the jet (r/R < 1). On the
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contrary, probably due to the jet opening underestimation, LES slightly un-
derpredicts velocity oscillations in the external part of the jet (r/R > 1).
Overall, global quantities such as the swirl number of the jet and the injector
head loss (reported in Tab. 2) are in good agreement with the experimental
values confirming the appropriateness of the adopted mesh refinement.

Equation Experiment [27] LES Error

Head loss ∆p = pplmax − pchmax 3900 Pa 4092 Pa 5 %

Swirl number S =
∫R
0 2πρUzUθr

2dr

R
∫R
0 2πρU2rdr

0.55 0.51 7 %

Table 2: Global quantities of the cold flow, comparison between LES and experiments.

3.2. Steady flame condition

Figure 8: Instantaneous flame shape in a y-normal plane:
Heat release rate for cases SLIP (a) and FILM (b). The
external contour of heat releases rate is q̇ = 10 MW/m3.
In (b) z1 = 2.5 mm and z2 = 50 mm are indicated.

Figure 8 shows the instantaneous flame shapes obtained with the two
treatments (Tab. 1). Very similar characteristics are shown suggesting a small
impact on the mean flame topology of the wall-particle interaction modelling.
In Fig. 9, the complexity of this two-phase flame is emphasized by showing
the contour of the Takeno index and total equivalence ratio φtot = φ + φ`
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where φ and φ` are the gaseous and liquid equivalence ratios respectively, with
φ = sYC7H16/YO2 where s = 3.52 is the stoichiometric ratio and φ` = sα`/YO2 ,
α` being the liquid volume fraction. For both cases, the flame root presents
both premixed and diffusion regimes as expected when the evaporation is
the leading process [38]. Moving downstream, the premixed regime starts
dominating in the center of the swirled jet where fuel vapor is trapped by
the CRZ. On the external side of the hollow cone spray, combustion proceeds
mainly in a diffusion regime due to the presence in that region of larger
droplets and lower gas temperature induced by the ORZ.

Figure 9: Y-normal plane: Takeno index in the flame region for the SLIP (a) and FILM (c) cases. Total equivalence
ratio φtot for SLIP (b) and FILM (d) cases. The external contour of heat releases rate is q̇ = 10 MW/m3.

dp [µm]
∖

T [K] 500 750 1000 1250 1500 1750

5 0.23 0.12 0.08 0.06 0.05 0.04
10 0.94 0.47 0.32 0.25 0.2 0.17
20 3.74 1.88 1.29 1 0.81 0.69

Table 3: Evaporation time tev [ms] for n-heptane droplets
at Tp = 300 K and ambient pressure.

Table 3 displays the evaporation times for different gas temperatures and
droplet diameters. Because of the high volatility of n-heptane, the liquid
phase evaporation times are very small as long as the particle diameter re-
mains small. However, for particles with diameters larger than dp = 10 µm

16



(e.g, see the last line in Tab. 3) the evaporation time tev and the convective
time tw = 1.52 ms needed to reach z = 50 mm, evaluated using the bulk
velocity at the combustion chamber entrance Ub ' 40 m/s, become compa-
rable. This confirms that large droplets can reach the flame tip, following the
hollow cone trajectory, as visible from the spots at high φtot in Fig. 9. Note
that such large droplets crossing the flame should burn in an isolated droplet
combustion regime for which a specific model should be introduced. How-
ever, the number of these particles remains negligible and the introduction
of such a model is avoided in the simulation.

Figure 10 displays a scatter plot of gas temperature versus mixture frac-

tion Z =
sYC7H16

−YO2
+Y 0

O2

sY 0
C7H16

+Y 0
O2

for both cases. For this diagnostic, the whole

instantaneous flame is taken into account, that is to say all points inside the
white contour of Fig. 8 are considered. For both cases the flame structure
is very similar, the flame being mostly burning in a premixed regime (red
scatter) following the adiabatic flamelet until the lean combustion limit is
reached and the temperature decreases drastically (Z ' 0.04 → φ ' 0.6).
As expected, the flame in the non-premixed regime burns mainly at stoi-
chiometry while the low temperature points of this combustion regime are
probably linked to the two-phase flame which broadens the presence of such
a front via evaporation.

Angle and time-average (tav = 30 ms) fields of heat release rate are then
compared to experimental Abel transforms of CH* chemiluminescence [27]
in Fig. 11. Fairly satisfactory agreement in terms of flame shape and spa-
tial distribution of the flame intensity is found for both cases. Nevertheless,
a mismatch is observable in terms of heat release distribution. Indeed, in
the experiment along the flame axis a secondary heat release branch typi-
cal of a M-shape flame is potentially present whereas LES predicts a classic
tulip-shape flame. Since this flame is seen to be completely piloted by the
evaporation of the spray, unless further information about its characteristics
is available, improvement seems difficult to obtain. Moreover, a slight un-
derestimation of the flame opening is also visible reflecting the previously
discussed error in the prediction of the radial velocity component.

Figure 12 shows the axial velocity profiles at z = 2.5 mm of the fuel par-
ticles grouped in four ranges of size. The dashed line represents the mean
gaseous velocity at this same location. Regardless of the wall-interaction
treatment, one observes that particles are mainly driven by the gaseous phase
with the exception of the droplets with dp > 10 µm (reported in black di-
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Figure 10: Scatter plot of the flame structure in the T − Z plane for the SLIP (a) and
FILM (b) cases. The color refers to different values of the Takeno index selecting the flame
burning in premixed (red) or diffusive (blue) regimes. The two gray vertical line indicate
the stoichiometric mixture fraction Zst = 0.062 (dashed) and the one corresponding to
the global equivalence ratio Z85 = 0.0527 (dotted), whereas the two adiabatic equilibrium
lines are reported in black. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

amonds) which detach from smaller particles due to inertia effects. It is
also worth noting that these large droplets mainly locate on the outer tip
part of the flame which will then favor the isolated droplet flames identified
previously.

To further compare droplet trajectory, the liquid volume fraction α` is
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Figure 11: Comparison between LES angle and time-averaged flame shape, on the left,
and CH∗ chemiluminescence, on the right for SLIP (a) and FILM (b) cases.

displayed on a plane, containing the symmetry axis of the jet, in Fig. 13 for
the SLIP (b) and FILM (c) cases respectively. One can see that particle
trajectories can be of two different types, as sketched in Fig. 13 (a): most
of the liquid phase injected hits the nearby injector wall (group PA) and
only a small number of droplets follows the aerodynamic flowing directly
in the combustion chamber (group PB). Note that the two different wall-
interaction treatments will have an impact only on the droplets of the first
group being the ones impinging the wall. Focusing the attention on this
portion of liquid fuel, the effect of the different treatments can be observed
comparing Fig. 13 (b) with (c). In the SLIP case, the liquid follows the
angle of the injector wall after being detached at the edge and entering the
combustion chamber, while for the FILM the detachment is regulated by the
film model and the particles are released from the film treatment back into
the gaseous phase with the film velocity component.

To conclude, the results presented in this section show that the treatment
of the interaction between particles and walls does not have a major impact
on the steady flame. The two simulations indeed show similar results and
flame shapes as well as a similar dynamics of the liquid fuel in the combustion
chamber, confirming that the aerodynamic field is the primary driver for the
present particle distribution. The flame structure is also very similar in
terms of combustion regimes and equivalence ratio spatial distribution, the
field being mainly governed by the evaporation process. Differences mainly
appear in the injection system. Depending on the particle-wall interaction
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Figure 12: Liquid fuel properties at z = 2.5 mm from the backplane. Scatter of particles
axial velocity compared with the gas mean profile (dashed line) for SLIP (a) and FILM (b)
cases. In the SLIP case the post-processing is done on a time window of 11 ms resulting
in Np = 11445 while a longer time window of 13 ms is used for the FILM case to obtain
a statistically similar number of droplets, i.e., Np = 13387.

model retained, the liquid fuel released at the edge of the injector seems to
have different momentum. Therefore small changes in droplet trajectories
can arise as shown by Fig. 13 but without impacting the flame regime or the
anchoring process.

3.3. Thermoacoustic self-excited condition

The dynamic response of the two particle-wall treatments is now discussed
in the context of thermo-acoustic combustion instabilities. In this case, the
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Figure 13: (a) Sketch of the two particles trajectories in a
cut containing the symmetry axis. Liquid volume fraction
ρ`α` for the SLIP (b) and FILM (c) cases.

two stable flames described in the Sect. 2 are considered but with a longer
flame tube, a configuration in which a self-sustained limit cycle is observed
in the experiment [28].

The limit cycle

Figure 14 (left) shows the temporal evolution of the pressure fluctuation
registered by a sensor located on the combustion chamber backplane when
the film treatment is used (case FILM). At the beginning of this specific
simulation, the pressure signal features a classical exponential increase until
a maximum pressure value (overshoot point) is reached [40]. The pressure
oscillation then decreases until the energy generated by the thermo-acoustic
coupling equals the system damping. Again for this specific case, after t =
0.12 s, the thermoacoustic oscillation can be considered established and a
steady limit cycle condition is reached. A zoom on the simulation signal at
latter time, Fig. 14 (right), shows indeed that the fluctuation of pressure and
heat release are approximately in phase, satisfying the Rayleigh criterion [54]
as expected in a thermo-acoustically unstable condition. It should be also
noted that in the combustion chamber the level of the limit cycle, p′LES '
2000 Pa, is in line with the experimental measurements where a fluctuation
amplitude of p′exp ' 1700 Pa is recorded [27, 28]. Finally, the self-sustained
operating condition yields a numerical oscillation at fLES ' 500 Hz in decent
agreement with the reported experimental value of fEXP = 530 Hz [27, 28].
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chamber, confirming that the aerodynamic field is the primary driver for the
present particle distribution. The flame structure is also very similar in
terms of combustion regimes and equivalence ratio spatial distribution, the
field being mainly governed by the evaporation process. Differences mainly
appear in the injection system. Depending on the particle-wall interaction
model retained, the liquid fuel released at the edge of the injector seem to
have different momentum. Therefore small changes in droplet trajectories
can arise as shown by Fig. 15 but without impacting the flame regime or the
anchoring process.

3.3. Thermoacoustic self-excited condition
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Figure 16: Pressure fluctuation measured at the combustion chamber backplane with a zoom on some cycles showing
how the unsteady pressure and heat release rate oscillations present the same phase satisfying the Rayleigh criterion.

The dynamic response of the two particle-wall treatment is now discussed
in the context of thermo-acoustic combustion instabilities. In this case, the
two stable flames described in the Sect. 2 are considered but with a longer
flame tube, a configuration in which a self-sustained limit cycle is observed
in the experiment [25].

The limit cycle

Figure 16 (left) shows the temporal evolution of the pressure fluctuation
evolution registered by a sensor located on the combustion chamber back-
plane when the film treatment is used (case FILM). At the beginning of
this specific simulation, the pressure signal features a classical exponential
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Figure 14: Pressure fluctuation measured at the combustion chamber backplane with a zoom on some cycles showing
how the unsteady pressure and heat release rate oscillations present the same phase satisfying the Rayleigh criterion.

Figure 17: Acoustic mode obtained with Helmholtz solver.

increase until a maximum pressure value (overshoot point) is reached [48].
The pressure oscillation then decreases until the energy generated by the
thermo-acoustic coupling equals the system damping. Again for this spe-
cific case, after t = 0.12 s, the thermoacoustic oscillation can be considered
established and a steady limit cycle condition is reached. A zoom on the
simulation signal at latter time, Fig. 16 (right), shows indeed that the fluctu-
ation of pressure and heat release are approximately in phase, satisfying the
Rayleigh criterion [49] as expected in a thermo-acoustically unstable con-
dition. It should be also noted that in the combustion chamber the level
of the limit cycle, p′LES ≃ 2000 Pa, is in line with the experimental mea-
surements where a fluctuation amplitude of p′exp ≃ 1700 Pa is recorded [25].
Finally, the self-sustained operating condition yields a numerical oscillation
at fLES ≃ 500 Hz in decent agreement with the reported experimental value
of fEXP = 530 Hz [25].

A preliminary simulation with the Helmholtz solver AVSP [50] was per-
formed in passive flame conditions assuming cold conditions for the plenum
and an average temperature of 1500 K in the combustion chamber (based on
the LES simulations of the steady flame). To account for the scattering effect
at the outlet, following previous works dealing with the same problem (e.g.,
see Ref [51] where an experimentally measured end-correction was applied to
a annular combustion chamber to correctly retrieve the resonant mode fre-
quencies), the combustion chamber length has been augmented by lcc,corr =
0.6 rcc = 21 [mm], which is the typical end-correction value for an unflanged
circular pipe [52]. A pressure node condition (p′=0) is then imposed at the
new outlet boundary. For sake of simplicity, a fully reflective inlet with R=1
is imposed at the inlet. A resonant mode with a frequency of f ≃ 530 Hz
is retrieved from the eigenvalue analysis, value close to the one at which the
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Figure 15: Acoustic mode obtained with Helmholtz solver.

A preliminary simulation with the Helmholtz solver AVSP [55] was per-
formed in passive flame conditions assuming cold conditions for the plenum
and an average temperature of 1500 K in the combustion chamber (based
on the LES simulations of the steady flame). To account for the scattering
effect at the outlet, following previous works dealing with the same prob-
lem (e.g., see Ref [56] where an experimentally measured end-correction was
applied to a annular combustion chamber to correctly retrieve the resonant
mode frequencies), the combustion chamber length has been augmented by
lcc,corr = 0.6 rcc = 21 [mm], which is the typical end-correction value for an
unflanged circular pipe [57]. A pressure node condition (p′=0) is then im-
posed at the new outlet boundary. For sake of simplicity, a fully reflective
inlet with R=1 is imposed at the inlet. A resonant mode with a frequency of
f ' 530 Hz is retrieved from the eigenvalue analysis, value close to the one at
which the numerical (and experimental) limit cycle occurs (fLES ' 500 Hz).
This result indicates that the observed dynamics are not associated to an
intrinsic instability of the flame but they have an acoustic origin [58, 59]. It
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Figure 18: Heat release rate phase average, colormap: q̇ ∈ [0, 250] MW/m3, comparison with the experimental CH*
chemiluminescence [25].

numerical (and experimental) limit cycle occurs (fLES ≃ 500 Hz). This re-
sult indicates that the observed dynamics are not associated to an intrinsic
instability of the flame but they have an acoustic origin [53, 54].

In terms of flame shape, to remove random oscillations due to turbulence
and retrieve only the coherent limit cycle oscillation, LES results are first
phase-averaged over 10 cycles (Fig. 18). For each phase of the cycle, an
angle average procedure is then performed. Note that in the following, the
phase Φ ∈ [0, 2π] refers to the pressure signal oscillation for which Φ = π/2
corresponds to the positive peak of heat release. Simulation results are finally
compared to the experimental views from EM2C laboratory [25] in Fig. 18
proving the good agreement during the whole cycle for the overall flame
shape, its extent as well as its anchoring position.

To conclude, even if a detailed comparison with the experimental data is
out of the scope for this work, the LES and the experiment are found in fair
agreement in terms of frequency, nature and combustion chamber pressure
fluctuations confirming the validity of the modeling assumptions.

Modeling effect on the prediction

In agreement with the observations obtained for steady operating condi-
tion, the same calculation as the one discussed above is repeated changing
only the particle-wall treatment: i.e. using the slip treatment in place of the
film model (case SLIP). For the discussion, both transients are compared in
Fig. 19, with (a) the time trace of the chamber pressure fluctuation for the
backplane probe, (b) the fluctuating heat release rate per unit volume. In
case of the SLIP condition traces of coherent oscillations are visible in the
recorded pressure fluctuation as shown in Fig. 19 (a)(black line) for latter
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Figure 16: Heat release rate phase average, colormap: q̇ ∈ [0, 250] MW/m3, comparison with the experimental CH*
chemiluminescence [27].

is noted that a high degree of decoupling between the two cavities is observed
independently of the full reflectivity imposed at the inlet. The amplitude of
the oscillation inside the combustion chamber therefore mainly depends on
the swirler and chamber outlet acoustic properties. In LES, in order to focus
the attention exclusively on the source of the thermoacoustic oscillation, the
decoupling between the two-chambers is enforced by assuming a very low
cutoff frequency: i.e. fc ' 0 Hz which can be achieved by reducing the relax-
ation coefficient at the inlet boundary condition as discussed in the previous
section. The fair agreement achieved with experimental results in terms of
frequency, nature and combustion chamber pressure fluctuation level confirm
the validity of these modelling assumptions.

In terms of flame shape, to remove random oscillations due to turbulence
and retrieve only the coherent limit cycle oscillation, LES results are first
phase-averaged over 10 cycles (Fig. 16). For each phase of the cycle, an
angle average procedure is then performed. Note that in the following, the
phase Φ ∈ [0, 2π] refers to the pressure signal oscillation for which Φ = π/2
corresponds to the positive peak of heat release. Simulation results are finally
compared to the experimental views from EM2C laboratory [27] in Fig. 16
proving the good agreement during the whole cycle for the overall flame
shape, its extent as well as its anchoring position.

To conclude, even if a detailed comparison with the experimental data is
out of the scope for this work, the LES and the experiment are found in fair
agreement in terms of frequency, nature and combustion chamber pressure
fluctuations confirming the validity of the modelling assumptions.

Modeling effect on the prediction
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Figure 19: Comparison between the FILM and SLIP cases in resonating conditions. (a) Pressure fluctuation of the
combustion chamber backplane as obtained for the two modeling approaches as well as (b) the temporal evolution
of the heat release rate fluctuations. Both quantities are given as a function of time starting from the same initial
flame and only the liquid-wall interaction treatment differs.

times. However, the mode growth observed in the previous simulation is
not recovered and the oscillation amplitude remains very small and intermit-
tent if compared to the one obtained using the film treatment (gray line in
Fig. 19 (a)). More interestingly, coherence in the fluctuating heat release rate
signal disappears very early in the SLIP case, as shown in Fig. 19 (b)(red
line), while the film modeling provides sufficient response at longer times.

The absence of predominant oscillation frequency with the slip condition
film treatment is verified by Fig. 20 (a) which shows the spectra of the heat
release rate obtained for both simulations. The FFT confirms that the slip
condition does not lead to a full synchronization of the heat release rate with
the nearby acoustic mode. Indeed, multiple frequencies coexist including
lower and higher than the 500 Hz contribution which, instead, remains weak if
compared to the other simulation. Indeed, in the case of SLIP, the system and
the harmonic oscillation last only for a short period of time. Figure 20 (b)
which shows the superposition of the pressure time trace along with the
fluctuating heat release as a function of the same time interval, confirms that
the Rayleigh criterion is never fully satisfied but instead can be occasionally
negative contrarily to the first simulation, as seen from Fig. 16. Using the
film model instead, the system produces a coherent oscillation at fLES ≃ 500
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Figure 17: Comparison between the FILM and SLIP cases in resonating conditions. (a) Pressure fluctuation of the
combustion chamber backplane as obtained for the two modelling approaches as well as (b) the temporal evolution
of the heat release rate fluctuations. Both quantities are given as a function of time starting from the same initial
flame and only the liquid-wall interaction treatment differs.

In agreement with the observations obtained for steady operating condi-
tion, the same calculation as the one discussed above is repeated changing
only the particle-wall treatment: i.e. using the slip treatment in place of the
film model (case SLIP). For the discussion, both transients are compared in
Fig. 17, with (a) the time trace of the chamber pressure fluctuation for the
backplane probe, (b) the fluctuating heat release rate per unit volume. In
case of the SLIP condition traces of coherent oscillations are visible in the
recorded pressure fluctuation as shown in Fig. 17 (a)(black line) for latter
times. However, the mode growth observed in the previous simulation is
not recovered and the oscillation amplitude remains very small and intermit-
tent if compared to the one obtained using the film treatment (gray line in
Fig. 17 (a)). More interestingly, coherence in the fluctuating heat release rate
signal disappears very early in the SLIP case, as shown in Fig. 17 (b)(red
line), while the film modelling provides sufficient response at longer times.

The absence of predominant oscillation frequency with the slip condition
film treatment is verified by Fig. 18 (a) which shows the spectra of the heat
release rate obtained for both simulations. The FFT confirms that the slip
condition does not lead to a full synchronization of the heat release rate with
the nearby acoustic mode. Indeed, multiple frequencies coexist including
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lower and higher than the 500 Hz contribution which, instead, remains weak
compared to the other simulation. Indeed, in the case of SLIP, the system and
the harmonic oscillation last only for a short period of time. Figure 18 (b)
which shows the superposition of the pressure time trace along with the
fluctuating heat release as a function of the same time interval, confirms that
the Rayleigh criterion is never fully satisfied but instead can be occasionally
negative contrarily to the first simulation, as seen from Fig. 14. Using the
film model instead, the system produces a coherent oscillation at fLES ' 500
Hz (to be compared with the experimental value of fEXP = 530 Hz [27]).

To eliminate any uncertainty regarding the initial condition another test
was performed targeting the use of the slip treatment for droplets impinging
the wall. Starting from the self-sustained unstable condition obtained with
the film treatment, at time tsw ' 0.07 s this film particle-wall interaction
treatment is switched to slip. Looking at the corresponding temporal evolu-
tion presented in Fig. 19, the pressure fluctuation in the chamber backplane
clearly gets damped after ten cycles and the system eventually reaches the
same quasi-steady state as the one obtained previously. This second test is
in the following used to better understand the effect of the film modelling by
looking at the evolution of the liquid fuel distribution and properties inside
the injection system at two specific instants and for the two cases of FILM ad
SLIP. To do so, the liquid volume fraction α` is plotted for the two instants:
i.e. t1 = tsw + 3T and t2 = tsw + 10T , with T the period of the thermoa-

Hz (to be compared with the experimental value of fEXP = 530 Hz [25]).
To eliminate any uncertainty regarding the initial condition another test

was performed targeting the use of the slip treatment for droplets impinging
the wall. Starting from the self-sustained unstable condition obtained with
the film treatment, at time tsw ≃ 0.07 s this film particle-wall interaction
treatment is switched to slip. Looking at the corresponding temporal evolu-
tion presented in Fig. 21, the pressure fluctuation in the chamber backplane
clearly gets damped after ten cycles and the system eventually reaches the
same quasi-steady state as the one obtained previously. This second test is
in the following used to better understand the effect of the film modeling by
looking at the evolution of the liquid fuel distribution and properties inside
the injection system at two specific instants and for the two cases of FILM ad
SLIP. To do so, the liquid volume fraction αl is plotted for the two instants:
i.e. t1 = tsw + 3T and t2 = tsw + 10T , with T the period of the thermoa-
coustic oscillation. Comparing the two different treatments, one notes that
the amount of fuel trapped inside the system is kept almost constant after
10 cycles when the film modeling is adopted, Fig. 22 (a-b). On the contrary,
when the condition is slip, particles are still in the injector 3 cycles after tsw,
Fig. 22 (c), but these trapped particles are rapidly washed away by the strong
aerodynamics oscillations and after few other cycles, Fig. 22 (d). The injec-
tor wall is almost clean of particles except nearby the edge at latter times.
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Figure 20: (a) FFT of the unsteady heat release rate using the two different cases and (b) unsteady heat release
and pressure fluctuation for the SLIP case.
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Figure 18: (a) FFT of the unsteady heat release rate using the two different cases and (b) unsteady heat release
and pressure fluctuation for the SLIP case.
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Figure 21: Pressure fluctuation signal at chamber back-
plane when the treatment is switched from film to slip.

This brings to the conclusion that as long as droplets are trapped in the near
injector region the oscillation remains high, but as soon as the slip condi-
tion prevails, the liquid trapped in this region starts entering the combustion
chamber without the adequate delay which precludes a clear establishment
of the oscillation.

Focusing now on the distribution of liquid volume fraction αl at the edge
of the injector shown in Fig. 22, droplet behaviours and therefore the ther-
moacoustic response of the system mainly appears to be controlled by the
chosen wall treatment Indeed, in case SLIP, Fig. 22 (c-d) shows that, at
longer times, after impacting with the wall, particles penetrate the main
stream jet entering the combustion chamber closer to the jet axis before be-
ing accelerated by the radial component of the jet. This is not the case when
the film treatment is adopted, Fig. 22 (a-b).

Figure 23 shows the droplet velocity magnitude confirming once more
that the application of a slip model does not slow down the liquid impinging
the wall before entering the combustion chamber. Note from Fig. 23 (c) that
some particles although being part of the remaining film layer, already at
time t1, present high velocities in the combustion chamber |~vp| ≥ 30 m/s. At
latter times even faster particles appear, Fig. 23 (d), and the presence of high
speed droplets further downstream in the combustion chamber increases the
stiffness to the external modulation of the liquid fuel entering the combustion
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Figure 19: Pressure fluctuation signal at chamber backplane when the treatment is
switched from film to slip.

coustic oscillation. Comparing the two different treatments, one notes that
the amount of fuel trapped inside the system is kept almost constant after
10 cycles when the film modelling is adopted, Fig. 20 (a-b). On the con-
trary, when the condition is slip, particles are still in the injector 3 cycles
after tsw, Fig. 20 (c), but these trapped particles are rapidly washed away by
the strong aerodynamics oscillations and after few other cycles, Fig. 20 (d).
The injector wall is almost clean of particles except near the edge at latter
times. This brings to the conclusion that as long as droplets are trapped
in the near injector region the oscillation remains high, but as soon as the
slip condition prevails, the liquid trapped in this region starts entering the
combustion chamber almost without delay precluding a clear establishment
of the oscillation.

Focusing now on the distribution of liquid volume fraction α` at the edge
of the injector, shown in Fig. 20, the droplet behaviour and therefore the
thermoacoustic response of the system, mainly appears to be controlled by
the chosen wall treatment. Indeed, in case SLIP, Fig. 20 (c-d) shows that,
at longer times, after impacting with the wall, particles penetrate the main
stream jet entering the combustion chamber closer to the jet axis before being
accelerated by the radial component of the jet. This is not the case when
the film treatment is adopted, Fig. 20 (a-b).

Figure 21 shows the droplet velocity magnitude confirming once more
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Figure 22: Liquid volume fraction, αℓ, at t1 = 0.078 ms and t2 = 0.1 ms for the simulations for FILM (a)-(b) and
SLIP (c)-(d) cases.

speed droplets further downstream in the combustion chamber increases the
stiffness to the external modulation of the liquid fuel entering the combustion
chamber. Its propensity to couple with the thermoacoustic oscillation is
therefore reduced.

As shown in the next section, the difference of relative velocity between
the liquid and the gaseous phase near the walls helps triggering the thermoa-
coustic mode of this configuration. In that respect, only the film treatment
is able to reproduce the proper effect, being the response of the film affected
by the acoustic oscillation. The slip condition instead is not able to capture
this complex dynamics letting the droplets enter the combustion chamber
without being modulated by the presence of acoustics in the system.

Effect of the film on the thermoacoustic loop

The previous analysis suggests the fundamental importance of the film re-
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Figure 20: Liquid volume fraction, α`, at t1 = 0.078 ms and t2 = 0.1 ms for the simulations for FILM (a)-(b) and
SLIP (c)-(d) cases.

that the application of a slip model does not slow down the liquid impinging
the wall before entering the combustion chamber. Note from Fig. 21 (c) that
some particles although being part of the remaining film layer, already at
time t1, present high velocities in the combustion chamber |~vp| ≥ 30 m/s. At
latter times even faster particles appear, Fig. 21 (d), and the presence of high
speed droplets further downstream in the combustion chamber increases the
stiffness to the external modulation of the liquid fuel entering the combustion
chamber and its propensity to couple with the thermoacoustic oscillation is
therefore reduced.

As shown in the next section, the difference of relative velocity between
the liquid and the gaseous phase near the walls helps triggering the thermoa-
coustic mode of this configuration. In that respect, only the film treatment
is able to reproduce the proper effect, being the response of the film affected
by the acoustic oscillation. The slip condition instead is not able to capture
this complex dynamics letting the droplets enter the combustion chamber
without being modulated by the presence of acoustics in the system.

Effect of the film on the thermoacoustic loop
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Figure 21: Liquid velocity magnitude, ~vp, at t1 = 0.078ms and t2 = 0.1ms respectively for the simulations for
FILM (a)-(b) and SLIP (c)-(d) cases.

The previous analysis suggests the fundamental importance of the film re-
sponse in the presence of an external acoustic field. Assuming that the local
aerodynamics is the same for both simulations, the quantity characterizing
the film response is its thickness, hf . Figure 22 (a) displays the film thickness
fluctuation h′ as a function of the film coordinate ξ (cf. Fig. 13 (a)) and ob-
tained at different instants in the limit-cycle period of the simulation . This
quantity is clearly fluctuating within an envelop corresponding to the phase
Φ = 0 and 2π if referring to the definition introduced for Fig. 16. The other
observation is that this film layer only responds to acoustics in its second
half, that is for ξ ∈ [4.5, 7], where large variations of h′ are achieved. Based
on such observations, some interesting quantities relative to this film oscilla-
tion as its characteristic frequency, noted ff , can be proposed. First, taking
the average film velocity along the axial film coordinate ξ, Uf ' 1.3 m/s, and
considering the length of the oscillating film layer only, loscf = 2.5mm, the
film characteristic frequency reads ff = Uf/lf = 520Hz. This simple evalu-
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Figure 24: (a) Non-dimensional film height fluctuation, h′/h̄, along the film local coordinate ξ during the period of
oscillation. (b) Non-dimensional film height fluctuation, h′/h̄, measured at different locations along the film, plot
in phase with the mode pressure signal p′/p̄ properly rescaled.

the previously discussed film thickness dynamics (Fig. 24(a)), it is possible to
notice that the two variables oscillate in phase (to improve the visualisation
of this result, the curves corresponding to φ = π/2 and φ = 3/2π have the
same color in both images). An explenation of this result is retrieved recall-
ing the film modelling presented in Sec. 2.2. As indicated by Eq. (6), film
thickness fluctuation and constant wall shear stress result in a film velocity
fluctuation and therefore the release of particles at the edge of the injector
with different particle velocities but more importantly function of the acous-
tic signal. Figure 25 (a) shows as a consequence the fluctuation of equivalence
ratio near the flame root (φ′/φ̄, full lines) and the film velocity fluctuation
(u′/ū, dashed line) at two radial coordinates of the lines shown in Fig.25(a)
near the injector lip. As intuited above both quantities are in phase revealing
the major impact on the fuel feeding of the flame root dynamics. In other
words the feedback to the thermoacoustic mode involves the film response
which needs to be taken into account through modeling. Indeed, the film
thickness and therefore the particle velocity composing the film introduce a
dependency of the fuel feeding process of the combustion chamber, the heat
release and potentially the system pressure fluctuation field.

In Fig. 26, fields of heat release (a) are provided along with fields of
total equivalence ratio (b) at various phases of the obtained numerical pre-
diction. In agreement with the scenario detailed previously, higher levels
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Figure 22: (a) Non-dimensional film height fluctuation, h′/h̄, along the film local coordinate ξ during the period of
oscillation. (b) Non-dimensional film height fluctuation, h′/h̄, measured at different locations along the film, plot
in phase with the mode pressure signal p′/p̄ properly rescaled.

ation of the film convective timescale confirms that during the limit cycle the
film response synchronizes with the thermoacoustic loop suggesting that this
dynamic may be a key parameter when willing to control the thermoacoustic
oscillation. Future studies will focus on the effect of the variations of some liq-
uid injection parameters showing the impact on the different film responses.
The effects of such variations on the whole thermoacoustic mechanism is not
trivial since the synchronization between the release of fuel and the heat re-
lease is controlled by the local aerodynamics and pressure oscillation which
are finally connected to the thermoacoustic feedback loop. The response of
the film is further confirmed by Fig. 22 (b) where the phase averaged film
thickness fluctuation is shown as a function of the mode acoustic pressure
phase during the cycle and for various axial locations within the film. Clearly
only the second half of the film exhibits thickness variations that are in phase
with the local pressure signal identified as p′/p̄ in Fig. 22 (b). Figure 23(a)
reports the fluctuation of the non-dimensional equivalence ratio at an axial
station near the flame root (z = 2.5 mm). If compared with the previously
discussed film thickness dynamics (Fig. 22(a)), it is possible to notice that
the two variables oscillate in phase (to improve the visualisation of this result,
the curves corresponding to φ = π/2 and φ = 3/2π have the same color and
style in both images). An explanation of this result is retrieved recalling the
film modelling presented in Sec. 2.2. As indicated by Eq. (6), film thickness
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Figure 25: (a) Non-dimensional equivalence ratio fluctuations, φ′/φ̄, as a function of the radial coordinate x,
measured at the flame root (z = 2.5 mm) during the period of oscillation. (b) Non-dimensional equivalence ratio
fluctuations, φ′/φ̄, at the flame root plot in phase with film velocity fluctuations, u′/ū, at the edge of the film layer.

of heat release fluctuations coincide with the release by the film of a large
number of particles in the chamber (Φ ∈ [0− π]). On the contrary at latter
times (Φ = [π, 2π]), the swirler flow aerodynamics pushes the flow back in
the combustion chamber the CRZ almost vanishing. For this part of the
cycle, the flame shortens consuming the gaseous fuel present in the chamber
(Φ = 3π/2) the fresh fuel being trapped in the injection system and the film,
until Φ = 17π/10 where the heat release rate increases again entering a new
cycle.

A final observation of interest focuses on the overall fluid mechanics re-
sponse of the system and its effect on the particle distribution within the
combustion chamber during the cycle. As indicated previously, the film is a
key element in determining the proper response of SICCA-spray but so does
the aerodynamics and more particularly the fuel distribution, both evapo-
rated and liquid, in the combustor. To evidence and emphasize this last
aspect Fig. 27 (a) displays the temporal evolution of the fluctuating number
of particles around the mean and presents their evolution for different axial
planes away from the chamber backplane. For the lower planes, i.e. in the in-
jector exit region or z = 2.5&4 mm away from the chamber backplane, more
droplets are released in the early instants of the mode in agreement with
previous findings: i.e. in phase with the reference pressure signal. Further
away in the chamber, i.e. z = 9&14 mm, the response is out of phase with

30

Figure 23: (a) Non-dimensional equivalence ratio fluctuations, φ′/φ̄, as a function of the radial coordinate x,
measured at the flame root (z = 2.5 mm) during the period of oscillation. (b) Non-dimensional equivalence ratio
fluctuations, φ′/φ̄, at the flame root plot in phase with film velocity fluctuations, u′/ū, at the edge of the film layer.

fluctuation and constant wall shear stress result in a film velocity fluctuation
and therefore the release of particles at the edge of the injector with different
velocities tuned by the limit cycle. Figure 23 (b) shows as a consequence
of the film velocity fluctuation (dashed line: u′/ū near the injector lip) the
fluctuation of equivalence ratio near the flame root ( full lines: φ′/φ̄ taken
at two radial coordinates). As intuited above both quantities are in phase
revealing the major impact on the fuel feeding of the flame root dynamics.

In other words the feedback to the thermoacoustic mode involves the film
response which needs to be taken into account through modelling. Indeed,
the film thickness, and therefore the particle velocity composing the film,
introduces a dependency between the fuel feeding process of the combustion
chamber, the heat release and potentially the system pressure fluctuation
field.

In Fig. 24, fields of heat release (a) are provided along with fields of total
equivalence ratio (b) at various phases of the obtained numerical prediction.
In agreement with the scenario detailed previously, higher levels of heat re-
lease fluctuations coincide with the release by the film of a large number
of particles in the chamber (Φ ∈ [0 − π]). On the contrary at later times
(Φ = [π, 2π]), the swirler flow aerodynamics pushes the flow back in the
combustion chamber almost cancelling the negative velocity region (CRZ).
For this part of the cycle, the flame shortens consuming the previously evap-
orated gaseous fuel present in the chamber (Φ = 3π/2) since, at this point
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(a) Heat release rate phase average, colormap: q̇ ∈ [0, 300] MW/m3

(b) Global equivalence ratio phase average φtot, colormap: φtot ∈ [0, 2]

Φ = 0 Φ = π/2 Φ = π Φ = 3π/2 Φ = 17π/10

Figure 26: Phase averaged (a) heat release distribution and (b) overall equivalent ration during the limit cycle;
added contours indicate the q̇ = 50 MW/m3 release rate location.

the pressure signal indicating that either the number of droplets initially
injected are consumed, and/or evaporated, or it takes them time to reach
this position. Looking at the fluctuation of D10, Fig. 27 (b), one notes the
opposite occurs if compared to the number of liquid droplets in Fig. 27 (a).
The fluctuation of D10 is however more difficult to describe. On one hand,
focusing in the near injector region where D10 is in phase opposition with the
droplet number, one concludes that either smaller droplets are evaporated
rapidly and/or larger particles are absent at this location. Conversely, far
from the combustion backplane, at these same instants more droplets are
present and apparently most likely characterized by large diameters empha-
sizing the potential importance of the evaporation rate of the large droplets.

4. Conclusions

The lean two-phase swirled flames of the SICCA-spray experiment is
simulated by use of a Lagrangian LES formalism for both the steady and
self-sustained limit-cycle operating conditions. For this specific burner, the
capability of the Lagrangian approach to fully represent these problems is
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Figure 24: Phase averaged (a) heat release distribution and (b) overall equivalent ratio during the limit cycle; added
contours indicate the q̇ = 50 MW/m3 release rate location.

of the cycle, the fuel is trapped in the injection system and in particular in
the film layer, until Φ = 17π/10 where the heat release rate increases again
entering a new cycle.

A final observation of interest focuses on the overall fluid mechanics re-
sponse of the system and its effect on the particle distribution within the
combustion chamber during the cycle. As indicated previously, the film is a
key element in determining the proper response of SICCA-spray but so does
the aerodynamics and more particularly the fuel distribution, both evapo-
rated and liquid, in the combustor. To evidence and emphasize this last
aspect Fig. 25 displays the temporal evolution of the fluctuating number of
particles around the mean and presents their evolution for different axial
planes away from the chamber backplane. For the lower planes, i.e. in the
injector exit region or z = 2.5 & 4 mm away from the chamber backplane,
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Figure 25: Fluctuations of the droplets number during the limit cycle at different location
from the backplane.

more droplets are released in the early instants of the mode in agreement with
previous findings: i.e. in phase with the reference pressure signal. Further
away in the chamber, i.e. z = 9 & 14 mm, the response is out of phase with
the pressure signal indicating that either the number of droplets initially in-
jected are consumed, and/or evaporated, or it takes them time to reach this
position.

4. Conclusions

The lean two-phase swirled flames of the SICCA-spray experiment is
simulated by use of a Lagrangian LES formalism for both steady and self-
sustained limit-cycle operating condition. It has been proven, for this specific
experimental setup, the capability of the Lagrangian approach to fully repre-
sent these problems and the independency of the results to the wall treatment
when simulating the steady conditions. When willing to simulate the ther-
moacoustic oscillation the slip wall treatment is proven to be incapable of
reproducing the dynamic response of the liquid fuel impinging on the wall,
whereas adopting a film model allows to overcome this limit.Consequently, in
the resonating condition the slip treatment fails to reproduce the thermoa-
coustic instability, leading to limit cycle, observed experimentally not only
when the instability is willing to occur but also when the unstable regime is
already established. In this second test, the case SLIP results in a system
that gets damped after few cycles with fluctuation levels that are far from
the experimental observations and not self-sustained.On the contrary, the
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limit cycle is accurately reproduced in the case FILM. Indeed, it is proven
that with the film treatment the liquid sheet velocity is significantly reduced,
if compared to the other case, and the delay imposed to the liquid imping-
ing the wall before entering the combustion chamber synchronizes with the
thermoacoustic oscillation. Moreover, the capability of the film treatment
to adapt the liquid sheet properties to the self-sustained oscillation indicates
that the fuel film layer is responding to the external flow fluctuations ensur-
ing a closed feedback loop with the thermoacoustics of the entire system and
therefore the establishment of the self-sustained limit-cycle.
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Appendix A: The code AVBP with Euler-Lagrange formalism

The LES code AVBP solves the full compressible Navier-Stokes equations
with spatial filtering:

D

Dt
(ρ̄ũ) = −∇ ·

(
p̄I− T̄− T̄sgs

)
+ ṡM (7)

D

Dt
(ρ̄E) = −∇ ·

(
u · p̄I− T̄ + q̄ + q̄sgs

)
+ ṡE (8)

D

Dt
(ρ̄Ỹk) = −∇ ·

(̄
jk + j̄sgsk

)
+ ṡYk k = 1, NS (9)
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where the Favre filtering f̃ = ρf/ρ̄ weights with density the Reynolds filtered
variables f̄ . D

Dt
= ∂

∂t
+ ũ · ∇ is the total derivative, I is the identity matrix

and the terms ṡM , ṡE and ṡYk are the exchange terms between gaseous and
liquid phase. T̄ is the filtered stress tensor, j̄k is the species flux according
to [40] while q̄ accounts of heat fluxes due to differential diffusion of species
and temperature. Subgrid scale closure is modelled as:

T̄sgs = ρ̄(ũ : u− ũ : ũ) ' 2ρ̄νt

(
S̃− 1

3
tr(S̃)I

)
(10)

j̄sgsk = ρ̄(Ỹku− Ỹkũ) ' 2ρ̄

(
Dt
Wk

W
∇X̃k − ỸkVc

)
(11)

q̄sgs = ρ̄(Ẽu− Ẽũ) ' −λt∇T̃ +

NS∑
k=1

j̄sgsk h̃s,k (12)

where the turbulent eddy viscosity νt is computed according to [34] and the
coefficients for species and temperature are computed imposing the turbulent
Prandtl and Shmidt numbers to 0.6 from Dt = νt/Sc

t and λt = ρ̄νtCp/Pr
t.

The Lagrangian formalism for the liquid phase reads

dxp
dt

= up ,
dup
dt

=
fp
mp

(13)

where xp is the particle position, up its velocity, mp its mass and fp the sum
of forces acting on each particles which here is considered to be drag only.
Evaporation is handles by a mass balance such as

dmp

dt
= ṁp ,

dTp
dt

= − 1

mpCp,l
φcp (14)

where ṁp is the evaporation rate, Cp,l the liquid specific heat and φcp the
conductive heat flux to be exchanged with the gaseous phase.
The exchange terms assume the form [60]

ṡM = − 1

V

Np∑
p=1

wp@n(ṁpup + fp) (15)

ṡE = − 1

V

Np∑
p=1

wp@n

(
φc − ṁphs,F (Tp) +

1

2
ṁpu

2
p + fp · up

)
(16)
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ṡYk = − 1

V

Np∑
p=1

wp@n(ṁpδk,F ) (17)

where wp@n is the conservative weight for the particle p with respect the
node n, φc is the heat flux from at the droplet surface such that φcp = −φc +
ṁpLv(Tp) with Lv the droplet latent heat of vaporization. Closure for the
evaporation term ṁp and for the flux term φc is given by

ṁp = −π d Sh [ρDF ] ln(1 +BM) (18)

φc = −π dNuλ(T∞ − Tp)
ln(1 +BT )

BT

(19)

as in [61], [62] with BM and BT the Spalding numbers of mass and temper-
ature according to [63]. It is noted that the impact of sub-grid fluctuations
on velocity, temperature, droplet drag and evaporation rate is assumed neg-
ligible.
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