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#### Abstract

This work addresses the problem of High-Gain Observer design for a class of quasi-linear hyperbolic systems (with one characteristic velocity), possibly including nonlocal terms, making them systems of Partial Integro-Differential Equations. The design relies on distributed measurement of a part of the state vector. The observer is presented and discussed and the exponential stability in the $C^{1}$ spatial norm of the origin for the error system is fully established via Lyapunov-based analysis. Its use is illustrated via an application to an age-dependent SIR epidemic model.
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## I. Introduction

The classical high-gain observer design for finitedimensional nonlinear systems has been extensively studied in the literature and remains widely considered, see [21] and references therein. In short, it relies on a single tuning coefficient, to be chosen large enough so as to ensure exponential - and possibly arbitrarily fast - convergence. High-gain observers apply to a large class of cases corresponding to uniformly observable systems [14], [15]. In the recent paper [22], this approach was extended to a class of hyperbolic systems, for which first solutions to this "High-Gain Observer Design Problem" (H-GODP) have been proposed for a particular case of uniformly observable systems, written as an $n \times n$ quasi-linear hyperbolic system of balance laws and considering distributed measurements. In more recent works [23], [24] more general cases were considered, where $2 \times 2$ systems were written in an observable form with two distinct characteristic velocities, differentiating from [22], where it was needed to consider identical ones. There exist other studies on observer design for hyperbolic systems in the literature, mainly considering the full state vector on the boundaries as measurement. Amongst others, one can refer to [13] and [16] for the backstepping design, to [3] for a discretization approach, to [6] for direct infinite-dimension-based Lyapunov techniques (see also [4]), or to [28] for optimization methods. For semigroup-based methods, see [11], [7] and [31].

The present paper aims at providing a solution to the H GODP for a class of quasi-linear hyperbolic systems of balance laws, including nonlocal terms, i.e., systems of hyperbolic

[^0]Partial Integro-Differential Equations (PIDEs), as an extension of [22]. The class of systems that we consider, written in an appropriate canonical form, can be found in various cases, like chemical reactors [5], where, by measuring the temperature of the reactor we would expect to estimate the concentrations of masses of chemicals, or some age-dependent epidemic models, where with the only measurement of the population that has recovered from a disease, the objective would be to estimate the remaining population groups arbitrarily fast. Stability and controllability of age-structured population models have been already studied (see [2, Chapter 1] and references therein, [32] and in general PIDEs or PDEs with nonlocal terms have been considered for instance in [9], [19], [12].

In the present approach, we consider systems having only one characteristic velocity, in the spirit of our former work of [22]: this results from a certain commutative property in the proposed Lyapunov stability analysis. Note that a similar constraint can be found in some studies of stability problems as in [2], [8] and in [30] (Proposition 2.1), and other works. This paper extends the first results of [22] in different ways: first, a larger class of systems (PIDE instead of PDE) is considered, i.e., hyperbolic systems including nonlocal terms; then, the conditions on the nonlinearities are weakened (to locally Lipschitz ones); in addition, a more general result of stability (here in the $C^{1}$, instead of the sup spatial norm) for the error equation is proven, with arguments inspired by [2] and [8] for instance; and finally, we illustrate the applicability of this approach to an epidemic model.

The paper is organized as follows. The solution to the H-GODP, the sufficient conditions and detailed proofs are provided in Section II, where Theorem 1 constitutes our main result. In Section III an application to an age-dependent SIRtype epidemic model is proposed. Conclusions and perspectives are discussed in Section IV.

Notation: For a given $w$ in $\mathbb{R}^{n},|w|$ denotes its usual Euclidean norm. For a given constant matrix $A$ in $\mathbb{R}^{n \times n}, A^{\top}$ denotes its transpose, $|A|:=\sup \{|A w|,|w|=1\}$ is its induced norm and $\operatorname{Sym}(A)=\frac{A+A^{\top}}{2}$ stands for its symmetric part. By eig $(A)$ we denote the minimum eigenvalue of a symmetric matrix $A$. By $I_{n \times n}$ we define the identity matrix of dimension $n$. For given $\xi:[0,+\infty) \times[0, L] \rightarrow \mathbb{R}^{n}$ and time $t \geq 0$ we use the notation $\xi(t)(x):=\xi(t, x)$, for all $x$ in $[0, L]$. For a continuous $\left(C^{0}\right)$ map $[0, L] \ni x \mapsto \xi(x) \in \mathbb{R}^{n}$ we adopt the notation $\|\xi\|_{\infty}:=\max \{|\xi(x)|, x \in[0, L]\}$. For a continuously differentiable $\left(C^{1}\right) \operatorname{map}[0, L] \ni x \mapsto \xi(x) \in \mathbb{R}^{n}$ we adopt the notation $\|\xi\|_{1}:=\|\xi\|_{\infty}+\left\|\xi_{x}\right\|_{\infty}$. For a mapping $f(\cdot, \cdot)$, we use the difference operator given by $\Delta_{\hat{\xi}}[f(\cdot, \mathcal{F})](\xi)(x):=$
$f(x, \mathcal{F}[\hat{\xi}](x))-f(x, \mathcal{F}[\xi](x))$, parametrized by $\hat{\xi}$, where $\mathcal{F}$ denotes any chosen operator acting on $\xi$. By $g^{\prime}$ we denote the usual derivative of a scalar function $g$. By $D_{u} f$ we denote the Jacobian of a differentiable mapping $\mathbb{R}^{n} \ni u \mapsto f(u) \in \mathbb{R}^{n}$. For a differentiable in its second argument mapping $f$, by $\left\langle D_{u} f(\cdot, \mathcal{F}[u]), h\right\rangle$ we denote its Fréchet derivative w.r.t. $u$ acting on $h$, where $\mathcal{F}$ is any Fréchet differentiable operator acting on functions $u$. Note that by the chain rule, $D_{u} f(\cdot, \mathcal{F}[u])=\left.D_{w} f(\cdot, w)\right|_{w=\mathcal{F}[u]} D_{u} \mathcal{F}[u]$, where $D_{u} \mathcal{F}[u]$ denotes the Fréchet derivative of $\mathcal{F}$. By $\mathcal{B}_{\delta}$ we denote the set $\mathcal{B}_{\delta}:=\left\{u \in C^{1}\left([0, L] ; \mathbb{R}^{n}\right):\|u\|_{1} \leq \delta\right\}$. By $\operatorname{sgn}(x)$ we denote the signum function $\operatorname{sgn}(x)=\frac{\mathrm{d}}{\mathrm{d} x}|x|$, when $x \neq$ 0 , with $\operatorname{sgn}(0)=0$.

## II. Main observer result

## A. Problem Statement and Requirements

We are concerned with one-dimensional, first-order quasilinear hyperbolic system of balance laws, described by the following equations in a strip $\Pi:=[0,+\infty) \times[0, L] ; L>0$

$$
\begin{align*}
& \xi_{t}(t, x)+\lambda\left(\xi_{1}(t, x)\right) \xi_{x}(t, x) \\
= & A \xi(t, x)+f(x, \mathcal{F}[\xi(t)](x)) \tag{1a}
\end{align*}
$$

where $\left(\begin{array}{lll}\xi_{1} & \cdots & \xi_{n}\end{array}\right)^{\top}:=\xi$.
Consider also a distributed measurement, available in the output, of the form

$$
\begin{equation*}
y(t, x)=C \xi(t, x) \tag{1b}
\end{equation*}
$$

where $y:[0,+\infty) \times[0, L] \rightarrow \mathbb{R}$.
We assume that the involved constant matrices satisfy the following particular structures:

$$
A=\left(\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
& \ddots & \ddots & & \vdots \\
\vdots & & & & 1 \\
0 & \cdots & & & 0
\end{array}\right), C=\left(\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}\right),
$$

and the nonlinear balance terms are of the form

$$
f(\cdot, \mathcal{F}[\xi])=\left(\begin{array}{c}
f_{1}\left(\cdot, \mathcal{F}_{1}\left[\xi_{1}\right]\right) \\
f_{2}\left(\cdot, \mathcal{F}_{2}\left[\xi_{1}, \xi_{2}\right]\right) \\
\vdots \\
f_{n}\left(\cdot, \mathcal{F}_{n}\left[\xi_{1}, \ldots, \xi_{n}\right]\right)
\end{array}\right)
$$

From the previous equations, we observe that the system satisfies some triangular structure, which presents an analogy to the finite-dimensional case (see [21]).

Remark 1: Notice that if $f(\cdot, \mathcal{F}[\xi])$ reduces to $f(\xi)$ in (1a), implying that we have not any nonlocal terms, then we recover the more simple case of [22].

We assume the following regularity for the dynamics:

- the characteristic velocity $\lambda$ is continuously differentiable, i.e., $\lambda$ in $C^{1}(\mathbb{R} ; \mathbb{R})$ and, without loss of generality, $\lambda\left(\xi_{1}\right)>0$, for all $\xi_{1}$ in $\mathbb{R}$ (hyperbolicity condition).
- the nonlinear balance term $f$ is continuously differentiable, i.e., $f$ in $C^{1}\left([0, L] \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$. As a result, for every $R>0$, there exists $L_{R}>0$, such that for every $w, \hat{w}$ in $\mathbb{R}^{n}$, with $|w|,|\hat{w}| \leq R$,
$\max _{x \in[0, L]}|f(x, w)-f(x, \hat{w})| \leq L_{R}|w-\hat{w}|$. In addition, suppose that for every $R>0$, there exists $L_{R}^{\prime}>0$, such that for every $w, \hat{w}$ in $\mathbb{R}^{n}$, with $|w|,|\hat{w}| \leq R$, $\max _{x \in[0, L]}\left|D_{w} f(x, w)-D_{\hat{w}} f(x, \hat{w})\right| \leq L_{R}^{\prime}|w-\hat{w}|$. Furthermore, $\mathcal{F}: C^{1}\left([0, L] ; \mathbb{R}^{n}\right) \rightarrow C^{1}\left([0, L] ; \mathbb{R}^{n}\right)$ is a Fréchet differentiable mapping that can include terms $g_{1}(\xi)$, where $g_{1}$ in $C^{1}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ and also nonlinear nonlocal terms (integral terms of Volterra type) of the form $\int_{0}^{x} g_{2}(\xi(s)) \mathrm{d} s$, where $g_{2}$ in $C^{0}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$. More explicitly, suppose that for every $R>0$, there exist $L_{1, R}, L_{2, R}, L_{3, R}, L_{1, R}^{\prime}, L_{2, R}^{\prime}, L_{3, R}^{\prime}>0$, such that for every $\xi, \hat{\xi}$ in $C^{0}\left([0, L] ; \mathbb{R}^{n}\right)$, with $\|\xi\|_{\infty},\|\hat{\xi}\|_{\infty} \leq R$, $\left|\Delta_{\hat{\xi}}[\mathcal{F}](\xi)(x)\right| \leq L_{1, R}|\xi(x)-\hat{\xi}(x)|+L_{2, R} \mid \xi(L)-$ $\hat{\xi}(L)\left|+L_{3, R} \int_{0}^{L}\right| \xi(s)-\hat{\xi}(s) \mid \mathrm{d} s$, and $\left|\Delta_{\hat{\xi}} D_{\xi}[\mathcal{F}](\xi)(x)\right| \leq$ $L_{1, R}^{\prime}|\xi(x)-\hat{\xi}(x)|+L_{2, R}^{\prime}|\xi(L)-\hat{\xi}(L)|+L_{3, R}^{\prime} \int_{0}^{L} \mid \xi(s)-$ $\hat{\xi}(s) \mid \mathrm{d} s$, for all $x$ in $[0, L]$.
We further consider initial and boundary conditions of the following general form

$$
\begin{align*}
\xi(0, x) & =\xi^{0}(x), x \in[0, L]  \tag{2a}\\
\xi(t, 0) & =\mathcal{H}(\xi(t, L)), t \in[0,+\infty) \tag{2b}
\end{align*}
$$

where we assume the following regularity:

- initial condition $\xi^{0}$ is continuously differentiable and satisfies zero-order and one-order compatibility conditions (see [2, App. B] for precise definition of compatibility conditions). The mapping $\mathcal{H}$ is continuously differentiable, i.e., $\mathcal{H}$ in $C^{1}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$. More explicitly, suppose that for every $R>0$, there exist $L_{4, R}, L_{4, R}^{\prime}>0$, such that for every $\xi, \hat{\xi}$ in $\mathbb{R}^{n}$, with $|\xi|,|\hat{\xi}| \leq R,\left|\Delta_{\hat{\xi}}[\mathcal{H}](\xi)(L)\right| \leq L_{4, R}|\xi(L)-\hat{\xi}(L)|$, and $\left|\Delta_{\hat{\xi}}\left[D_{\xi} \mathcal{H}\right](\xi)(L)\right| \leq L_{4, R}^{\prime}|\xi(L)-\hat{\xi}(L)|$.
Remark 2: The specific type of input/output relation (2b) on boundary conditions stands as a sufficient condition for the well-posedness of the observer. This will be shown in the sequel. Also, the main result of the present paper would remain unchanged if we considered the case where boundary conditions satisfy the relation $\xi(t, 0)=h(t, \xi(t, L))$, where $h(\cdot, \cdot)$ is a $C^{1}$ map. This case would require only slight modifications.

The problem that we address in this work is stated in the following definition.

Definition 1: (H-GODP) The High-Gain Observer Design Problem is solvable for a system given by (1a), (2) with output (1b) and solutions existing in $\Pi$, if there exists a well-posed observer system with solutions in $\Pi$, which estimates the state of (1a) with a convergence speed that can be arbitrarily tuned via a single parameter (high gain).
The assumption that follows is essential to assert the wellposedness of our system, along with an observer design requirement of forward completeness. Furthermore, it imposes global boundedeness of the classical solutions in the $C^{1}$-norm, which is essential in the design of our nonlinear observer. The latter requirement is due to the quasi-linearity of the system (the dependence of $\lambda$ on state $\xi$ ) and can be dropped for the case of semilinear systems, but then a stronger assumption on the nonlinear source terms would be imposed in its place. For
more detailed presentation of the nature of this assumption, the reader can refer to [2], [26] and references therein, where sufficient conditions for the well posedness and existence of classical solutions for quasi-linear hyperbolic systems of balance laws are given.

Assumption 1: Consider a set $\mathcal{M} \subset C^{1}([0, L] ; \mathbb{R})$ nonempty and bounded, consisting of functions satisfying zero-order and one-order compatibility conditions for problem (1a)-(2). Then for any initial condition $\xi^{0}$ in $\mathcal{M}$, problem (1a)-(2) admits a unique classical solution in $C^{1}\left([0,+\infty) \times[0, L] ; \mathbb{R}^{n}\right)$. Moreover, there exists $\delta>0$, such that for all $\xi^{0}$ in $\mathcal{M},\|\xi(t, \cdot)\|_{1} \leq \delta$, for all $t$ in $[0,+\infty)$.
Define now a $C^{1}$ vector-valued function $\mathbb{R}^{n} \ni \zeta \mapsto s_{\delta}(\zeta)=$ $\left(s_{\delta}^{1}\left(\zeta_{1}\right), \cdots, s_{\delta}^{n}\left(\zeta_{n}\right)\right)$, parametrized by $\delta$, and satisfying the following properties.

For every $\delta>0$ and $v, w$ in $\mathbb{R}^{n}$, such that $|w| \leq \delta$, there exists $\omega_{\delta}>0$, such that the following inequalities are satisfied

$$
\begin{align*}
\left|s_{\delta}(v)-w\right| & \leq \omega_{\delta}|v-w|, \\
\left|D_{v} s_{\delta}(v)-D_{w} s_{\delta}(w)\right| & \leq \omega_{\delta}^{\prime}|v-w| \tag{3a}
\end{align*}
$$

Moreover, there exists $m_{\delta}>0$, such that for every $v$ in $\mathbb{R}^{n}$,

$$
\begin{equation*}
\left|s_{\delta}(v)\right|,\left|D_{v} s_{\delta}(v)\right| \leq m_{\delta} \tag{3b}
\end{equation*}
$$

Note that a saturation-like function of the form

$$
s_{\delta}^{i}\left(\zeta_{i}\right)= \begin{cases}\zeta_{i}, & \left|\zeta_{i}\right| \leq \delta  \tag{4}\\ \operatorname{sgn}\left(\zeta_{i}\right)\left(\left(\left|\zeta_{i}\right|-\delta\right) e^{-\left|\zeta_{i}\right|+\delta}+\delta\right), & \left|\zeta_{i}\right|>\delta\end{cases}
$$

satisfies (3) with $\omega_{\delta}=m_{\delta}=\sqrt{n} \max \left\{e^{-1}+\delta, 1\right\}, \omega_{\delta}^{\prime}=$ $\sqrt{n} e^{-3}$.
We are now in a position to introduce our candidate observer dynamics and its boundary conditions for system (1)-(2). Define, first, a diagonal matrix $\Theta$ by

$$
\begin{equation*}
\Theta:=\operatorname{diag}\left\{\theta, \theta^{2}, \ldots, \theta^{n}\right\} \tag{5}
\end{equation*}
$$

where $\theta>1$ is the candidate high-gain constant of the observer, which will be selected precisely later. Consider, also, a vector gain $K$ in $\mathbb{R}^{n}$, such that $A+K C$ is Hurwitz (we can always find such a $K$, due to the observability of the pair $(A, C)$ ). Note that for such a $K$, one can find a symmetric and positive definite $n \times n$ matrix $P$ satisfying a quadratic Lyapunov equation of the following form

$$
\begin{equation*}
2 \operatorname{Sym}(P(A+K C))=-I_{n \times n} \tag{6}
\end{equation*}
$$

Let us remark that $P$ satisfying (6) cannot be diagonal, since matrix $A$ fails by its definition to be a diagonally stabilizable matrix. $P$ will be used as the Lyapunov matrix in the Lyapunov functional used in the proof of the observer convergence. However, in stability analysis of general hyperbolic systems, see for instance [2], the chosen Lyapunov functionals are diagonal, in order to commute with the matrix of the characteristic velocities. In the present case, we assume only one velocity and, thus, we do not need that $P$ is diagonal.

With the previous assumptions, the observer that will solve the H-GODP can be given by the following equations on $\Pi$

$$
\begin{gather*}
\hat{\xi}_{t}(t, x)+\lambda(y(t, x)) \hat{\xi}_{x}(t, x)=A \hat{\xi}(t, x) \\
-\Theta K(y(t, x)-C \hat{\xi}(t, x))+f\left(x, \mathcal{F}\left[s_{\delta}(\hat{\xi}(t))\right](x)\right)  \tag{7a}\\
\hat{\xi}(t, 0)=\mathcal{H}\left(s_{\delta}(\hat{\xi}(t, L))\right) . \tag{7b}
\end{gather*}
$$

We can easily deduce some difference inequalities for the dynamics, to be invoked later, as a direct consequence of the regularity assumptions and properties (3) of $s_{\delta}(\cdot)$. Precisely, for any $\delta>0$, there exist constants $L_{1, \delta}, L_{2, \delta}, L_{3, \delta}, L_{4, \delta}, L_{1, \delta}^{\prime}, L_{2, \delta}^{\prime}, L_{3, \delta}^{\prime}, L_{4, \delta}^{\prime}>0$ depending on constants $\omega_{\delta}, \omega_{\delta}^{\prime}$, and $m_{\delta}$, such that for every $\xi, \hat{\xi}$ in $C^{0}\left([0, L] ; \mathbb{R}^{n}\right)$, with $\|\xi\|_{\infty} \leq \delta$, the following inequalities are satisfied for all $x$ in $[0, L]$ :

$$
\begin{align*}
& \left|\Delta_{s_{\delta}(\hat{\xi})}[f(\cdot, \mathcal{F})](\xi)(x)\right| \\
& \leq L_{1, \delta}|\hat{\xi}(x)-\xi(x)|+L_{2, \delta}|\hat{\xi}(L)-\xi(L)| \\
& +L_{3, \delta} \int_{0}^{L}|\hat{\xi}(s)-\xi(s)| \mathrm{d} s  \tag{8a}\\
& \left|\Delta_{s_{\delta}(\hat{\xi})}[\mathcal{H}](\xi)(L)\right| \leq L_{4, \delta}|\hat{\xi}(L)-\xi(L)|,  \tag{8b}\\
& \left|\Delta_{s_{\delta}(\hat{\xi})}\left[D_{\xi} f(\cdot, \mathcal{F})\right](\xi)(x)\right| \\
& \leq L_{1, \delta}^{\prime}|\hat{\xi}(x)-\xi(x)|+L_{2, \delta}^{\prime}|\hat{\xi}(L)-\xi(L)| \\
& +L_{3, \delta}^{\prime} \int_{0}^{L}|\hat{\xi}(s)-\xi(s)| \mathrm{d} s,  \tag{8c}\\
& \left|\Delta_{s_{\delta}(\hat{\xi})}\left[D_{\xi} \mathcal{H}\right](\xi)(L)\right| \leq L_{4, \delta}^{\prime}|\hat{\xi}(L)-\xi(L)| . \tag{8d}
\end{align*}
$$

Remark 3: Assumption 1 guarantees the existence of a preassigned ball in $C^{1}$ in which system's solutions take values. This, in conjunction with the regularity assumptions, would allow us to avoid globally Lipschitz assumption for the nonlinear dynamics of our system, which in general constitutes a natural assumption in classical high-gain observer designs for finite dimensions. To avoid such a restricting assumption, we plug function $s_{\delta}$ in observer dynamics (7). Exploiting this function guarantees that observer system's dynamics are globally Lipschitz. We note also that, although it is not described explicitly by the observer's equations, we avoid injecting $s_{\delta}$ in potential linear terms included in $f$ and $\mathcal{H}$. In that case, we set $s_{\delta}(\hat{\xi})=\hat{\xi}$, since linear terms are globally Lipschitz.

The following lemma guarantees the existence of unique global classical solutions for the candidate observer. The proof of the lemma follows from classical arguments and the fact that nonlinearities in observer system are globally Lipschitz.

Lemma 1: (Existence/Uniqueness of Global Classical Solutions to the Observer System) Under the regularity assumptions for the dynamics and for any $y$ in $C^{1}([0,+\infty) \times[0, L] ; \mathbb{R})$, the problem described by (7), with initial condition $\hat{\xi}^{0}(x):=\hat{\xi}(0, x)$, for all $x$ in $[0, L]$, satisfying zero-order and one-order compatibility conditions, admits a unique classical solution in $\Pi$, i.e., there exists a unique solution $\hat{\xi}$ in $C^{1}\left([0,+\infty) \times[0, L] ; \mathbb{R}^{n}\right)$ to (7).
Proof: See Appendix A for a detailed proof.
We are now in a position to present our main result on the solvability of the H-GODP.

Theorem 1: (Observer Convergence) Consider system (1a), (2), defined on $\Pi$ with output (1b) and suppose that Assumption 1 holds for initial condition $\xi^{0}$ in $\mathcal{M}$. Let also $K$ in $\mathbb{R}^{n}$, chosen in such a way that $A+K C$ is Hurwitz. Then, the $H$ GODP for system (1a) - (2) is solvable by system (7) for $\theta>1$ as a high gain and initial condition $\hat{\xi}^{0}$ in $C^{1}\left([0, L] ; \mathbb{R}^{n}\right)$, with $\hat{\xi}^{0}(x)=\hat{\xi}(0, x)$ satisfying zero-order and one-order compatibility conditions. This is a high-gain observer for $\xi$, in the sense that for $\theta$ large enough it admits a unique classical solution in $\Pi$ on the one hand, providing an estimate for the state of system (1a) - (2) on the other hand. More precisely, for every $\kappa>0$, there exists $\theta_{0} \geq 1$, such that for every $\theta>\theta_{0}$, the following inequality holds

$$
\begin{equation*}
\|\hat{\xi}(t, \cdot)-\xi(t, \cdot)\|_{1} \leq \ell e^{-\kappa t}\left\|\hat{\xi}^{0}(\cdot)-\xi^{0}(\cdot)\right\|_{1}, \forall t \geq 0 \tag{9}
\end{equation*}
$$

for some $\ell>1$, polynomial in $\theta$.
This theorem states that for system (1a) - (2) with output (1b) we have a high-gain observer design providing an estimate of its full state, with a convergence rate adjustable via $\theta$. The well posedness results from Lemma 1. The convergence result is established in the next subsection.

## B. Observer Convergence Proof

This subsection is dedicated to the proof of Theorem 1.
Consider the observer error $e:=\hat{\xi}-\xi$ which satisfies the following equations

$$
\begin{align*}
& e_{t}(t, x)+ \lambda(y(t, x)) e_{x}(t, x)=(A+\Theta K C) e(t, x) \\
&+\Delta_{s_{\delta}(\hat{\xi}(t))}[f(\cdot, \mathcal{F})](\xi(t))(x)  \tag{10}\\
& e(t, 0)=\Delta_{s_{\delta}(\hat{\xi}(t))}[\mathcal{H}](\xi(t))(L) \tag{11}
\end{align*}
$$

We now define the linearly transformed error by $\varepsilon:=\Theta^{-1} e$ and we derive the following hyperbolic equations for $\varepsilon$ on $\Pi$

$$
\begin{align*}
& \varepsilon_{t}(t, x)+\lambda(y(t, x)) \varepsilon_{x}(t, x)=\theta(A+K C) \varepsilon(t, x) \\
&+\Theta^{-1} \Delta_{s_{\delta}(\hat{\xi}(t))}[f(\cdot, \mathcal{F})](\xi(t))(x)  \tag{12}\\
& \varepsilon(t, 0)=\Theta^{-1} \Delta_{s_{\delta}(\hat{\xi}(t))}[\mathcal{H}](\xi(t))(L) \tag{13}
\end{align*}
$$

At this point, let us introduce an operator $\mathcal{K}$ : $C^{1}\left([0, L] ; \mathbb{R}^{n}\right) \rightarrow C^{0}\left([0, L] ; \mathbb{R}^{n \times n}\right)$ defined by

$$
\begin{align*}
\mathcal{K}[\xi]:= & \lambda^{\prime}(C \xi)(\lambda(C \xi))^{-1} I_{n \times n} C \\
& \times\left(-\lambda(C \xi) \frac{\partial}{\partial x} \xi+A \xi+f(\cdot, \mathcal{F}[\xi])\right) \tag{14}
\end{align*}
$$

Define also $\mathcal{K}_{1}^{\hat{\xi}}: C^{1}\left([0, L] ; \mathbb{R}^{n}\right) \rightarrow C^{0}\left([0, L] ; \mathbb{R}^{n}\right)$, parametrized by $\hat{\xi} \in C^{0}\left([0, L] ; \mathbb{R}^{n}\right)$ and given by

$$
\begin{align*}
\mathcal{K}_{1}^{\hat{\xi}}[\xi]:= & -\mathcal{K}[\xi] \Theta^{-1} \Delta_{s_{\delta}(\hat{\xi})}[f(\cdot, \mathcal{F})](\xi) \\
& +\Theta^{-1}\left(\left\langle\Delta_{s_{\delta}(\hat{\xi})}\left[D_{\xi} f(\cdot, \mathcal{F})\right](\xi), D_{\hat{\xi}} s_{\delta}(\hat{\xi}) \xi_{t}\right\rangle\right. \\
& \left.+\left\langle\left. D_{u} f(\cdot,, \mathcal{F}[u])\right|_{u=s_{\delta}(\hat{\xi})}, \Delta_{\hat{\xi}}\left[D_{\xi} s_{\delta}\right](\xi) \xi_{t}\right\rangle\right) . \tag{15}
\end{align*}
$$

Next, by temporarily assuming that $\varepsilon$ is of class $C^{2}$, we derive the following hyperbolic equations for $\varepsilon_{t}$, where we have also substituted the expression of $\varepsilon_{x}$ derived from (12),

$$
\begin{align*}
& \varepsilon_{t t}(t, x)+\lambda(y(t, x)) \varepsilon_{t x}(t, x)=\mathcal{K}[\xi(t)](x) \varepsilon_{t}(t, x) \\
& +\Theta^{-1}\left\langle\left. D_{u} f(\cdot, \mathcal{F}[u])\right|_{u=s_{\delta}(\xi(t))}\right. \\
& \left.D_{\hat{\xi}} s_{\delta}(\hat{\xi}(t)) \Theta \varepsilon_{t}(t)\right\rangle(x)+\theta(A+K C) \varepsilon_{t}(t, x) \\
& -\theta \mathcal{K}[\xi(t)](x)(A+K C) \varepsilon(t, x)+\mathcal{K}_{1}^{\hat{\xi}(t)}[\xi(t)](x), \tag{16}
\end{align*}
$$

$$
\begin{align*}
& \varepsilon_{t}(t, 0)=\Theta^{-1}\left(\Delta_{s_{\delta}(\hat{\xi}(t))}\left[D_{\xi} \mathcal{H}\right](\xi(t))(L) D_{\hat{\xi}} s_{\delta}(\hat{\xi}(t, L))\right. \\
& \times \xi_{t}(t, L)+\left.D_{u} \mathcal{H}(u)\right|_{u=s_{\delta}(\hat{\xi}(t))}(L) D_{\hat{\xi}} s_{\delta}(\hat{\xi}(t, L)) \Theta \varepsilon_{t}(t, L) \\
& \left.+D_{\xi} \mathcal{H}(\xi(t, L)) \Delta_{\hat{\xi}(t)}\left[D_{\xi} s_{\delta}\right](\xi(t))(L) \xi_{t}(t, L)\right) \tag{17}
\end{align*}
$$

Remark 4: Due to cumbersome notation in the previous relations, we provide an example to make the calculations of the Fréchet derivative more clear. Let, for instance, $f(x, \mathcal{F}[u](x))=g(x) g_{1}(u(x))+g_{2}(u(L))+\int_{0}^{x} g_{3}(u(s)) \mathrm{d} s$. Then, $\left\langle D_{u} f(\cdot, \mathcal{F}[u]), u_{t}\right\rangle(x)=g(x) D_{u} g_{1}(u)(x) u_{t}(x)$ $+D_{u} g_{2}(u)(L) u_{t}(L)+\int_{0}^{x} D_{u} g_{3}(u)(s) u_{t}(s) \mathrm{d} s$.

Now, notice that whenever $\xi$ in $\mathcal{B}_{\delta}$, due to continuity of $\lambda(\cdot)$, the fact that $\lambda\left(\xi_{1}\right)>0$, for all $\xi_{1}$ in $\mathbb{R}$ and the fact that $\|\xi\|_{\infty} \leq$ $\delta$, the quantities $\sup _{\xi \in \mathcal{B}_{\delta}}(\lambda(C \xi)), \inf _{\xi \in \mathcal{B}_{\delta}}(\lambda(C \xi))$ are positive and finite. In addition, whenever $\xi$ in $\mathcal{B}_{\delta}$ and invoking the hyperbolic dynamics (1a), we can easily calculate constant $\delta_{1}>0$, dependent on $\delta$, such that

$$
\begin{equation*}
\left\|\xi_{t}\right\|_{\infty}=\left\|-\lambda\left(\xi_{1}\right) \xi_{x}+A \xi+f(\cdot, \mathcal{F}[\xi])\right\|_{\infty} \leq \delta_{1} \tag{18}
\end{equation*}
$$

By combining the above arguments, the fact that $\theta>1$, (18), continuity of the involved mappings, and inequalities (8), we can easily calculate positive constants $\gamma_{i, \delta}, i=1, \ldots, 6$, such that whenever $\xi$ in $\mathcal{B}_{\delta}, \hat{\xi}$ in $C^{0}\left([0, L] ; \mathbb{R}^{n}\right)$, the following inequalities are satisfied for all $x$ in $[0, L]$

$$
\begin{align*}
& \left|\Theta^{-1}\left\langle\left. D_{u} f(\cdot, \mathcal{F}[u])\right|_{u=s_{\delta}(\hat{\xi})}, D_{\hat{\xi}} s_{\delta}(\hat{\xi}) \Theta \varepsilon_{t}\right\rangle(x)\right| \\
& \leq \gamma_{1, \delta}\left(\left|\varepsilon_{t}(x)\right|+\left|\varepsilon_{t}(L)\right|+\int_{0}^{L}\left|\varepsilon_{t}(s)\right| \mathrm{d} s\right), \\
& \left|\Theta^{-1} \Delta_{s_{\delta}(\hat{\xi})}[f(\cdot, \mathcal{F})](\xi)(x)\right| \leq \gamma_{2, \delta}(|\varepsilon(x)|+|\varepsilon(L)| \\
& \left.\quad+\int_{0}^{L}|\varepsilon(s)| \mathrm{d} s\right), \\
& \quad\left|\Theta^{-1} \Delta_{s_{\delta}(\hat{\xi})}[\mathcal{H}](\xi)(L)\right| \leq \gamma_{3, \delta} \theta^{n-1}|\varepsilon(L)|, \\
& \left|\Theta^{-1} \Delta_{s_{\delta}(\hat{\xi})}\left[D_{\xi} f(\cdot, \mathcal{F})\right](\xi)(x)\right| \leq \gamma_{4, \delta}(|\varepsilon(x)|+|\varepsilon(L)| \\
& \left.\quad+\int_{0}^{L}|\varepsilon(s)| \mathrm{d} s\right),
\end{align*}
$$

$$
\mid \Theta^{-1}\left(\Delta_{s_{\delta}(\hat{\xi})}\left[D_{\xi} \mathcal{H}\right](\xi)(L) D_{\hat{\xi}^{s_{\delta}}(\hat{\xi})}\right.
$$

$$
\begin{equation*}
\left.+D_{\xi} \mathcal{H}(\xi(L)) \Delta_{\hat{\xi}}\left[D_{\xi} s_{\delta}\right](\xi)(L)\right)\left|\leq \gamma_{6, \delta} \theta^{n-1}\right| \varepsilon(L) \mid \tag{19f}
\end{equation*}
$$

Define also constants

$$
\begin{align*}
\gamma_{7, \delta} & :=\sup _{\xi \in \mathcal{B}_{\delta}}\left|\lambda^{\prime}(C \xi)\right|, \gamma_{8, \delta}:=\inf _{\xi \in \mathcal{B}_{\delta}} \lambda(C \xi), \\
\gamma_{9, \delta} & :=\sup _{\xi \in \mathcal{B}_{\delta}} \lambda(C \xi), \tag{20a}
\end{align*}
$$

and derive the following bounds for all $x$ in $[0, L]$

$$
\begin{align*}
|\mathcal{K}[\xi](x)| & \leq \gamma_{10, \delta}:=\frac{\delta_{1} \gamma_{7, \delta}}{\gamma_{8, \delta}}  \tag{20b}\\
\left|\mathcal{K}_{1}^{\hat{\xi}}[\xi](x)\right| & \leq \gamma_{11, \delta}\left(|\varepsilon(x)|+|\varepsilon(L)|+\int_{0}^{L}|\varepsilon(s)| \mathrm{d} s\right)  \tag{20c}\\
\gamma_{11, \delta} & :=\gamma_{10, \delta} \gamma_{2, \delta}+\delta_{1} \gamma_{4, \delta}
\end{align*}
$$

Remark 5: Note here that all constants $\gamma_{1, \delta}, \ldots, \gamma_{11, \delta}$ are calculated by taking bounds of the involved mappings on $\mathcal{B}_{\delta}$ and depend on the global bound $\delta$ of the system's trajectories (and subsequently on $\delta_{1}$ in (18)), constants in (8), the order of the system $n$, and are independent of the observer gain $\theta$. More explicitly, $\gamma_{1, \delta}, \gamma_{2, \delta}, \gamma_{4, \delta}$, and $\gamma_{11, \delta}$ being independent of $\theta$ is a direct consequence of the assumed triangularity of the involved mappings, similarly as in the classical high-gain observer designs [15]. This property turns out to be sufficient for the solvability of the H-GODP. More precisely, in the sequel, while bounding the Lyapunov time-derivative from above, the independence of these parameters on $\theta$ shall not add positive terms with linear (or higher-order) dependency on $\theta$. On the other hand, negative terms will appear depending linearly on $\theta$ as a direct consequence of the assumed observability of the pair $(A, C)$. This will render the negativity of the Lyapunov time-derivative feasible, as this will be more clear in the forthcoming Lyapunov analysis.

To prove the exponential stability of the solution to the error system at the origin, we need to define a Lyapunov functional $\mathcal{W}_{p}: C^{1}\left([0, L] ; \mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathcal{W}_{p}[\varepsilon]:=\left(\int_{0}^{L} \pi(x) \exp \left(p \mu_{\theta, \delta} x\right) \mathcal{G}_{p}[\varepsilon](x) \mathrm{d} x\right)^{1 / p} \tag{21a}
\end{equation*}
$$

where $\mathcal{G}_{p}: C^{1}\left([0, L] ; \mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
\mathcal{G}_{p}[\varepsilon]:=\left(\varepsilon^{\top} P \varepsilon+\rho_{0} \varepsilon_{t}^{\top} P \varepsilon_{t}\right)^{p} \tag{21b}
\end{equation*}
$$

and $\rho_{0}$ in $(0,1)$ is a constant (to be chosen appropriately), $p$ in $\mathbb{N}, P$ in $\mathbb{R}^{n \times n}$ is positive definite symmetric satisfying (6), $\pi:[0, L] \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
\pi(x):=(\bar{\pi}-1) \frac{x}{L}+1 ; \bar{\pi}:=\frac{\sup _{\xi \in \mathcal{B}_{\delta}} \lambda(C \xi)}{\inf _{\xi \in \mathcal{B}_{\delta}} \lambda(C \xi)} \tag{22}
\end{equation*}
$$

and constant $\mu_{\theta, \delta}$ is given by

$$
\begin{equation*}
\mu_{\theta, \delta}:=\frac{1}{L} \ln \left(\mu_{\delta} \theta^{2 n-2}\right) \tag{23a}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{\delta}:=\frac{|P|}{\underline{\operatorname{eig}}(P)} \max \left\{\gamma_{3, \delta}^{2}, \gamma_{5, \delta}^{2}, \gamma_{6, \delta}^{2} \delta_{1}^{2}, \gamma_{5, \delta} \gamma_{3, \delta} \delta_{1}\right\} \tag{23b}
\end{equation*}
$$

Note here that, by its definition, $\pi$ is bounded as follows

$$
\begin{equation*}
1 \leq \pi(x) \leq \bar{\pi}, \forall x \in[0, L] \tag{24}
\end{equation*}
$$

Let us also define functional $\mathcal{V}: C^{1}\left([0, L] ; \mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathcal{V}[\varepsilon]:=\left\|\exp \left(\mu_{\theta, \delta^{*}}\right) \varepsilon^{\top} P \varepsilon\right\|_{\infty}+\left\|\rho_{0} \exp \left(\mu_{\theta, \delta} \cdot\right) \varepsilon_{t}^{\top} P \varepsilon_{t}\right\|_{\infty} \tag{25}
\end{equation*}
$$

The idea is to let $p \rightarrow \infty$ in the end, to approximate $V$ by $W_{p}$. This convergence property is presented in details in Appendix B. By invoking Lemma 1 and Assumption 1, which establish global unique classical solutions for both observer system (7) and system (1a), (2) respectively, we are now in a position to define $G_{p}, W_{p}, V:[0,+\infty) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
G_{p}(t):=\mathcal{G}_{p}[\varepsilon](t), W_{p}(t):=\mathcal{W}_{p}[\varepsilon](t), V(t):=\mathcal{V}[\varepsilon](t), \forall t \geq 0 \tag{26}
\end{equation*}
$$

Calculating the time-derivative $\dot{W}_{p}$ along the classical solutions to (12) - (13), (16) - (17), we get

$$
\begin{gather*}
\dot{W}_{p}=\frac{1}{p} W_{p}^{1-p} \int_{0}^{L} p \pi(x) \exp \left(p \mu_{\theta, \delta} x\right) G_{p-1}(x) \\
\times\left(\varepsilon_{t}(x)^{\top} P \varepsilon(x)+\varepsilon^{\top}(x) P \varepsilon_{t}(x)+\rho_{0} \varepsilon_{t t}^{\top}(x) P \varepsilon_{t}(x)\right. \\
\left.+\rho_{0} \varepsilon_{t}(x)^{\top} P \varepsilon_{t t}(x)\right) \mathrm{d} x . \tag{27}
\end{gather*}
$$

After substituting the dynamical equations (12) and (16) into the above equation and performing integration by parts, $\dot{W}_{p}$ can be written in the following form

$$
\begin{equation*}
\dot{W}_{p}=W_{p}^{1-p}\left(\frac{1}{p} T_{1, p}+\frac{1}{p} T_{2, p}+T_{3, p}+T_{4, p}+T_{5, p}\right) \tag{28}
\end{equation*}
$$

where

$$
\begin{gather*}
T_{1, p}:=-\pi(L) \lambda(y(L)) \exp \left(p \mu_{\theta, \delta} L\right) G_{p}(L) \\
+\pi(0) \lambda(y(0)) G_{p}(0),  \tag{29a}\\
T_{2, p}:=\int_{0}^{L} \partial_{x}\left[\pi(x) \exp \left(p \mu_{\theta, \delta} x\right) \lambda(y(x))\right] G_{p}(x) \mathrm{d} x,  \tag{29b}\\
T_{3, p}:=2 \int_{0}^{L} \pi(x) \exp \left(p \mu_{\theta, \delta} x\right) G_{p-1}(x)\left[\varepsilon^{\top}(x) P \Theta^{-1}\right. \\
\times \Delta_{s_{\delta}(\hat{\xi})}[f(\cdot, \mathcal{F})](\xi)(x)+\rho_{0} \varepsilon_{t}^{\top}(x) P \mathcal{K}_{1}^{\hat{\xi}}[\xi](x) \\
\left.\quad+\rho_{0} \varepsilon_{t}^{\top}(x) \operatorname{Sym}(P \mathcal{K}[\xi](x)) \varepsilon_{t}(x)\right] \mathrm{d} x,  \tag{29c}\\
T_{4, p}:=2 \int_{0}^{L} \pi(x) \exp \left(p \mu_{\theta, \delta} x\right) G_{p-1}(x) \rho_{0} \varepsilon_{t}(x)^{\top} P \Theta^{-1} \\
\times\left\langle\left. D_{u} f(\cdot, \mathcal{F}[u])\right|_{u=s_{\delta}(\hat{\xi})}, D_{\hat{\xi}} s_{\delta}(\hat{\xi}) \Theta \varepsilon_{t}\right\rangle(x) \mathrm{d} x,  \tag{29~d}\\
\quad T_{5, p}:=\theta \int_{0}^{L} \pi(x) \exp \left(p \mu_{\theta, \delta} x\right) G_{p-1}(x) \\
\times\left[2 \varepsilon^{\top} \operatorname{Sym}(P(A+K C)) \varepsilon+2 \rho_{0} \varepsilon_{t}^{\top} \operatorname{Sym}(P(A+K C)) \varepsilon_{t}\right. \\
\left.-\rho_{0} \varepsilon_{t}^{\top} P \mathcal{K}[\xi](A+K C) \varepsilon-\rho_{0} \varepsilon^{\top}(A+K C)^{\top} \mathcal{K}^{\top}[\xi] P \varepsilon_{t}\right] \mathrm{d} x .
\end{gather*}
$$


#### Abstract

(29e)


After substituting boundary equations (13) and (17) in $T_{1, p}$ and by virtue of (8) and (22), using the previously calculated bounds and trivial inequalities, we can easily obtain the following inequality

$$
\begin{equation*}
T_{1, p} \leq \sup _{\xi \in \mathcal{B}_{\delta}}(\lambda(C \xi)) G_{p}(L)\left(-\exp \left(p \mu_{\theta, \delta} L\right)+\left(\theta^{2 n-2} \mu_{\delta}\right)^{p}\right) \tag{30}
\end{equation*}
$$

and, subsequently, by (23a)

$$
\begin{equation*}
T_{1, p} \leq 0 \tag{31}
\end{equation*}
$$

By the fact that $\pi(x) \geq 1$, for all $x$ in $[0, L]$, we can derive the following bound for $T_{2, p}$

$$
\begin{equation*}
T_{2, p} \leq\left(\omega_{1, \delta}+p\left|\mu_{\theta, \delta}\right| \omega_{2, \delta}\right) W_{p}^{p} \tag{32}
\end{equation*}
$$

where

$$
\omega_{1, \delta}:=\frac{|P| \delta \gamma_{7, \delta}}{\underline{\operatorname{eig}(P)}}, \quad \omega_{2, \delta}:=\frac{|P| \gamma_{9, \delta}}{\underline{\operatorname{eig}(P)}} .
$$

By exploiting (19)-(20), $T_{3, p}$ can be bounded as follows

$$
\begin{gather*}
T_{3, p} \leq 2 \int_{0}^{L} \pi(x) \exp \left(p \mu_{\theta, \delta} x\right) G_{p-1}(x)|P| \\
\times\left[\gamma_{2, \delta}|\varepsilon(x)|\left(|\varepsilon(x)|+|\varepsilon(L)|+\int_{0}^{x}|\varepsilon(s)| \mathrm{d} s\right)\right. \\
+\rho_{0} \gamma_{11, \delta}\left|\varepsilon_{t}(x)\right|\left(|\varepsilon(x)|+|\varepsilon(L)|+\int_{0}^{x}|\varepsilon(s)| \mathrm{d} s\right) \\
\left.+\rho_{0} \gamma_{10, \delta}\left|\varepsilon_{t}(x)\right|^{2}\right] \mathrm{d} x \\
\quad \leq \int_{0}^{L} \pi(x) \exp \left(p \mu_{\theta, \delta} x\right) G_{p-1}(x) \frac{|P|}{\operatorname{eig}(P)} \\
\times \max \left\{4 \gamma_{2, \delta}+\rho_{0} \gamma_{11, \delta}, 3 \gamma_{11, \delta}+\gamma_{10, \delta}\right\} G_{1}(x) \mathrm{d} x \\
\quad+\int_{0}^{L} \pi(x) \exp \left(p \mu_{\theta, \delta} x\right) G_{p-1}(x) \frac{|P|}{\operatorname{eig}(P)} \\
\times\left(\gamma_{2, \delta}+\rho_{0} \gamma_{11, \delta}\right)\left(G_{1}(L)+\int_{0}^{x} G_{1}(s) \mathrm{d} s\right) \mathrm{d} x \\
\leq \omega_{3, \delta} W_{p}^{p}+\omega_{4, \delta}\left\|\exp \left(p \mu_{\theta, \delta} \cdot\right) G_{1}(\cdot)\right\|_{\infty} W_{p-1}^{p-1} \\
 \tag{33}\\
\quad \leq \omega_{3, \delta} W_{p}^{p}+\omega_{4, \delta} V W_{p-1}^{p-1},
\end{gather*}
$$

where

$$
\begin{align*}
& \omega_{3, \delta}:=\frac{|P|}{\frac{\operatorname{eig}(P)}{|P|}} \max \left\{4 \gamma_{2, \delta}+\rho_{0} \gamma_{11, \delta}, 3 \gamma_{11, \delta}+\gamma_{10, \delta}\right\} \\
& \omega_{4, \delta}:=\frac{|P|}{\underline{\operatorname{eig}(P)}}\left(\gamma_{2, \delta}+\rho_{0} \gamma_{11, \delta}\right)(1+L) \tag{34}
\end{align*}
$$

Similarly, we can bound $T_{4, p}$ as follows

$$
\begin{equation*}
T_{4, p} \leq \omega_{5, \delta} W_{p}^{p}+\omega_{6, \delta} V W_{p-1}^{p-1} \tag{35}
\end{equation*}
$$

where

$$
\omega_{5, \delta}:=2 \frac{|P|}{\underline{\operatorname{eig}(P)}} \gamma_{1, \delta}, \omega_{6, \delta}:=2 \frac{|P|}{\underline{\operatorname{eig}(P)}} \gamma_{1, \delta}(1+L)
$$

The term $T_{5, p}$ of $\dot{W}_{p}$ can be rewritten in the following way

$$
\begin{align*}
T_{5, p}:= & -\theta \int_{0}^{L} \pi(x) \exp \left(p \mu_{\theta, \delta} x\right) G_{p-1}(x) \\
& \times\left(\left(\begin{array}{ll}
\varepsilon^{\top}(x) & \left.\varepsilon_{t}^{\top}(x)\right) \Sigma[\xi](x)\binom{\varepsilon(x)}{\varepsilon_{t}(x)}
\end{array}\right) \mathrm{d} x\right. \tag{36}
\end{align*}
$$

where, after utilizing (6), $\Sigma: \mathcal{B}_{\delta} \rightarrow C^{0}\left([0, L] ; \mathbb{R}^{2 n \times 2 n}\right)$ is given by
$\Sigma[\xi]:=\left(\begin{array}{cc}I_{n \times n} & -\rho_{0}(A+K C)^{\top} \mathcal{K}^{\top}[\xi] P \\ -\rho_{0} P \mathcal{K}[\xi](A+K C) & \rho_{0} I_{n \times n}\end{array}\right)$.
Now, we can easily verify (using Schur complement) that for all $w \in \mathbb{R}^{2 n} \backslash 0$, we have $\inf _{\xi \in \mathcal{B}_{\delta}} \frac{w^{\top} \Sigma[\xi] w}{|w|^{2}}>0$, if

$$
\begin{equation*}
0<\rho_{0}<\min \left(\frac{1}{|P|^{2}|A+K C|^{2} \gamma_{10, \delta}^{2}}, 1\right) \tag{38}
\end{equation*}
$$

It turns out that for every choice of matrices $P$ and $K$ satisfying (6), there always exists a $\rho_{0}$, such that (38) is satisfied and this fact renders $\Sigma$ positive. Consequently, for appropriate choice of $\rho_{0}$, there exists $\sigma_{\delta}>0$, such that

$$
\begin{equation*}
T_{5, p} \leq-\theta \frac{\sigma_{\delta}}{|P|} W_{p}^{p} \tag{39}
\end{equation*}
$$

Combining (31), (32), (33), (35), and (39) with (28), we obtain

$$
\begin{align*}
\dot{W}_{p} & \leq\left(-\theta \omega_{7, \delta}+\omega_{8, \delta} \ln (\theta)+\omega_{9, \delta}\right) W_{p} \\
& +\left(\omega_{4, \delta}+\omega_{6, \delta}\right) W_{p}^{1-p} W_{p-1}^{p-1} V, \tag{40}
\end{align*}
$$

where $\omega_{7, \delta}:=\frac{\sigma_{\delta}}{|P|}, \omega_{8, \delta}:=\frac{\omega_{2, \delta}(2 n-2)}{L}, \omega_{9, \delta}:=\omega_{1, \delta}+\omega_{3, \delta}+$ $\frac{\omega_{2, \delta}}{L}\left|\ln \mu_{\delta}\right|$.

Now, using Hölder's inequality, one can obtain

$$
W_{p-1}^{p-1} \leq W_{p}^{p-1}\|\pi(\cdot)\|_{\infty}^{1 / p}
$$

Utilizing the above inequality, (40) gives

$$
\begin{align*}
\dot{W}_{p} \leq & \left(-\theta \omega_{7, \delta}+\omega_{8, \delta} \ln (\theta)+\omega_{9, \delta}\right) W_{p} \\
& +\left(\omega_{4, \delta}+\omega_{6, \delta}\right) \bar{\pi}^{1 / p} V . \tag{41}
\end{align*}
$$

We obtained the estimate (41) of $\dot{W}_{p}$ for $\varepsilon$ of class $C^{2}$, but, by invoking density arguments, the results remain valid with $\varepsilon$ only of class $C^{1}$ (see [8] for further details).

From (41), taking the limit as $p \rightarrow+\infty$ and using the fact that $\lim _{p \rightarrow+\infty} \bar{\pi}^{1 / p}=1$, we get in the distribution sense in $(0,+\infty)$,

$$
\begin{equation*}
\dot{V}(t) \leq\left(-\theta \omega_{7, \delta}+\omega_{8, \delta} \ln (\theta)+\omega_{10, \delta}\right) V(t) \tag{42}
\end{equation*}
$$

where $\omega_{10, \delta}:=\omega_{4, \delta}+\omega_{6, \delta}+\omega_{9, \delta}$. For more details on how to obtain the above estimate, see Properties 1 and 2 in Appendix B.

Now, one can select the high gain $\theta$, such that

$$
\begin{equation*}
\theta>\theta_{0} \tag{43}
\end{equation*}
$$

where $\theta_{0} \geq 1$ is such that

$$
\begin{equation*}
-\theta \omega_{7, \delta}+\omega_{8, \delta} \ln (\theta)+\omega_{10, \delta} \leq-2 \kappa_{\delta}, \forall \theta>\theta_{0} \tag{44}
\end{equation*}
$$

for some $\kappa_{\delta}>0$. One can easily check that for any $\kappa_{\delta}>$ 0 , there always exists a $\theta_{0} \geq 1$, dependent on the involved constants, such that the previous inequality is satisfied.
Subsequently, (42) yields to the following differential inequality in the distribution sense in $(0,+\infty)$

$$
\begin{equation*}
\dot{V}(t) \leq-2 \kappa_{\delta} V(t) \tag{45}
\end{equation*}
$$

and by the comparison lemma, we get

$$
\begin{equation*}
V(t) \leq e^{-2 \kappa_{\delta} t} V(0), \forall t \geq 0 \tag{46}
\end{equation*}
$$

Now, by the dynamics (12), in conjunction with (19), (20), we can obtain the following inequalities

$$
\begin{aligned}
& \left\|\varepsilon_{t}\right\|_{\infty} \geq \gamma_{8, \delta}\left\|\varepsilon_{x}\right\|_{\infty}-s_{\delta, \theta}\|\varepsilon\|_{\infty} \\
& \left\|\varepsilon_{t}\right\|_{\infty} \leq \gamma_{9, \delta}\left\|\varepsilon_{x}\right\|_{\infty}+s_{\delta, \theta}\|\varepsilon\|_{\infty}
\end{aligned}
$$

where $s_{\delta, \theta}:=\theta|A+K C|+\gamma_{2, \delta}(2+L)$. Invoking these inequalites, also (23a), estimate (46) and the following inequality,

$$
\begin{gathered}
\frac{\rho_{0}}{2} e^{\frac{\mu_{\theta, \delta}-\left|\mu_{\theta, \delta}\right|}{2}} L \underline{\operatorname{eig}}(P)\left(\|\varepsilon\|_{\infty}+\left\|\varepsilon_{t}\right\|_{\infty}\right)^{2} \leq V \\
\left.\leq e^{\frac{\mu_{\theta, \delta}+\left|\mu_{\theta, \delta}\right|}{2}} L P \right\rvert\,\left(\|\varepsilon\|_{\infty}+\left\|\varepsilon_{t}\right\|_{\infty}\right)^{2}
\end{gathered}
$$

we obtain

$$
\begin{equation*}
\|\varepsilon\|_{1} \leq \ell_{\delta, \theta} e^{-\kappa_{\delta} t}\left\|\varepsilon^{0}\right\|_{1}, \forall t \geq 0 \tag{47}
\end{equation*}
$$

where $\varepsilon^{0}(x):=\varepsilon(0, x)$ and

$$
\begin{aligned}
\ell_{\delta, \theta}:= & \sqrt{\frac{|P|}{\rho_{0} \underline{\operatorname{eig}(P)}}\left(\mu_{\delta}\right)^{\frac{1}{2 L}} \theta^{\frac{n-1}{L}}} \\
& \times \max \left\{s_{\delta, \theta}+1, \frac{1}{\gamma_{8, \delta}}\right\} \max \left\{1+2 s_{\delta, \theta}, 2 \gamma_{9, \delta}\right\} .
\end{aligned}
$$

By (47), we derive the following estimate, which holds for every $t \geq 0$

$$
\begin{equation*}
\|\hat{\xi}(t, \cdot)-\xi(t, \cdot)\|_{1} \leq \bar{\ell}_{\delta, \theta} e^{-\kappa_{\delta} t}\left\|\hat{\xi}^{0}-\xi^{0}\right\|_{1} \tag{48}
\end{equation*}
$$

where $\bar{\ell}_{\delta, \theta}:=\theta^{n-1} \ell_{\delta, \theta}$.
Concluding, we solved the H-GODP for (1a)-(1b)-(2) by designing an exponential in the $C^{1}$-norm high-gain observer of adjustable convergence rate $\kappa_{\delta}$, dependent on the selection of $\theta$. The proof of Theorem 1 is complete.

Remark 6: Notice that the H-GODP is not solvable in case of boundary measurement, instead of internal measurement as in (1b). First, arbitrary convergence condition would not be fulfilled, since a boundary-based observer for hyperbolic systems would experience a limitation with respect to convergence speed. The rate of convergence is limited by a minimal observation time which depends on the size of the domain $L$ and the characteristic velocities in that case (see [27] for minimum time of observability due to transport phenomena, and [12] for comments on the convergence of boundary observers). Second, boundary measurement of the whole state vector would be required, instead for just the first state, in order to end up in some dissipativity in the boundary conditions of the error system (as in [6] for instance). In [10], a backstepping design is proposed for some kind of dual control problem via boundary control of only one state, but in our observer problem, because of the generality of our boundary conditions, we cannot achieve their dissipativity by one observation only, which would lead to stability of the observation error system (see [8] about linking dissipativity of boundary conditions with stability). In general, the problem of controllability and observability for cascade systems with reduced numbers of controls and observations, less than the number of states, is a hard problem, see for instance [1].

Remark 7: The observer design proposed in this work relies on a continuous measurement in the whole space, see (1b). This means that a direct application a priori needs the system to have such measurements. In addition, due to the absence of localized coupling between the nonlinear PDEs, as the coupling matrix $A$ is constant, it is hard to see how a possibly localized measurement in a part of the domain could be used in order to guarantee the existence of a damping
term as $(A+K C)$ in (12), that would render the Lyapunov derivative negative. However, some improvement for practical implementation could be to consider an output of the form (1b), but with $C$ being substituted by $C(x):=c(x) C$, where $c(x)=\sum_{i=1}^{N} e^{-a_{i}\left(x-x_{i}\right)^{2}}$, with $a_{i}$ sufficiently large. This would correspond to a continuous measurement again, but that would have higher contribution around points $x_{i}, i=1, \ldots, N$ inside the domain and less contribution far from them. Then, the damping term would be $A+K(x) C(x)$, with $K(x)$ chosen such that $A+K(x) C(x)$ is Hurwitz. Such improvements will be a subject of future works.

## III. Application

As an illustrative example, let us consider the case of an epidemic model. In the field of epidemiology, mathematical models are currently used to explain epidemic phenomena and to assess vaccination strategies through control mechanisms. For infectious diseases, a fundamental model was formulated by Kermack and McKendrick in 1927 [20]. This model classifies population into three groups: (i) the individuals who are uninfected and susceptible ( $S$ ) of catching the disease, (ii) the individuals who are infected $(I)$ by the concerned pathogen, (iii) the recovered ( $R$ ) individuals who have acquired a permanent immunity to the disease. In the case when the age of patients is taken into account, $S(t, x), I(t, x), R(t, x)$ represent the age distribution of the population of each group at time $t$. As a result, the integral from $x_{1}$ to $x_{2}$ of $S, I$ and $R$ is the number of individuals of each group with ages between $x_{1}$ and $x_{2}$.

The dynamics of the disease propagation in the population are then described by the following set of hyperbolic PIDEs on $\Pi:=[0,+\infty) \times[0, L]$ (see [2, Chapter 1] and also [17, Chapter III] for detailed presentation of such systems)

$$
\begin{align*}
& \partial_{t} S(t, x)+\partial_{x} S(t, x)+\mu(x) S(t, x)+\mathcal{G}[S(t), I(t)](x)=0,  \tag{49a}\\
& \partial_{t} I(t, x)+\partial_{x} I(t, x)+(\gamma(x)+\mu(x)) I(t, x) \\
& -\mathcal{G}[S(t), I(t)](x)=0,  \tag{49b}\\
& \partial_{t} R(t, x)+\partial_{x} R(t, x)+\mu(x) R(t, x)-\gamma(x) I(t, x)=0, \tag{49c}
\end{align*}
$$

where $\mathcal{G}[S(t), I(t)](x):=\beta(x) S(t, x) \int_{0}^{L} I(t, s) \mathrm{d} s$ represents the disease transmission rate by contact between susceptible and infected individuals which is assumed to be proportional to the sizes of both groups. $\beta(x)>0$ is the age-dependent transmission coefficient between all infected individuals and susceptibles having age $x$. The maximal life duration in the considered population is denoted by $L$ and, thus, $S(t, L)=I(t, L)=R(t, L)=0$. Parameter $\mu(x)>0$ denotes the natural age-dependent per capita death rate in the population and $\gamma(x)>0$ is the age-dependent rate at which infected individuals recover from the disease. Parameters $\mu, \beta$, and $\gamma$ are assumed twice continuously differentiable.

We consider the following boundary conditions

$$
\begin{equation*}
S(t, 0)=B(t), \quad I(t, 0)=0, \quad R(t, 0)=0 \tag{50}
\end{equation*}
$$

Here, $B(t)$ stands for the inflow of newborn individuals in the susceptible part of the population at time $t$. Let us assume that the number of people in the group $R$ of recovered patients
between ages 0 and $x$, for every age $x \in[0, L]$ and time $t \geq 0$, is the system's output

$$
\begin{equation*}
y(t, x)=\int_{0}^{x} R(t, s) \mathrm{d} s \tag{51}
\end{equation*}
$$

This is consistent with the remarks in the recent paper [29] about the COVID-19 pandemic. An alternative measurement, however, can be the number of infected patients $\int_{0}^{x} I(t, s) \mathrm{d} s$.

We perform the following coordinates invertible transformation, in order to write (49) in the appropriate form for observer design

$$
\begin{align*}
& \xi_{1}(t, x)=\int_{0}^{x} R(t, s) \mathrm{d} s  \tag{52a}\\
& \xi_{2}(t, x)=\int_{0}^{x} \gamma(s) I(t, s) \mathrm{d} s  \tag{52b}\\
& \xi_{3}(t, x)=\int_{0}^{x} \beta(s) \gamma(s) S(t, s) \mathrm{d} s \int_{0}^{L} I(t, s) \mathrm{d} s \tag{52c}
\end{align*}
$$

Using these coordinates, (49) is written as follows:

$$
\begin{align*}
& \partial_{t} \xi_{1}(t, x)+\partial_{x} \xi_{1}(t, x)=\xi_{2}(t, x) \\
& +\int_{0}^{x} \mu^{\prime}(s) \xi_{1}(t, s) \mathrm{d} s-\mu(x) \xi_{1}(t, x)  \tag{53a}\\
& \partial_{t} \xi_{2}(t, x)+\partial_{x} \xi_{2}(t, x)=\xi_{3}(t, x) \\
& +\int_{0}^{x}\left(\kappa_{1}^{\prime}(s)-\kappa_{2}^{\prime}(s)\right) \xi_{2}(t, s) \mathrm{d} s+\left(\kappa_{2}(x)-\kappa_{1}(x)\right) \xi_{2}(t, x),  \tag{53b}\\
& \partial_{t} \xi_{3}(t, x)+\partial_{x} \xi_{3}(t, x)=\xi_{3}(t, x) g_{1}\left[\xi_{2}(t), \xi_{3}(t)\right](x) \\
& -\int_{0}^{x}\left(k_{3}^{\prime}(s)-\mu^{\prime}(s)-g_{2}\left[\xi_{2}(t)\right](L) \beta^{\prime}(s)\right) \xi_{3}(t, s) \mathrm{d} s \\
& +g_{2}\left[\xi_{2}(t)\right](L) B(t) \beta(0) \gamma(0),  \tag{53c}\\
& y(t, x)=C \xi(t, x),  \tag{53d}\\
& \xi(t, 0)=0, \tag{53e}
\end{align*}
$$

where
$\kappa_{1}(x):=\mu(x)+\gamma(x), \kappa_{2}(x):=\frac{\gamma^{\prime}(x)}{\gamma(x)}, \kappa_{3}(x):=\frac{(\beta(x) \gamma(x))^{\prime}}{\beta(x) \gamma(x)}$, $g_{1}\left[\xi_{2}(t), \xi_{3}(t)\right](x):=\kappa_{3}(x)-\mu(x)-\beta(x) g_{2}\left[\xi_{2}(t)\right](L)$
$+\frac{1}{g_{2}\left[\xi_{2}(t)\right](L)}\left(\int_{0}^{L}\left(\frac{\kappa_{1}(s)}{\gamma(s)}\right)^{\prime} \xi_{2}(t, s) \mathrm{d} s\right.$
$\left.-\frac{\kappa_{1}(L)}{\gamma(L)} \xi_{2}(t, L)+\int_{0}^{L} \frac{\gamma^{\prime}(s)}{\gamma^{2}(s)} \xi_{3}(t, s) \mathrm{d} s+\frac{\xi_{3}(t, L)}{\gamma(L)}\right)$,
$g_{2}\left[\xi_{2}(t)\right](L):=\frac{\xi_{2}(t, L)}{\gamma(L)}+\int_{0}^{L} \frac{\gamma^{\prime}(s)}{\gamma^{2}(s)} \xi_{2}(t, s) \mathrm{d} s$,
$C=\left(\begin{array}{lll}1 & 0 & 0\end{array}\right)$.
Notice that hyperbolic dynamics (53) of the transformed system satisfy a simpler version of structure (1a) (semilinear, with $\lambda=1$ ), with $\mathcal{H}=0$ in (2b). Note also, that $g_{2}\left[\xi_{2}(t)\right](L)$, being equal to $\int_{0}^{L} I(t, b) \mathrm{d} b$, is positive, because of the positiveness of system (53) and, therefore, mapping $g_{1}$ is well defined.

Choose now some initial conditions, such that Assumption 1 of previous section is satisfied for system (53) with $\delta=$ 20, we meet sufficient conditions for solvability of the H GODP for this particular choice of initial conditions (existence


Fig. 1. Transmission, recovery, and death rates as functions of age
and uniqueness of classical solutions for (49) is established in [18]).

The high-gain observer dynamics, as in (7), are given by

$$
\begin{align*}
& \partial_{t} \hat{\xi}_{1}(t, x)+\partial_{x} \hat{\xi}_{1}(t, x)=\hat{\xi}_{2}(t, x)+\int_{0}^{x} \mu^{\prime}(s) \hat{\xi}_{1}(t, s) \mathrm{d} s \\
& -\mu(x) \hat{\xi}_{1}(t, x)-\theta k_{1}\left(y(t, x)-\hat{\xi}_{1}(t, x)\right),  \tag{54a}\\
& \partial_{t} \hat{\xi}_{2}(t, x)+\partial_{x} \hat{\xi}_{2}(t, x)=\hat{\xi}_{3}(t, x) \\
& +\int_{0}^{x}\left(\kappa_{1}^{\prime}(s)-\kappa_{2}^{\prime}(s)\right) \hat{\xi}_{2}(t, s) \mathrm{d} s+\left(\kappa_{2}(x)-\kappa_{1}(x)\right) \hat{\xi}_{2}(t, x) \\
& -\theta^{2} k_{2}\left(y(t, x)-\hat{\xi}_{1}(t, x)\right),  \tag{54b}\\
& \partial_{t} \hat{\xi}_{3}(t, x)+\partial_{x} \hat{\xi}_{3}(t, x)=s_{\delta}^{3}\left(\hat{\xi}_{3}(t, x)\right) g_{1}\left[s_{\delta}^{2}\left(\hat{\xi}_{2}(t)\right), s_{\delta}^{3}\left(\hat{\xi}_{3}(t)\right)\right](x)  \tag{x}\\
& -\int_{0}^{x}\left(k_{3}^{\prime}(s)-\mu^{\prime}(s)-g_{2}\left[s_{\delta}^{2}\left(\hat{\xi}_{2}(t)\right)\right](L) \beta^{\prime}(s)\right) s_{\delta}^{3}\left(\hat{\xi}_{3}(t, s)\right) \mathrm{d} s \\
& +g_{2}\left[\hat{\xi}_{2}(t)\right](L) B(t) \beta(0) \gamma(0)-\theta^{3} k_{3}\left(y(t, x)-\hat{\xi}_{1}(t, x)\right),  \tag{54c}\\
& \hat{\xi}(t, 0)=0, \tag{54~d}
\end{align*}
$$

where $s_{\delta}^{i}\left(\hat{\xi}_{i}\right), i=2,3$ are given by (4). We assume for the sake of simplicity that the inflow of the newborns $B(t)$ is not time-varying, but zero. This time invariance simplification is made in order to meet system's (1a) time invariance. The case where $B$ is time-varying is not included in this framework, but it is not hard to adjust the present analysis to this case.

In Figure 1 we represent the considered functions $\mu, \gamma$, and $\beta$ (academic choices) and we choose $L=100$.

We now apply Theorem 1, with $\theta=20$ and $K=$ $\left(\begin{array}{lll}k_{1} & k_{2} & k_{3}\end{array}\right)^{\top}=\left(\begin{array}{lll}-2 & -1 & -1\end{array}\right)^{\top}$, which establishes the solvability of the H-GODP for system (53) with observer (54). After inversing the coordinates transformation, the convergence of the observation errors between states $S, I, R$ and $\hat{S}, \hat{I}, \hat{R}$ (the observer states in the original coordinates) is guaranteed by Theorem 1.

In Figure 2 we represent the output $\xi_{1}$. In Figures 3-5 we see the observation errors for each of the original states $S, I$ and $R$, after choosing arbitrary observer's initial conditions satisfying compatibility conditions.

Remark 8: In Theorem 1 we proved a type of stability in the $C^{1}$ spatial norm. It turns out that this is essential for the


Fig. 2. Time and age evolution of simulated system's output


Fig. 3. Time and age evolution of the first estimation error


Fig. 4. Time and age evolution of the second estimation error


Fig. 5. Time and age evolution of the third estimation error
particular case of systems that we study in the current section and it is due to the nonlocal transformation we performed in (52). More precisely, the exponential stability of the spatial derivative of the error between (53) and (54) induces the exponential stability in the sup-norm for the estimation error of the initial system (49).
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## IV. CONCLUSION

In this paper we designed a high-gain observer for a class of observable systems of hyperbolic PIDEs with distributed measurement. This result constitutes an extension of the highgain observer design for finite-dimensional systems to a class of PIDEs and, also, an extension of our previous works towards this direction. We proved the exponential decay of the observer error in the $C^{1}$ - norm step by step by first choosing an appropriate Lyapunov functional and we illustrated our methodology with its application to an epidemic model. The extension of this methodology to more general cases of hyperbolic systems with distinct characteristic velocities will be subject to our future work.
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## Appendix A

## Proof of Lemma 1

To prove the existence and uniquenes of global classical solutions to the observer system, which is a semilinar system of hyperbolic PIDEs, we follow a fixed-point methodology inspired by [25] (Theorem 2.1), where a similar result is proven for a system of semilinear hyperbolic PDEs.

We first represent (7) in its integral form, as follows:

$$
\begin{align*}
& \hat{\xi}(t, x)= \mathcal{G}[\hat{\xi}](t, x) ;  \tag{55}\\
& \mathcal{G}[\hat{\xi}](t, x):= \Phi\left(t, t_{0}(t, x)\right) \mathcal{R}[\hat{\xi}](t, x)+\int_{t_{0}(t, x)}^{t} \Phi(t, s) \\
& \times\left(f\left(\omega(s ; t, x), \mathcal{F}\left[s_{\delta}(\hat{\xi}(s))\right](\omega(s ; t, x))\right)\right. \\
&-\Theta K y(s, \omega(s ; t, x))) \mathrm{d} s \\
& \mathcal{R}[\hat{\xi}](t, x)= \begin{cases}\hat{\xi}^{0}(\omega(0 ; t, x)), \\
\mathcal{H}\left(s_{\delta}\left(\hat{\xi}\left(t_{0}(t, x), L\right)\right)\right), & \text { when } t_{0}(t, x) \neq 0\end{cases}
\end{align*}
$$

where $\omega(s ; t, x)$ denotes the characteristic (for characteristic velocity $\lambda \circ y$ ) passing through $(t, x) \in \Pi, t_{0}(t, x)$ is the smallest value of $s$ at which $x_{0}=\omega(s ; t, x)$ reaches $\partial \Pi$ and by $\Phi\left(t, t_{0}\right)$ we denote the fundamental matrix of $A+\Theta K C$. More precisely, $\omega(s ; t, x)$ is the unique solution of

$$
\left\{\begin{array}{l}
\partial_{s} \omega(s ; t, x)=(\lambda \circ y)(s, \omega(s ; t, x))  \tag{56}\\
\omega(t ; t, x)=x
\end{array}\right.
$$

It is sufficient to prove this lemma in $\Pi^{T}:=(0, T) \times(0, L)$ for some fixed $T>0$.

In conjunction with our regularity assumptions, it is easy to see that for every $\delta>0$, there exist $L_{f}, L_{\mathcal{H}} \geq 0$, such that
$\sup _{z \in C^{0}\left(\Pi ; \mathbb{R}^{n}\right)}\left\{\left\|\left.D_{u} f(\cdot, \mathcal{F}[u])\right|_{u=s_{\delta}(z)}\right\|_{\mathrm{op}}\left|D_{z} s_{\delta}(z)\right|\right\} \leq L_{f}$,

$$
\sup _{z \in C^{0}\left(\Pi ; \mathbb{R}^{n}\right)}\left|D_{u} \mathcal{H}(u)\right|_{u=s_{\delta}(z)} D_{z} s_{\delta}(z) \mid \leq L_{\mathcal{H}}
$$

where $\|\cdot\|_{\text {op }}:=\|\cdot\|_{\mathcal{L}\left(C^{0}\left(\Pi ; \mathbb{R}^{n}\right) ; C^{0}\left(\Pi ; \mathbb{R}^{n}\right)\right)}$.
First, we prove that there exists a unique continuous solution in $\Pi^{\tau_{0}}$, for some $\tau_{0}>0$, such that:

$$
\begin{equation*}
\omega(t ; \tau, 0)<L ; \tau>0, t \in\left[\tau, \tau+\tau_{0}\right] \tag{57}
\end{equation*}
$$

From the integral representation (55) we obtain the following equation for $t$ in $\left[0, \tau_{0}\right]$ :

$$
\begin{align*}
\hat{\xi}(t, L)= & \Phi(t, 0) \hat{\xi}^{0}(\omega(0 ; t, L))+\int_{0}^{t} \Phi(t, s) \\
& \times\left(f\left(\omega(s ; t, L), \mathcal{F}\left[s_{\delta}(\hat{\xi}(s))\right](\omega(s ; t, L))\right)\right. \\
& -\Theta K y(s, \omega(s ; t, L))) \mathrm{d} s \tag{58}
\end{align*}
$$

Now, choosing $\hat{\xi}^{1}, \hat{\xi}^{2}$ in $C^{0}\left(\overline{\Pi^{\tau_{0}}} ; \mathbb{R}^{n}\right)$ with identical initial conditions, from the mean value theorem, we obtain the following:

$$
\begin{aligned}
& \sup _{(t, x) \in \overline{\Pi^{\tau_{0}}}} \mid f\left(x, \mathcal{F}\left[s_{\delta}\left(\hat{\xi}^{1}(t)\right)\right](x)\right) \\
& -f\left(x, \mathcal{F}\left[s_{\delta}\left(\hat{\xi}^{2}(t)\right)\right](x)\right) \mid \\
& \leq \sup _{s \in[0,1]}\left\{\left\|D_{u} f\left(\cdot,\left.\mathcal{F}\left[s_{\delta}(u)\right]\right|_{u=\hat{\xi}^{1}+s\left(\hat{\xi}^{2}-\hat{\xi}^{1}\right)}\right)\right\|_{\mathrm{op}}\right. \\
& \left.\times\left|D_{u} s_{\delta}(u)\right|_{u=\hat{\xi}^{1}+s\left(\hat{\xi}^{2}-\hat{\xi}^{1}\right)} \mid\right\} \sup _{(t, x) \in \overline{\Pi^{\tau_{0}}}}\left|\hat{\xi}^{1}(t, x)-\hat{\xi}^{2}(t, x)\right| \\
& \leq L_{f} \sup _{(t, x) \in \overline{\Pi^{\tau_{0}}}}\left|\hat{\xi}^{1}(t, x)-\hat{\xi}^{2}(t, x)\right| .
\end{aligned}
$$

This, in conjunction with (55), directly leads to the following:

$$
\begin{aligned}
& \sup _{(t, x) \in \overline{\Pi^{\tau_{0}}}}\left|\mathcal{G}\left[\hat{\xi}^{1}\right]-\mathcal{G}\left[\hat{\xi}^{2}\right]\right| \leq \tau_{0} q_{0} \sup _{(t, x) \in \overline{\Pi^{\tau_{0}}}}\left|\hat{\xi}^{1}-\hat{\xi}^{2}\right| \\
& q_{0}:=\max _{(t, x) \in \bar{\Pi}^{\tau_{0}}}\left|\Phi\left(t, t_{0}(t, x)\right)\right| L_{f}\left(1+L_{\mathcal{H}}\right)
\end{aligned}
$$

Now, choosing $\tau_{0}=\left(2 q_{0}\right)^{-1}$ and applying the Banach fixedpoint theorem, we prove the existence and uniqueness of a $C^{0}\left(\overline{\Pi^{\tau_{0}}} ; \mathbb{R}^{n}\right)$ solution $\hat{\xi}$. In order to prove the existence and uniqueness of a continuous solution in $\Pi^{T}$, for arbitrary $T$, we follow the previous procedure in $\left\lceil T / \tau_{0}\right\rceil$ steps, iterating the local existence-uniqueness result in domains $\left(\Pi^{j \tau_{0}} \cap \Pi^{T}\right) \backslash$ $\overline{\Pi^{(j-1) \tau_{0}}}$, where $j \leq\left\lceil T / \tau_{0}\right\rceil$.

Next, we follow the same procedure to prove the existenceuniqueness of $C^{1}$ solutions in $\Pi^{T}$, by considering the problem for $\hat{\xi}_{x}$.

By (55), we obtain:

$$
\begin{gather*}
\hat{\xi}_{x}(t, x)=\frac{\mathrm{d}}{\mathrm{~d} x} \Phi\left(t, t_{0}(t, x)\right) \mathcal{R}[\hat{\xi}](t, x) \\
+\Phi\left(t, t_{0}(t, x)\right) \mathcal{R}_{1}[\hat{\xi}](t, x)+\int_{t_{0}(t, x)}^{t} \Phi(t, s) \\
\times\left[\left(\left\langle\left.D_{u} f(z, \mathcal{F}[u])\right|_{u=s_{\delta}(\hat{\xi}(s))(z)}, D_{\hat{\xi}} s_{\delta}(\hat{\xi}(s))(z)\right.\right.\right. \\
\left.\times \hat{\xi}_{z}(s, z)\right\rangle-\partial_{z}(\lambda \circ y)(s, z) \hat{\xi}_{z}(s, z) \\
\left.\left.\quad-\Theta K y_{z}(s, z)\right)\right]\left.\right|_{z=\omega(s ; t, x)} \mathrm{d} s, \\
\mathcal{R}_{1}[\hat{\xi}](t, x)=\left.\frac{\mathrm{d}}{\mathrm{~d} u} \hat{\xi}^{0}(u)\right|_{u=\omega(0 ; t, x)}, \text { when } t_{0}(t, x)=0 \\
\text { and } \mathcal{R}_{1}[\hat{\xi}](t, x)=(\lambda \circ y)^{-1}(\tau, 0) \\
\times\left(f\left(0, \mathcal{F}\left[s_{\delta}(\hat{\xi}(\tau))\right](0)\right)-\left.D_{u} \mathcal{H}(u)\right|_{u=s_{\delta}(\hat{\xi})}(\tau, L)\right. \\
\left.\times D_{\hat{\xi}} s_{\delta}(\hat{\xi}(\tau))(L) \hat{\xi}_{\tau}(\tau, L)\right)\left.\right|_{\tau=t_{0}(t, x)}, \text { when } t_{0}(t, x) \neq 0 \tag{59}
\end{gather*}
$$

We prove the existence-uniqueness of continuous solutions $\hat{\xi}_{x}$ in $\overline{\Pi^{\tau_{1}}}$, for some $\tau_{1}$ satisfying condition (57) with $\tau_{0}$ replaced by $\tau_{1}$. Combining observer system's dynamics (7a) and (59),
we get the following expression for the right boundary:

$$
\begin{gather*}
\hat{\xi}_{t}(t, L)=-(\lambda \circ y)(t, L) \hat{\xi}_{x}(t, L)+A \hat{\xi}(t, L) \\
-\Theta K(y(t, L)-C \hat{\xi}(t, L))+f\left(L, \mathcal{F}\left[s_{\delta}(\hat{\xi}(t))\right](L)\right) \\
=-(\lambda \circ y)(t, L)\left(\left.\Phi(t, 0) \frac{\mathrm{d}}{\mathrm{~d} u} \hat{\xi}^{0}(u)\right|_{u=\omega(0 ; t, L)}\right. \\
+\int_{0}^{t} \Phi(t, s)\left[\left(\left\langle\left.D_{u} f(z, \mathcal{F}[u])\right|_{u=s_{\delta}(\hat{\xi}(s))(z)},\right.\right.\right. \\
\left.D_{\hat{\xi}} s_{\delta}(\hat{\xi}(s))(z) \hat{\xi}_{z}(s, z)\right\rangle-\partial_{z}(\lambda \circ y)(s, z) \hat{\xi}_{z}(s, z) \\
\left.\left.\left.-\Theta K y_{z}(s, z)\right)\right]\left.\right|_{z=\omega(s ; t, L)} \mathrm{d} s\right)+(A+\Theta K C) \hat{\xi}(t, L) \\
-\Theta K y(t, L)+f\left(L, \mathcal{F}\left[s_{\delta}(\hat{\xi}(t))\right](L)\right) . \tag{60}
\end{gather*}
$$

Taking into account that $\hat{\xi}$ is a known continuous function, we apply the operator defined by the right hand side of (59) to continuous functions $\partial_{x} \hat{\xi}^{1}$ and $\partial_{x} \hat{\xi}^{2}$, starting from the same initial conditions. We can, therefore, obtain the estimate

$$
\begin{gathered}
\sup _{(t, x) \in \overline{\Pi^{\tau_{1}}}}\left|\partial_{x} \hat{\xi}^{1}-\partial_{x} \hat{\xi}^{2}\right| \leq \tau_{1} q_{1} \sup _{(t, x) \in \overline{\Pi^{\tau_{1}}}}\left|\partial_{x} \hat{\xi}^{1}-\partial_{x} \hat{\xi}^{2}\right| \\
q_{1}:=\max _{(t, x) \in \overline{\Pi^{\tau_{1}}}}\left|\Phi\left(t, t_{0}(t, x)\right)\right|\left(L_{f}\right. \\
\left.+\max _{(t, x) \in \overline{\Pi^{\tau_{1}}}} \partial_{x}|(\lambda \circ y)(t, x)|\right)\left(1+L_{\mathcal{H}} \max _{(t, x) \in \overline{\Pi^{\tau_{1}}}}((\lambda \circ y)(t, x))\right. \\
\left.\times \max _{(t, x) \in \overline{\Pi^{\tau_{1}}}}((\lambda \circ y)(t, x))^{-1}\right)
\end{gathered}
$$

Choosing $\tau_{1}$, such that $q_{1} \tau_{1}<1$ and in conjuction with the fact that $\hat{\xi}$ is $C^{1}$ function in both arguments (as a result of (7a)), we obtain the existence-uniqueness of classical solutions in $\overline{\Pi^{\tau_{1}}}$. Iterating the previous local existence-uniqueness result in domains $\left(\Pi^{j \tau_{1}} \cap \Pi^{T}\right) \backslash \overline{\Pi^{(j-1) \tau_{1}}}$, where $j \leq\left\lceil T / \tau_{1}\right\rceil$, we obtain classical solutions in $\Pi^{T}$ and since $T$ is arbitrary, we obtain unique classical solutions in $\Pi$. The proof is complete.

## AppENDIX B

## Properties of the Lyapunov Functional

We prove here two properties, which we have invoked in the stability proof of Theorem 1.

Property 1: For every continuous functions (or more generally, $L^{\infty}$ functions, where $\|\cdot\|_{\infty}$ denotes the ess.sup-norm) $\varepsilon, \varepsilon_{t}:[0, L] \rightarrow \mathbb{R}^{n} ; L>0$, matrix $P, \pi:[0, L] \rightarrow \mathbb{R}$ as in (22), $\rho_{0}>0$, and $\mu$ in $\mathbb{R}$, we have

$$
\begin{equation*}
\lim _{p \rightarrow+\infty} W_{p}=\left\|e^{\mu \cdot}\left(\varepsilon^{\top} P \varepsilon+\rho_{0} \varepsilon_{t}^{\top} P \varepsilon_{t}\right)\right\|_{\infty} \tag{61}
\end{equation*}
$$

where $W_{p}$, as in (21a), is given by

$$
\begin{align*}
W_{p} & :=\left(\int_{0}^{L} \pi(x) e^{p \mu x} G_{p}(x) \mathrm{d} x\right)^{1 / p}  \tag{62a}\\
G_{p} & :=\left(\varepsilon^{\top} P \varepsilon+\rho_{0} \varepsilon_{t}^{\top} P \varepsilon_{t}\right)^{p} \tag{62b}
\end{align*}
$$

To prove this, define, first for $\bar{\epsilon}>0$ arbitratily small, the set

$$
\begin{align*}
& B_{\bar{\epsilon}}:=\left\{x \in[0, L]:\left|e^{\mu x}\left(\varepsilon^{\top}(x) P \varepsilon(x)+\rho_{0} \varepsilon_{t}^{\top}(x) P \varepsilon_{t}(x)\right)\right|\right. \\
& \geq\left\|e^{\mu \cdot}\left(\varepsilon^{\top} P \varepsilon+\rho_{0} \varepsilon_{t}^{\top} P \varepsilon_{t}\right)\right\|_{\infty}-\bar{\epsilon} \\
& \left.\bar{\epsilon}<\left\|e^{\mu \cdot}\left(\varepsilon_{t} P \varepsilon+\varepsilon_{t} P \varepsilon_{t}\right)\right\|_{\infty}\right\} . \tag{63}
\end{align*}
$$

Then, for all $p$ in $[1,+\infty)$,

$$
\begin{align*}
W_{p} & \geq\left(\int_{B_{\bar{\epsilon}}}\left(\left\|e^{\mu \cdot}\left(\varepsilon^{\top} P \varepsilon+\rho_{0} \varepsilon_{t}^{\top} P \varepsilon_{t}\right)\right\|_{\infty}-\bar{\epsilon}\right)^{p} \mathrm{~d} x\right)^{1 / p} \\
& =\left(\left\|e^{\mu \cdot}\left(\varepsilon^{\top} P \varepsilon+\rho_{0} \varepsilon_{t}^{\top} P \varepsilon_{t}\right)\right\|_{\infty}-\bar{\epsilon}\right) \mu\left(B_{\bar{\epsilon}}\right)^{1 / p} \tag{64}
\end{align*}
$$

where $\mu\left(B_{\bar{\epsilon}}\right)$ denotes the Lebesgue measure of $B_{\bar{\epsilon}}$.
The above gives

$$
\begin{equation*}
\liminf _{p \rightarrow+\infty} W_{p} \geq\left\|e^{\mu \cdot}\left(\varepsilon^{\top} P \varepsilon+\rho_{0} \varepsilon_{t}^{\top} P \varepsilon_{t}\right)\right\|_{\infty} \tag{65}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
W_{p} \leq\left\|e^{\mu \cdot}\left(\varepsilon^{\top} P \varepsilon+\rho_{0} \varepsilon_{t}^{\top} P \varepsilon_{t}\right)\right\|_{\infty}(L \bar{\pi})^{1 / p} \tag{66}
\end{equation*}
$$

This implies

$$
\begin{equation*}
\limsup _{p \rightarrow+\infty} W_{p} \leq\left\|e^{\mu \cdot}\left(\varepsilon^{\top} P \varepsilon+\rho_{0} \varepsilon_{t}^{\top} P \varepsilon_{t}\right)\right\|_{\infty} \tag{67}
\end{equation*}
$$

since $L \bar{\pi}$ is finite.
By virtue of (65) and (67), we obtain (61).
Property 2:

$$
\dot{W}_{p} \stackrel{*}{\rightharpoonup} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left\|e^{\mu \cdot} \varepsilon^{\top} P \varepsilon\right\|_{\infty}+\| \rho_{0} e^{\left.\mu \cdot \varepsilon_{t}^{\top} P \varepsilon_{t} \|_{\infty}\right)}\right.
$$

in the weak ${ }^{*}$ topology $\sigma\left(L^{\infty}(0,+\infty), L^{1}(0,+\infty)\right)$,

$$
\begin{equation*}
\text { as } p \rightarrow+\infty \tag{68}
\end{equation*}
$$

where by $\sigma\left(X, X^{*}\right)$ we denote the weak* topology on $X$, with $X^{*}$ being the topological dual of $X$.
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