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ABSTRACT: The dynamics and thermodynamics of structural changes in isolated glu-fibrinopeptide B 
(GluFib) were investigated by tandem ion mobility spectrometry (IMS). Doubly protonated GluFib2+ 
ions were first selected by IMS and then stored for a controlled duration in a thermalized ion trap. 
Temperature-induced conformational changes were finally monitored by IMS as a function of trapping 
time. Based on this procedure, isomerization rates and equilibrium populations of the different con-
formers were determined as a function of temperature. We demonstrate that the measured thermo-
dynamic quantities can be directly compared to simulated observables from ensemble molecular 
modeling, based on appropriate order parameters. We obtained good qualitative agreement with rep-
lica-exchange molecular dynamics simulations based on the AMOEBA force field and processed using 
the weighted histogram analysis method. This suggests that the balance between Coulomb repulsion 
and optimal charge solvation is the main source of the observed conformational bi-stability. Our re-
sults emphasize the differences between the kinetically-driven quasi-equilibrium distributions ob-
tained after collisional activation and the thermodynamically-driven distributions from the present 
equilibrium experiments, due to entropic effects. As a consequence, our measurements do not only 
allow straightforward determination of Arrhenius activation energies, but also yields the relative en-
thalpy and entropy changes associated to a structural transition.  

Structural flexibility is an essential feature in the 
response of complex molecular systems to ex-
ternal stimuli. Numerous bimolecular processes 
involve conformational changes in biomolecules, 
especially in proteins. Moreover, the function of 
synthetic molecular machines often relies on 
structural changes. The flexibility of a molecule 
depends on the features of its energy landscape, 
whose valleys and saddle points define the paths 
and the kinetics of conformational changes. 
Probing energy landscapes nevertheless remains 
an experimental challenge. In particular, due to 
the generally high dimensionality of the confor-
mational space, structure-related observables 
are often indirect, and only partially describe the 
conformational state of the system under study. 
Moreover, flexible systems often co-exist under 
different forms, the contribution of which may 

be difficult to disentangle from an ensemble 
measurement. In this context, gas-phase ap-
proaches are appealing because they allow iso-
lating and studying separately different species 
co-existing as a mixture in the condensed phase. 

Among gas-phase structural probes, ion mobility 
spectrometry (IMS), in combination with mass 
spectrometry (MS) has recently emerged as one 
of the most powerful and versatile techniques.1–

5 IMS can be used to separate isomers of molec-
ular systems, and to gain insight in their struc-
ture, through comparison with molecular model-
ing.6–9 IMS structural resolution nevertheless 
remains relatively modest, however it can be 
combined with other complementary gas phase 
techniques, including different flavors of spec-
troscopic measurements,10–14 as well as frag-
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mentation.15 Beyond simple separation, IMS-MS 
data can provide insight into molecular flexibil-
ity, through the interpretation of the observed 
collision cross section (CCS) distributions as a 
projection of the accessible conformational 
space. Its exploitation in the context of “native-
MS” largely builds on this idea. Alternatively, 
conformational changes triggered by 
collisional,16,17 or photon excitation,18,19 or even 
by temperature changes,20–22 can be directly 
monitored by IMS. This allows a direct explora-
tion of conformational transition pathways for 
isolated molecules. Such approaches are particu-
larly powerful when applied within an IMS/IMS 
scheme, as pioneered by the group of D. Clem-
mer.23 In an IMS/IMS experiment, specific iso-
meric species can be isolated as a function of 
their arrival time after a first IMS separation. 
Then, energy can be transferred to the selected 
species by collisional activation or laser irradia-
tion. Finally, a second IMS separation allows for 
the characterization of conformational changes, 
from a well-defined initial state. Following this 
scheme, Pierson et al. obtained a precise de-
scription of the conformational landscape of 
triply-protonated Bradykinin, using collisional 
activation to trigger structural changes.24 Based 
on a calibration of the collision energy using 
fragmentation rate constants measurements, 
they were able to provide values for the energy 
barriers between the main states, and to infer 
their relative energies. The approach is not lim-
ited to ground-state processes: the group of E. 
Bieske,18,25,26 and our group19,27 reported direct 
photo-isomerization measurements by adding a 
laser excitation step between the two IMS stag-
es.  

In the following, we explore an alternative ap-
proach to the exploration of isomerization 
pathways, based on kinetic measurements in an 
IMS/IMS scheme. Kinetic measurements using 
IMS have already been reported, especially to 
follow the time-evolution of the composition of 
a mixture in solution as a function of tempera-
ture.28,29 This kind of measurement can yield 
thermodynamic quantities, such as enthalpy and 

entropy differences between the different 
states, or the height of the energy barriers con-
necting them. Temperature-dependent experi-
ments also enable direct characterization of the 
“melting” of protein assemblies by IMS.30,31 Be-
sides, slow structural reorganizations in bio-
molecular ions after desolvation could be em-
phasized by trapping them for variable durations 
before IMS measurements.32 Moreover, the im-
pact of gas phase isomerization kinetics on the 
shape of IMS arrival time distributions (ATDs) 
has long been exploited to determine the associ-
ated kinetics and thermodynamic constants. This 
is possible if the timescales involved are on the 
order of that of the measurements.33–35 Our ap-
proach consists in trapping IMS-selected ions for 
a controlled amount of time, at a controlled 
temperature. A second IMS separation is then 
performed, followed by a MS measurement. We 
used this approach to characterize the relaxation 
of a peptide from a state defined by the selec-
tion, to an equilibrium. These results were then 
interpreted in terms of thermodynamics quanti-
ties defining the local conformational landscape 
of the peptide. Finally, we discuss the interest of 
the present approach compared to collisional 
activation. 

EXPERIMENTAL SECTION 

Sample. Lyophilized [Glu1]-Fibrinopeptide B 
(GluFib) was purchased from Sigma-Aldrich (se-
quence: Glu-Gly-Val-Asn-Asp-Asn-Glu-Glu-Gly-
Phe-Phe-Ser-Ala-Arg). Solutions were prepared 
in a mixture of water and acetonitrile (1:1) to a 
concentration of 25 µmol.L-1. To promote proto-
nation for positive electrospray ionization, we 
added 0.1% trifluoroacetic acid. The solution was 
sprayed directly. 

Tandem Ion Mobility. We used a homebuilt tan-
dem-ion mobility instrument previously de-
scribed in ref. 36. A scheme of the instrument is 
provided in Scheme S1, and details on the exper-
imental setup are provided as Supplementary 
Information. IMS/IMS is made possible through 
the association of two drift tubes in series. Brief-
ly, ions can be selected using an ion gate at the 
end of the first drift tube (DT1). Then, they are 



 

either subjected to collisional activation, or 
stored in an ion trap (Trap 2 on Scheme S1) for a 
controlled duration, at a controlled temperature. 
After a second IMS separation in DT2, ions are 
finally detected as a function of their mass-to-
charge ratio. Under these conditions, if the drift 
time of the ions trough DT2 differs from that 
selected after DT1, it implies that their mobility 
have changed between the two IMS stages. This 
can be attributed either to a change in their 
mass-to-charge ratio, visible in the mass spec-
trum, or to isomerization. 

Molecular Modeling. Replica-exchange molecu-
lar dynamics simulations (REMD)37 were per-
formed to explore the conformational landscape 
of the investigated peptide and produce ensem-
bles of structures and observables comparable 
to our experimental data.7 We used a custom 
python implementation of REMD based on the 
Python plugin of the OpenMM library.38 Simula-
tions were performed in vacuo with the 
AMOEBA polarizable force field,39 using 16 repli-
cas propagated at temperatures ranging from 
300 to 800 K. Using the procedure described in 
the Supplementary Information section, we ob-
tained a pool of 30 000 structures per replica. 

For comparison with the experiment, CCS were 
calculated for selected structures using the tra-
jectory method,40 as implemented in the Collido-
scope software.41 Since CCS calculations are rela-
tively expensive, we used the gyration radius as 
an order parameter to characterize the free en-
ergy surface (FES) of the peptide from the statis-
tics on sample structures at the different tem-
peratures, based on the weighted histograms 
analysis method (WHAM).8,42 Structural observ-
ables were extracted from the sample structures 
using the MDAnalysis toolkit.43,44 

Derivation of rate constants and thermodynam-
ic quantities. Our aim is to extract thermody-
namics observables from the experimental ob-
servable: the time evolution of the populations 
as a function of temperature. Populations were 
determined by fitting the experimental ATDs 
with two Gaussian functions (see Figure S2), 

yielding intensities 𝐼𝐴
𝑒𝑥𝑝 and 𝐼𝐵

𝑒𝑥𝑝, which were 

normalized so that 𝐼𝐴
𝑒𝑥𝑝+𝐼𝐵

𝑒𝑥𝑝 = 1 at any time. 

To extract rate constants from this data, we used 
a fitting procedure based on the analytical ex-
pression of the time evolution of the populations 
obtained from a simple two-state model (see 
Supplementary Information for details). The fits 
of the experimental data yield 𝑘𝐴𝐵 and 𝑘𝐵𝐴, the 
rate constants for isomerization from state A to 
state B and from state B to state A, respectively. 
The corresponding Arrhenius activation energies 
E𝐴𝐵

∗  and E𝐵𝐴
∗  can finally be extracted from the 

evolution of these rate constants as a function of 
temperature.  

For long enough timescales (𝑡 ≫ 1/𝑘), the popu-
lations reach a steady state, which we consid-
ered as an equilibrium. Consequently, the quan-
tity 𝐾𝐴𝐵 = 𝐼𝐵(∞)/𝐼𝐴(∞) = 𝑘𝐴𝐵/𝑘𝐵𝐴 correspond 

to an equilibrium constant. We estimated the 
enthalpy and entropy of isomerization, ΔHAB 
and ΔSAB, from the evolution of this quantity 
with temperature. 

RESULTS AND DISCUSSION 

Two populations are separated by ion mobility. 
The arrival time distribution (ATD) recorded for 
[GluFib+2H]2+ ions (m/z 786.28) is plotted in Fig-
ure S1. Two peaks are visible in the distribution. 
We further denote A and B the populations cor-
responding to the peak centered at 20.8 ms, and 
21.6 ms, respectively. While the width of peak A 
is attributable to diffusion broadening,45 peak B 
is slightly broader (see Figure S2). This may indi-
cate that peak B is a mixture of unresolved con-
formers. In the following, the intensities report-
ed for populations A and B were all determined 
using a fixed width for the Gaussian functions 
used in the fit (0.39 and 0.58 ms FWHM for peak 
A and B, respetively). 

Since all ions considered for this ATD have the 
same charge state, the conformation of popula-
tion A is expected to be more compact than that 
of population B. In terms of CCS, we measured 
312 Å², and 324 Å² for A and B, respectively. 



 

These values are very close, as expected from 
the arrival times. 

 

Figure 1: (a) Arrival time distributions for doubly-protonated 

GluFib2+ ions recorded after selection of population B. In each 

case ions are stored for a controlled duration trap in Trap 2 at T = 

338 K. The different curves correspond to different storage times. 

(b) Evolution of the relative proportion of population A as a func-

tion of trapping time. The solid line correspond to a fit of the data 

using equation S2. 

ATDs obtained in IMS-IMS mode, with minimal 
residence time in Trap 2 are also displayed in 
Figure S1 (in this case the delay Δ𝑡𝑟𝑎𝑝 between 

selection and injection in DT2 is set to 5 ms, 
which roughly corresponds to the drift time of 
the ions between the selection gate and the gate 
of Trap 2). When the selection window is set to 
the arrival time of population A, the ATD consists 
in a single peak centered at 20.8 ms, as expected 
if no isomerization occurs after selection. Like-
wise, the ATD recorded after selection of popu-
lation B is peaked at 21.6 ms, the arrival time of 
B. However, it also displays a marked shoulder in 
the region assigned to A. This shoulder is not 
attributed to IMS selection (populations with 

closer drift times could be isolated using the pre-
sent setup19), but rather to spontaneous B→A 
isomerization, occurring after selection. The evo-
lution of the populations with increasing trap-
ping time supports this interpretation (see be-
low). 

Temperature-dependent kinetic measure-
ments. After IMS-selections, ions were trapped 
for a controlled duration, at different tempera-
tures, before recording their ATDs in the second 
drift region. Figure 1.(a) displays ATDs recorded 
for ions selected in the B state and trapped at 
338 K before analysis. The different ATDs corre-
spond to different storage times in the trap. Yet 
for the shortest times, peak A is dominant, indi-
cating that efficient  B→A isomerization has oc-
curred after selection. As the storage time in-
creases, population B decreases further until a 
steady state is reached, after about 20-30 ms. 
This behavior is better illustrated by the plot of 
the time evolution of the relative population of 
state A on Figure 1.(b). The functional of equa-
tion S2 nicely reproduces the observed trend, 
which allows determining the associated rate 
constants from the fitting parameters: 𝑘𝐴𝐵

338𝐾 =
0.051 ± 0.003 ms−1, and 𝑘𝐵𝐴

338𝐾 = 0.199 ±
0.004 ms−1 (the reported errors refer to the 
standard deviations from the fit). From the long-
time behavior, we can also determine the asso-
ciated equilibrium constant 𝐾𝐴𝐵

338𝐾 = 0.26 ±
0.02. The same procedure was applied for dif-
ferent trapping temperatures, ranging from 
295 K to 411 K. The corresponding data are pro-
vided as supplementary material (Figure S3). For 
the temperatures above 356 K, the kinetics were 
too fast for the transient population evolution to 
be visible; then only the equilibrium values were 
determined. 

Derivation of thermodynamic quantities. The 
evolution of the rate constants and the equilibri-
um constant as the function of the inverse tem-
perature are represented in Figure 2.(a) and (b), 
respectively. Linear fits were performed on each 
dataset. From the slope of the Arrhenius plots 
on Figure 2.(a), we determined the Arrhenius 
activation energies: E𝐴𝐵

∗ = 65 ± 7 kJ. mol−1, and 



 

E𝐵𝐴
∗ = 54 ± 17 kJ. mol−1. On the other hand, 

the relative enthalpy of states B and A can be 
obtained from the slope of the Van’t Hoff plot in 
Figure 2.(b), yielding Δ𝐻𝐴𝐵 = 15.5 ±
0.6 kJ. mol−1. This positive value is in agreement 
with the observation that spontaneous isomeri-
zation occurs from B to A, yet at room tempera-
ture, indicating that A is more stable than B. It 
also worth noting that the value of Δ𝐻𝐴𝐵 is com-
patible with the difference between the above 
activation energies: E𝐴𝐵

∗ − E𝐵𝐴
∗ = 11 ±

5 kJ. mol−1.   

 

 

 

Figure 2: (a) Arrhenius plots of the measured isomerization rate 

constants as a function of the inverse temperature in both A→B 

(red) and B→A (black) directions, with the associated linear fits. 

(b) Van’t Hoff plot of the measured equilibrium constants as a 

function of the inverse temperature, with a linear fit. The shaded 

areas correspond to the 95% confidence bands of the fits. 

 

Figure 2.(b) can be further exploited since the 
intercept of the fit provides an estimate of the 

entropy difference between the two states: 
Δ𝑆𝐴𝐵 = 33 ± 2 J. mol−1. K−1. This implies that B 
is entropically favored, and may then become 
dominant at high temperatures. 

Similarly, the relative entropy of the transition 
state between A and B be could in principle be 
inferred from the results in Figure 2.(a), for ex-
ample using Eyring’s equation for the isomeriza-
tion rate constants.46 However, the uncertainties 
on the intercepts of the linear fits were too large 
for meaningful values to be derived. All experi-
mentally-derived thermodynamic quantities are 
listed in Table 1.  

Bi-stability is qualitatively reproduced by mo-
lecular modeling. In order to gain structural in-
sight in populations A and B, we used the en-
sembles generated from REMD simulations. 
Since systematic CCS calculations on thousands 
of structures are relatively costly, the gyration 
radius Rg was used as a rough descriptor of the 
compactness of the structures. Indeed, the CCS 
is in general fairly well correlated with Rg².8  The 
gyration radii distributions of the structures 
sampled during the parallel MD runs are bimodal 
in the temperature range corresponding to the 
experiments, as illustrated in Figures S4. In all 
distributions below 600 K, the dominant peak 
lies at about Rg² = 40 Å², and a second minor 
peak is centered at Rg² = 45 Å². Structures with 
higher gyration radii and thus higher CCS are also 
visible, and become more populated as temper-
ature increases.  

 

As a first picture of the sampled energy land-
scape, Figure 3.(a) displays the inherent struc-
tures determined from optimization of 5000 
instantaneous configurations sampled along the 
425 K replica. We used a hierarchical clustering 
algorithm (fcluster algorithm from scipy47) to 
identify structural similarities between the in-
herent structures. As a distance criterion for 
clustering, we used the root-mean-square devia-
tion between corresponding backbone atoms in 
different structures. A dendrogram resulting 



 

from the procedure is displayed in Erreur ! 
Source du renvoi introuvable..b,  

 

Figure 3: (a) Relative energies of the inherent structures from 5000 instantaneous snapshots of a MD run at 425 K as a function of their 

gyration radius. The colors correspond to the different clusters determined by a hierarchical clustering algorithm, based on interatomic 

distances. The lowest lying structure in each cluster is sketched below. The corresponding calculated CCS are provided, as well as the 

energies relative to the global minimum. (b) Dendrogram resulting from the hierarchical clustering procedure, truncated to display the last 

five clusters. Two clusters, corresponding to the most extended structures were grouped under the name E. The numbers in parenthesis 

correspond to the number of inherent structures in each cluster. 

and the inherent structures in Figure 3.(a) were 
colored according to the cluster to which they 
belong. Most of the structures in the same clus-
ter fall in a well-defined region of the conforma-
tional space defined by Rg² vs the energy. The 
clusters were tentatively denoted A, B1, B2 and 
E, based on the average gyration radii of the cor-
responding structures. 

It appears from the dendrogram in Figure 3.(b), 
that structures in cluster E are the most struc-
turally distinct from the others. This can be un-
derstood considering that these structures form 
an ensemble of highly unfolded conformations, 
with relatively large structural dispersity, in line 
with the relatively broad Rg² range covered by 
this cluster. In contrast, the most compact struc-
tures, grouped in cluster A, all display very close 
gyration radii, as expected from a conformation-
al family with a well-defined structuration. Addi-
tionally, this cluster correspond to the most 
populated state during the simulation, at the 

considered temperature. It also contains the 
lowest energy structure with a CCS matching 
that measured for population A. We therefore 
identify this cluster to the population A isolated 
in the experiment. Based on similar arguments, 
both clusters B1 and B2 could contribute to the 
observed population B, as far as CCS is con-
cerned. Indeed, the relatively broader Rg² range 
occupied by those clusters, is consistent with the 
observation that peak B in the ATDs was broader 
than peak A. It also gives further support to the 
above hypothesis that population B can access a 
broader range of configurations than population 
A and may thus be entropically favored. Interest-
ingly, structures from cluster B2, although glob-
ally higher in energy than those from B1, are 
more structurally similar to the structures from 
cluster A. Namely, as illustrated by the superim-
position of the backbone of the lowest laying 
isomers from each cluster (Figure S5), structures 
from the B2 and A clusters share similar ar-
rangement of their backbone on the C-terminal 



 

side. The relatively higher Rg2 values displayed 
by B2 structures mainly originate from a relative 
unfolding of their N-terminal moiety. In contrast, 
Figure S5.(b) shows that structures from the B1 
cluster display a completely different arrange-
ment, with their N-terminus and C-terminus 
moieties oriented in an opposite direction as 
compared to A structures. Transition from A to 
B1 would then obviously require partial unfold-
ing of the terminal regions. In this context, B2 
structures might represent intermediates in the 
transition between the more stable, and more 
compact A and B1 families.  

Experiment Simulation 

𝜟𝑯𝑨𝑩 15.5 ± 0.6 𝛥𝐻𝐴𝐵 18 

𝜟𝑺𝑨𝑩 33 ± 2 𝛥𝑆𝐴𝐵  27 

𝑬𝑨𝑩
∗  65 ± 7 𝛥𝐻𝐴𝐵

#  23 

  𝛥𝑆𝐴𝐵
#  36 

𝑬𝑩𝑨
∗  54 ± 17 𝛥𝐻𝐵𝐴

#  5 

  𝛥𝑆𝐵𝐴
#  8 

Table 1: Thermodynamic quantities derived from the experi-

mental data and from the simulated free energy surfaces. En-

thalpies are in kJ.mol-1 and entropies in J.mol-1.K-1. 

Reconstructed free energy surface and qualita-
tive interpretation of the observed bi-stability. 
Based on the good agreement between our sim-
ulated distributions and the experimental data, 
we used WHAM to estimate 1-dimensonal free 
energy surfaces, taking the gyration radius as an 
order parameter.  Such surfaces computed for 
different temperatures in the range 360 K to 500 
K are represented in Figure S6.(a). Two wells 
separated by a barrier are visible, in good quali-
tative agreement with the experimental obser-
vations. The deepest well, centered on Rg² = 41 
Å², was identified to the conformational state A 
considered in the two-state model. The shallow-
est well at 47 Å² was thus identified to state B.  

The relative energy between the minima of clus-
ters A and B1, which we denote A0 and B0, re-
spectively (Figure S7), provides an estimate of 
the enthalpy difference between the corre-
sponding wells. It is on the same order of magni-
tude than the measured Δ𝐻𝐴𝐵, although some-
what higher. However, the present simulation 

does not yield any direct counterpart to the oth-
er experimental observables (activation energies 
and relative entropy of the wells).  In order to 
push the quantitative comparison with the ex-
periment further, we adopted a practical ap-
proach by determining the relative Gibbs free 
energy between each well Δ𝐺𝐴𝐵(𝑇), and be-
tween each well and the top of the barrier 

(ΔGAB
#  (𝑇) and ΔGBA

#  (𝑇)) directly from the 
WHAM FESs at different temperatures. The line-
ar dependence of these free energies with tem-
perature (Figure S6.(b)) allows to estimate the 
associated enthalpies and entropies from their 
intercept and slopes, respectively. The corre-
sponding values are listed in Table 1, together 
with their experimental counterparts. 

The relative enthalpy Δ𝐻𝐴𝐵 and entropy Δ𝑆𝐴𝐵 of 
the two states are fairly well reproduced in this 
case. In contrast, although Arrhenius activation 
energies should be very close to the relative en-
thalpies of the transition state, the simulated 
Δ𝐻# are clearly much lower than their experi-
mental counterpart. Several reasons may be 
invoked to explain this discrepancy. Firstly, the 
simulated values were estimated from a one-
dimensional projection of the free energy sur-
faces, using the gyration radius as a proxy for the 
experimental observable, which forces caution in 
the comparison. Secondly, the force field might 
inaccurately reproduce part of the energetics, 
which would be critical regarding the small ener-
gy differences between the considered struc-
tures.  

Based on the qualitative match between exper-
imental and simulated data, we investigated the 
origin of the observed conformational bi-
stability. One important point on which the 
simulation agrees with the experiment is the 
relatively small energy difference between A and 
B, on the order of the typical binding energy of a 
single H-bond in a peptide.48 Beyond H-bonds 
however, the folding of a peptide in the absence 
of solvent is mainly ruled by electrostatic 
(charge-charge, and charge-dipole) 
interactions.49–51 Since two positive charges are 
present in the investigated peptide sequence, 



 

Coulomb repulsion has to be a key factor in the 
stability of the different structures. The charged 
moieties are nevertheless closer in the lowest 
energy structure A0 than in the most stable con-
figuration identified in cluster B, B0 (9 Å in A0 vs 
10.2 Å in B0). It is not uncommon that the most 
stable structure for multiply charged flexible 
systems, like peptides or synthetic polymers, is 
not the one where the charges are further apart. 
Self-solvation of the charges by polar groups is 
often more favorable, which promotes globular 
structures where the flexible chain is wrapped 
around the charges.52,53  

The role of the above stabilization or destabiliza-
tion factors in the case of doubly-protonated 
GluFib was evaluated through the analysis of the 
present pool of inherent structures. The number 
of H-bonds in each structure was estimated from 
the atomic coordinates, considering the relative 
positions (angle and distance) of the potential 
donor and acceptor groups in the peptide. The 
separation between the charged moieties was 
also systematically estimated via the distance 
between the N-terminal nitrogen atom and the 

C atom in the side chain of Arg14.  Finally, as an 
evaluation of the degree of solvation of the 
charged groups by polar moieties (especially 
carbonyl groups), we determined the number of 
oxygen atoms within 2.8 Å of each hydrogen in 
the terminal amino group, and in the guanidini-
um group of Arg14.  

Interestingly, the number of H-bonds does not 
vary dramatically from one cluster to the other 
(Figure S8.(a)). In contrast, the distance between 
charged moieties increases as the structures get 
less compact (Figure S8.(b)). Conversely, charge 
solvation, as estimated by the number of con-
tacts in Figure S8.(c), is significantly more effi-
cient in cluster A than in cluster B1. Moreover, as 
visible in Figure S7 on the structure of A0, the 
relative configuration of the side chains of Arg14 
and Phe11 is compatible with additional charge 
solvation through 𝜋-charge interactions. 

Based on the above, we tentatively suggest that 
the observed bi-stability results from the inter-

play between the de-stabilizing Coulomb repul-
sion and the optimal self-solvation of the charg-
es, which appears as the key factor in the pre-
sent case. Furthermore, the hypothesis of cluster 
B2 representing an intermediate between clus-
ters A and B1, is also consistent with the associ-
ated distributions in Figure S8.(b) and Figure 
S8.(c), which lay in between those for clusters A 
and B1.  

Comparison to collisional activation and inter-
pretation of the quasi-equilibrium distribution. 
A widely spread method to explore the confor-
mational landscape of flexible molecular systems 
consists in monitoring their isomerization path-
ways through collisional activation experiments. 
Simple activation before IMS analysis merely 
provides qualitative information on the underly-
ing conformational landscape, potentially ex-
ploitable to derive identification patterns.17 
However, careful analysis of isomerization 
threshold from IMS/IMS experiments is needed 
to estimate activation energies.24  

We performed collisional activation experiments 
after selecting each of the identified populations 
A and B. The ATDs after activation of IMS select-
ed species are displayed in  Figure 4. Isomeriza-
tion can be monitored starting from both popu-
lations. If the activation voltage is increased after 
selection of A, population B increases. Converse-
ly, an increase of population A is observed after 
collisional activation of B species. For high-
enough voltages, the populations reach the 
same stationary state, independent of the initial 
population. In this stationary regime, A repre-
sents 18% of the total population. Interestingly, 
the evolution of the populations is slightly non-
monotonic when B is initially selected (see inset 
in  Figure 4).  

The high voltage behavior corresponds to what 
was denoted by Pierson et al. a quasi-
equilibrium (QE) regime.54 In this regime, the 
increase of the internal energy of the system due 
to collisional activation is high enough to allow 
multiple interconversion events between the 
accessible states. After activation, the cooling 



 

caused by low energy collisions with the buffer 
gas is often fast enough to prevent further isom-
erization. As a consequence, the populations 
trapped in each state reflects the relative isom-
erization rates in the QE regime. In the present 
two-state situation, a larger population in state B 
means that, under collisional activation, the net 
isomerization rate from A to B is higher than that 
in the opposite direction. 

Interpreting this observation in terms of the rel-
ative stability between the two states in not triv-
ial since the higher population in state B may be 
explained either based on energetic or entropic 
arguments. On the one hand, collisional activa-
tion can act as an annealing stage, allowing re-
laxation to more energetically stable structures. 
For example, peptides can be trapped in meta-
stable conformations after electrospray ioniza-
tion and desolvation. In this case, collisional acti-
vation can trigger relaxation to structures more 
stable in the gas phase.24 This explanation can be 
discarded in the present case because IMS/IMS 
experiments gave evidence for spontaneous 
isomerization from state B to state A, without 
collisional activation. This implies that state A is 
more stable than state B. Consequently, the 
predominance of B in the QE distribution has to 
be attributed to an entropic stabilization at the 
relatively high temperatures reached during col-
lisional activation.  

This interpretation also accounts for the non-
monotonic evolution of the populations at lower 
collisional activation, when the selected popula-
tion is B (inset in  Figure 4). The relative propor-
tion of A first increases for activation voltages 
below 40 V, and decreases for higher voltages 
before it reaches a steady state at about 50 V. 
The increase at low voltages is the signature that 
the ions have reached an effective temperature 
at which the isomerization rate from B to A is 
high enough for significant isomerization to oc-
cur during activation (i.e. within typically 10 µs 
using 40 V activation). If A lies at relatively lower 
energy than B, the activation energy for the re-
verse process (isomerization from A to B) is 
slightly higher. Thus, the isomerization rate is 

lower at the same effective temperature. There-
fore, the collision voltage threshold for A to B 
isomerization to be observable is expected to be 
slightly higher than that for B to A – this is in-
deed consistent with  Figure 4. We thus interpret 
the presence of a maximum in the red curve in  
Figure 4 as the signature of an intermediate re-
gime, where isomerization is allowed only from 
B to A.  

 Figure 4: Evolution of the relative intensity of population of A as 

a function of the activation voltage when the population selected 

before activation is A (blue) or B (red). The existence of a station-

ary distribution in the quasi-equilibrium (QE) regime is empha-

sized. The inset is a zoom on the maximum of the red curve. 

An entropic stabilization of B is consistent with 
the sign of the above-derived Δ𝑆𝐴𝐵. Based on the 
measured values of Δ𝑆𝐴𝐵 and Δ𝐻𝐴𝐵, state B 
would become predominant at temperatures 
above 457 K. Effective temperatures on the or-
der of 500 K were indeed reported for ions un-
dergoing relatively harsh drift conditions in trav-
elling wave,55 or trapped IMS devices.56–59 Alt-
hough GluFib displays much more degrees of 
freedom than the “thermometer ions” used in 
the above studies, it is likely that the high fields 
applied in the activation zone are sufficient to 
reach such internal temperatures. 

The present results emphasize important pitfalls 
in the interpretation of collisional activation ex-
periments. Firstly, the attribution of the predom-
inance of state B to entropic stabilization would 
not have been possible without IMS/IMS meas-
urements showing that state B is metastable. 
Entropic effects are indeed difficult to tackle 



 

using activation measurements alone, as already 
emphasized in ref. 24. Secondly, our data illus-
trate that the IMS distributions measured after 
collisional activation may not always faithfully 
represent the actual QE distribution. Namely in 
the present case, spontaneous B→A isomeriza-
tion necessarily occurs after activation, within 
the timescale of the measurement. Such effect 
may also lead to erroneous estimation of isom-
erization thresholds. 

CONCLUSIONS 

By measuring temperature-dependent isomeri-
zation rate constants and equilibrium distribu-
tions, we were able to derive a detailed picture 
of the local conformational landscape of a pep-
tide. Namely, enthalpy and entropy differences 
between the different states involved were de-
termined. We showed that these observables 
can be further exploited with the help of mo-
lecular modeling in order to gain insight in the 
mechanisms at work. In the present case, the 
observed conformational bistability could be 
qualitatively reproduced using molecular me-
chanics simulations, indicating that the competi-
tion between Coulomb repulsion and optimal 
solvation of the charged groups are the main 
driving forces. Because thermalization is re-
quired, the proposed approach is not as straight-
forward to implement as collisional activation 
experiments. However, we showed the interest 
of temperature-dependent measurements, in 
complement to collisional activation, to disen-
tangle enthalpic and entropic contributions in 
isomerization processes, and to take kinetics 
effects into account. Finally, the proposed 
methodology consists in a gas-phase transposi-
tion of a basic thermochemistry experiment. It is 
thus potentially applicable to any kind of isomer-
resolved gas-phase reaction, i.e. not limited to 
isomerization. 
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Scheme S 1 : Scheme of the experimental setup with a timeline describing the operation in 

the IMS/IMS mode. 
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Details on the experimental setup 

Our IMS/IMS instrument was described in details in ref. 1. It is equipped with an electrospray 
ion source, which was operated in the positive ion mode. For the present experiments the 
drift region of the instrument was filled with 3.7 Torr helium maintained at 11°C through the 
circulation of silicon oil (sil180, Thermo Fisher) within the walls of the vacuum chamber. The 
drift region is separated into two identical 79 cm long sections (DT1 and DT2 in Scheme S1). 
A constant electric field is applied across each section for IMS separation. At each end of DT1 
and DT2, a dual ion funnel assembly allows for ion focusing and trapping.  

Drift time measurements begin by injecting short (200 µs) ion bunches out of one of the 
trapping regions of the ion funnels, denoted Trap 1 and Trap 2 in Scheme S1. For detection, 
we use the time-of-flight (TOF) mass spectrometer from a Maxis Impact (Bruker, Bremen, 
Germany) coupled downstream the drift region. The TOF extraction is synchronized with the 
injection so that a mass spectrum can be recorded every 100 µs. This defines the sampling 
time for arrival time distributions (ATDs), which are extracted by integrating mass ranges of 
interest across the time-referenced mass spectra. 

Two distinct operation modes were used for the present work. For single IMS measure-
ments, Trap 1 is continuously opened and ion bunches are injected from Trap 2, into DT2. To 
determine IMS cross sections (CCS), we record ATDs at, typically 6, different drift voltages 
from 200 to 550 V, across DT2. The CCS value is finally obtained, without any calibration, 
from the variation rate of the arrival time as a function of the inverse drift field, based on the 
fundamental mobility equation, and assuming weak field conditions are fullfilled.2,3 

For IMS-IMS measurement (see timeline in Scheme S1), ions are injected from Trap 1. They 
are selected as a function of their drift time across DT 1 by opening the ion gate within the 
desired time window ([𝜏𝑆; 𝜏𝑆 + 𝛿𝑆]). For the present experiments, 𝛿𝑆 was 500 µs, which is 
about the with expected for a diffusion-limited ion cloud at the end of the first drift tube. 
Selected ions are then stored in Trap 2 for a controlled duration (Δ𝑡𝑟𝑎𝑝) before injection in 

DT2. In this mode, the arrival time refer to the drift across DT 2 only, and are thus the same 
as those measured in the single IMS mode. An activation zone is placed immediately after 
the selection gate. It consists in two high-transmission nickel grids separated by 5 mm. A 
voltage can be applied between these grids to perform collisional activation of IMS-selected 
ions. 

Thermalization in Trap 2 

Trap 2 is composed of 14 aluminium electrodes (0.5 mm thick, with a 3 mm diameter circular 
hole at their center, and spaced by 0.8 mm). It is housed in a cylindrical peek chamber whose 
only apertures (1 mm diameter each) correspond to that of the two DC-only electrodes up-
stream and downstream the trap (the latter serves as an ion gate for injection in DT 2). A 
25 cm long, 1 mm thick, ceramic-insulated resistive heater (Thermocoax) was co-axially 
wired around the electrodes. The heating power was adjusted by tuning the current flowing 

through the 3  heating element (typically 1-2.5 A). The temperature was measured by a 
thermocouple in thermal contact with one of the electrodes. The uncertainty on the tem-
perature was estimated to be ±2 K from series of measurements at constant heating power. 
Since the thermalization of the buffer gas by collisions on the electrodes is expected to be 
much faster than that of the electrodes themselves, we assume that the gas inside the trap 
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is in thermal equilibrium with the electrodes, and that the temperature measured on the 
electrode reflects the temperature of the gas. 

We assume that the buffer gas inside the trap acts as an efficient heat bath for the ions. Alt-
hough no accurate model is available to estimate the efficiency of heat transfer in 
ion/neutral collisions, the heat bath hypothesis proved to be valid for peptide ions trapped 
in similar conditions.4 Importantly, we did not notice any observable effect (isomerization or 
fragmentation) of potential heating induced by the radiofrequency (RF) confining voltages in 
our setup. In a previous study, Bush and co workers estimated the increase in the effective 
temperature of ions in a RF-confined drift tube (i.e. in similar experimental conditions)  to be 
less than 2 K,5 which lies within our experimental error bars.   

 

Replica exchange molecular dynamics 

Replica-exchange molecular dynamics simulations (REMD)6 were performed to explore the 
conformational landscape of the investigated peptide, and produce ensembles of structures 
and observables comparable to our experimental data.7 We used a custom python imple-
mentation of REMD based on the python plugin of the OpenMM library.8 Simulations were 
performed in vacuo with the AMOEBA polarizable force field.9 Thermalization was achieved 
through the Langevin integrator implemented in OpenMM, using a 1 ps-1 damping constant 
and a time step of 1 fs. For REMD, 16 trajectories were propagated in parallel, at different 
temperatures ranging from 300 K to 800 K, distributed following a geometric progression. An 
exchange between random adjacent replicas was attempted every 100 step, accepted based 
on a Metropolis criterion.  

The trajectories were initially seeded with a totally unfolded structure of doubly-protonated 
GluFib, generated using the Gabedit software.10 Based on basicity considerations, and to 
reproduce the observed charge state, we assumed the N-terminal amine and the final Argi-
nine were protonated, and then positively charged. All carboxyl groups on the C-terminal 
moiety and on the side chains of the acidic residues were considered protonated and neu-
tral, respectively. After 20 ps equilibration, structures were periodically sampled during a 
1 ns MD run. A local optimization was finally performed on the sample structures in order to 
identify the global minimum. The procedure was repeated by seeding the new trajectories 
with the putative global minimum. No change was observed in the gyration radii distribu-
tions of the sampled structures, nor in the global minimum after 3 such cycles. A longer pro-
duction cycle was finally run for 6 ns, yielding 30000 sample structures from each replica.  

Two-states model and population equations 

To model the time evolution of the two populations, A and B, observed in our experiment, 
we considered a two-state model in which isomerization is possible in both directions with 
different rate constants. If 𝐼𝐴(𝑡) and 𝐼𝐵(𝑡) correspond to the population in each state at time 
𝑡, rate equations for their evolution can be written as: 

{

d𝐼𝐴

d𝑡
= −𝑘𝐴𝐵𝐼𝐴 + 𝑘𝐵𝐴𝐼𝐵

d𝐼𝐵

d𝑡
= 𝑘𝐴𝐵𝐼𝐴 − 𝑘𝐵𝐴𝐼𝐵

 (S1) 
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where 𝑘𝐴𝐵 and 𝑘𝐵𝐴 respectively correspond to the isomerization rate constant from A to B, 
and from B to A, at temperature 𝑇. 

In our experiment, IMS selection allows to define the populations at t=0. For example, se-
lecting population B defines 𝐼𝐴(𝑡 = 0) = 0 and 𝐼𝐵(𝑡 = 0) = 1. In this case the solutions of 
equation (S1) can be written as: 

{
𝐼𝐴(𝑡) = 𝐶𝐴𝐵(1 − 𝑒−𝑘𝑡)

𝐼𝐵(𝑡) = 𝐶𝐴𝐵𝑒−𝑘𝑡 + 𝐶𝐵𝐴

 (S2) 

where the constants depend only on the rates 𝑘𝐴𝐵 and 𝑘𝐵𝐴: 𝑘 = 𝑘𝐴𝐵 + 𝑘𝐵𝐴, 𝐶𝐴𝐵 = 𝑘𝐴𝐵/𝑘, 
and 𝐶𝐵𝐴 = 𝑘𝐵𝐴/𝑘. 

The time evolution of each of the populations can thus be fitted using equation (S2), with 
𝑘𝐴𝐵 and 𝑘𝐵𝐴 as free parameters. Arrhenius activation energies E𝐴𝐵

∗  and E𝐵𝐴
∗  can finally be 

extracted from the evolution of these rate constants as a function of temperature. Finally, 
for long enough timescales (𝑡 ≫ 1/𝑘), the populations reach a steady state, which we con-
sidered as an equilibrium. Consequently, the quantity 𝐾𝐴𝐵 = 𝐼𝐵(∞)/𝐼𝐴(∞) = 𝑘𝐴𝐵/𝑘𝐵𝐴 cor-

respond to an equilibrium constant, whose evolution as a function of temperature is ruled 
by: 

𝐾𝐴𝐵(𝑇) = 𝑒−ΔGAB/𝑅𝑇 (S3) 

where 𝑅 is the ideal gas constant, and ΔGAB =  ΔHAB − 𝑇ΔSAB is the Gibbs free energy for 
the isomerization reaction. Equation (S3) finally allows to estimate ΔHAB and ΔSAB, the en-
thalpy and entropy of isomerization, from our temperature-dependent kinetics measure-
ments. 
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Figure S 1: Arrival time distributions for doubly-protonated GluFib2+ ions recorded without 

IMS selection (black), and after selection of population A (blue), or B (red). Drift conditions: 

voltage 450 V, drift gas: 3.7 Torr Helium at 284 K. 
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Figure S 2 : Arrival time distributions for doubly-protonated GluFib2+ ions. Drift conditions: 

voltage 450 V, drift gas: 3.7 Torr Helium at 284 K. A and B denote the two considered popu-

lations. The solid line represent the Gaussian functions used to fit each population (gold, and 

blue), and the sum of the two contributions (orange). The red dotted line correspond to the 

shape expected for a diffusion-limited peak.  
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Figure S 3 : Evolution of the relative proportion of population A as a function of trapping 
time for different trapping temperatures. The solid line correspond to a fit of the data using 
equation (S2). 
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Figure S 4 : Gyration radii distributions from 30 000 structures sampled along the different 
replica of the 6 ns REMD production run. 
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Figure S 5: Sketch (backbone and side chains of the terminal amino acids) of the lowest-
laying structures from clusters A (red), B1 (green), and B2 (cyan), denoted A0, B10, and B20, 
respectively. (a) Superimposition of A0 and B20 emphasizes the relative structural similarity 
on the C-terminus side of the peptide chain, as well as the unfolding of B20 on the N-
terminal side. (b) Superimposition of B10 and B20 shows that B10 is globally more compact, 
but with a completely different arrangement of its backbone. 
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Figure S 6:  (a) Free energy as a function of the radius of gyration computed using the WHAM 
procedure for evenly spaced temperatures on the range 360 K-560 K. The surfaced were 
smoothed using a Savitszky-Golay adjacent averaging procedure with a 3 pts window. (b) 
Free energy differences between the bottom of the two wells (red circles), and between the 
bottom of each well and the top of the intermediate barrier (black squares, and green trian-
gles), as a function of temperature. The lines result from a linear fit.  
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Figure S 7 : representation of the lowest energy structure for cluster A (a), and cluster B2 (b) 
with their energy relative to the global minimum. Contacts between polar moieties are high-
lighted as orange dotted lines. The two protonation sites on the N-terminal amine and the 
Arg14 side chain are highlighted with bold sticks. 
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Figure S 8: Box plots for the distributions of selected structural observables among inherent 
structures determined for the REMD run at 425 K, grouped in clusters. (a) number of H-
bonds among inherent structures determined for the REMD run at 425 K, grouped in clus-
ters; (b) distance between the nitrogen atom of the N-terminal amino group and the CZ at-
om in the side chain of Arg14; (c) number of oxygen atoms within 2.8 Å of an hydrogen be-
longing to one of the charged moieties.  
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