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ABSTRACT
The photodetachment spectrum of the nitrate anion (NO−3 ) is simulated from first principles using wavepacket quantum dynam-
ics propagation and a newly developed accurate full-dimensional fully coupled five state diabatic potential model. This model
utilizes the recently proposed complete nuclear permutation inversion invariant artificial neural network diabatization technique
[D. M. G. Williams and W. Eisfeld, J. Phys. Chem. A 124, 7608 (2020)]. The quantum dynamics simulations are designed such that
temperature effects and the impact of near threshold detachment are taken into account. Thus, the two available experiments at high
temperature and at cryogenic temperature using the slow electron velocity-map imaging technique can be reproduced in very good agree-
ment. These results clearly show the relevance of hot bands and vibronic coupling between the X̃ 2A′2 ground state and the B̃ 2E′

excited state of the neutral radical. This together with the recent experiment at low temperature gives further support for the proper
assignment of the ν3 fundamental, which has been debated for many years. An assignment of a not yet discussed hot band line is also
proposed.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0039503., s

I. INTRODUCTION

One central goal of chemical physics is the detailed and funda-
mental understanding of the nuclear dynamics of molecular systems.
Impressive progress has been achieved in this quest by the combined
efforts of experiment and theory over the past few decades. Yet, there
are still enigmatic systems that, despite being studied intensively, are
not understood very well. The nitrate radical (NO3) is one such case,
which, on the one hand, is of high significance due to its importance
in atmospheric chemistry1 and, on the other hand, shows compli-
cated nuclear dynamics and correspondingly complex spectra. This

sparked the interest of many research groups over the years both
experimentally2–40 and theoretically.41–75

One of the reasons for the complicated behavior of NO3 seems
to be the presence of strong nonadiabatic coupling effects. The
two first electronically excited states are of 2E

′′

and 2E′ symme-
try, respectively, and thus are subject to an E ⊗ e Jahn–Teller
(JT) effect. The leading linear JT coupling causes a conical inter-
section in D3h symmetric nuclear configurations, which induces a
geometric phase in the adiabatic representation due to the singular-
ity of the nonadiabatic coupling. This results in very complicated
spectra corresponding to the excited state manifolds. But even the
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non-degenerate ground state of 2A2
′ symmetry shows spectroscopic

features that have been debated for decades. This may be attributed
at least in part to significant vibronic couplings to the excited state
manifolds. A further complication is that NO3 is difficult to study
both experimentally and theoretically. The bottleneck for detailed
theoretical studies of the nuclear dynamics and spectroscopy is the
need for a very accurate potential energy surface (PES) model based
on advanced electronic structure calculations. Various models have
been developed in the past,40,64–68,70–75 but it has been a stony track to
achieve the required quality to reach decisive interpretations in com-
parison with experimental observations. Our recent developments
for producing highly accurate diabatic PES models using artificial
neural networks (ANNs) should be a significant step forward to
reach that goal.76–78

One experimental breakthrough has been the first photode-
tachment spectrum of the nitrate anion (NO−3 ) published by the
Neumark group in 1991.34 This has been the first direct experimental
proof of the existence of the Ã 2E′′ state of the radical, which pre-
viously only had been predicted by theory.79 This experiment also
provided new data for the X̃ 2A′2 state of the radical. However, both
partial spectra showed idiosyncrasies that sparked the discussion of
their interpretation. A very recent experiment from the same group
tried to resolve at least some questions regarding the X̃ state.80 By
cryogenic cooling, some hot bands of the original spectrum could
be removed, which allows us to focus on the remaining unexpected
features more clearly. Unfortunately, a corresponding experiment
for the Ã state is not available yet. Thus, one aim of the present
study is to simulate the temperature effects on the spectra theoret-
ically and to compare the results with the new experimental data
available.

Several attempts to simulate this experiment have been pub-
lished over the years.64,71–73,80 While the X̃ state could be simulated
reasonably well even in the first attempt,64 the Ã state took a lot
more effort and required a lot of development to obtain a suffi-
ciently accurate PES model.73,81–84 Further development enables us
now to use a PES model of unprecedented accuracy to simulate the
corresponding spectra.76–78,85–87

II. FULLY COUPLED DIABATIC 6D POTENTIAL
ENERGY MODEL

The basic idea behind the model potential used in the present
work is presented here briefly, and for a deeper discussion, we
refer the interested reader to Ref. 78. The quantum dynamics of
NO3 is strongly influenced by (vibronic) coupling among several
electronic states, and thus, a diabatic representation of the PES
model is chosen. One benefit of this choice is that the functional
form of the diabatic matrix elements is rather simple, and another
advantage is that the geometric phase effect is taken care of prop-
erly.87 The disadvantage is that diabatic representations are neither
unique nor directly accessible. For this reason, an established low-
order vibronic coupling expansion of the electronic Hamiltonian
is utilized as a reference model, which ensures that the diabatic
model is physically meaningful.88,89 That model is not very accu-
rate, though, and thus, it is only used as a reference model. The
expansion coefficients of that model are tuned depending on the
nuclear coordinates by an artificial neural network (ANN). This

newly developed method was shown to result in highly accurate and
reliable diabatic PES models for planar (5D) NO3.76–78 The extension
of our approach to the full-dimensional (6D) diabatic PES model
for NO3 is presented here. The underlying ansatz for the diabatic
matrix is expressed as a sum of diagonal and coupling matrices76,82,89

reading

Wd(Q) =Wd
diag(Q) +

⎛
⎜⎜
⎝

λ1 0T 0T

0 λ21 0
0 0 λ31

⎞
⎟⎟
⎠

+ θ ⋅
⎛
⎜⎜
⎝

0 0T 0T

0 0 λ101
0 λ101 0

⎞
⎟⎟
⎠

+
⎛
⎜⎜
⎝

0 0T λ8ρs
T + λ9ρb

T

0 λ4εs + λ5εb 0
λ8ρs + λ9ρb 0 λ6εs + λ7εb

⎞
⎟⎟
⎠

+ θ ⋅
⎛
⎜⎜
⎝

0 λ11ρs
T + λ12ρb

T 0T

λ11ρs + λ12ρb 0 λ13εs + λ14εb
0 λ13εs + λ14εb 0

⎞
⎟⎟
⎠

,

(1)

where Wd
diag(Q) is a diagonal matrix that contains first and second

order terms as detailed in previous work73,75,76,83 and reproduced in
the Appendix. Wd

diag(Q) can be considered an average potential for
the degenerate states and is composed of purely polynomial terms.
The first explicitly given matrix in Eq. (1), where 1 means the 2 × 2
unit matrix, corresponds to the diagonal correction potential for
states 2A2

′, 2E
′′

, and 2E′. The second matrix represents the totally
symmetric part of the inter-state coupling between the 2E

′′

and 2E′

states, while the fourth matrix stands for the non-totally symmet-
ric inter-state couplings. These two matrices couple pairs of states of
different symmetry with respect to the σh symmetry operator. Due to
symmetry, all inter-state couplings between states of (A′ , E′ ) and E′′

symmetry, respectively, are proportional to the umbrella coordinate
θ and, hence, vanish for planar geometries. The third matrix con-
tains the well-known JT couplings within the two degenerate states
and the pseudo-JT couplings between the X̃ and B̃ state. The 2 × 2
matrices εs ,b in Eq. (1) are the first-order Jahn–Teller coupling
blocks, and the vectors ρs ,b are the pseudo-Jahn–Teller coupling
blocks given by

εs,b = (
xs,b ys,b
ys,b −xs,b

) and ρs,b = (
ys,b
xs,b
), (2)

where xs ,b, ys ,b, and θ are symmetry-adapted coordinates corre-
sponding to the degenerate asymmetric stretching (s) and bending
(b) modes (xs ,b, ys ,b) and the umbrella motion (θ). These coordinates
together with the symmetric stretch coordinate a are gathered in the
6D vector of nuclear coordinates Q. They are defined identically to
those used in previous studies73,83 and provided in the Appendix for
the sake of convenience.

The key for the accuracy of the present model is that the
vibronic coupling coefficients, λj(Q) [j = 1, . . . 14] in Eq. (1), are
not constants like in standard vibronic coupling models. Instead,
they depend on all six nuclear coordinates Q through the use of an
ANN with the coordinates as the input layer (see below). In fact, the
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standard vibronic coupling constants are first fitted to yield a low
order reference model, which describes the diabatic Hamiltonian
qualitatively correctly and reasonably well. Then, an ANN is trained,
which depends on the coordinates and yields output neurons, which
modulate the coupling constants. More specifically, the modified j
depend on invariant functions, Q̃, constructed from Q. The use of
the invariants ensures maintaining the correct symmetry and was
found to be the most accurate and efficient use of the ANN as shown
in recent work.77 Apart from the inclusion of θ2 to account for the
additional degree of freedom, the invariants (Q̃) are identical to
those used for the 5D ANN-based model described in Ref. 78. These
invariants are provided in the Appendix for the convenience of the
reader.

The new 6D model is constructed such that for θ = 0, the 5D
ANN model from Ref. 78 is reproduced exactly. To this end, the
vibronic coupling constants of a reference model λ0

j are tuned by
the scaled output neurons η5D

j (Q̃). In addition, since the umbrella
coordinate is now present, a second ANN, yielding the output neu-
rons η6D

j (Q̃), is introduced to provide the necessary θ-dependence
to the λj parameters. More specifically, the coefficients λ0

1−3, which
correspond to the adiabatic energies at the reference point, are made
coordinate-dependent by

λj(Q̃) = λ0
j ⋅ (1 + c5D

j ⋅ η5D
j (Q̃) + θ2 ⋅ c6D

j ⋅ η6D
j (Q̃)) ∀j ≤ 3, (3)

and the coefficients λ4−9, also present in the 5D model, are con-
structed similarly,

λj(Q̃) = λ0
j ⋅ (1 + c5D

j η5D
j (Q̃) + θ2 ⋅ c6D

j ⋅ η6D
j (Q̃)), 4 ≤ j ≤ 9, (4)

where η6D
j are the outputs of the additional neural network depend-

ing on Q̃, which account for the effects of non-planar geometries.
The ANN yields the best results if the output neurons reside roughly
within an interval of [−1, 1]. Usually, the function values to be
encoded by the output neurons do not fall within this range or even
order of magnitude. For this reason, the output neurons are scaled by
appropriate scaling factors before the ANN is trained. This approach
improves the convergence of the training and reduces the remaining
error considerably as was shown before.76 Since the full 6D model
is a combination of two different ANNs, there are also two sets of
scaling factors c5D

j and c6D
j , respectively. The additional parameters

λ10−14 are defined in analogy to the previously utilized models and
correct the new inter-state coupling terms, which vanish for planar
geometries and, thus, were not included in the previous 5D models.
These read

λj(Q̃) = λ0
j ⋅ (1 + c6D

j ⋅ η6D
j (Q̃)) ∀j ≥ 10. (5)

The constants λ0
j are obtained from non-linear least squares fits with

respect to accurate ab initio reference data and yield a qualitatively
correct reference model. In a second step, the two ANNs are trained
with respect to the same reference data and provide theQ-dependent
corrections. A global view of the above equations is that the λj coef-
ficients are actually modified not by a single but by two ANNs, the
original θ-independent 5D model from Ref. 78, η5D

j (Q̃), and the
neurons η6D

j from the ANN used in Eq. (5).

The advantage of this approach is that the previously derived
5D ANN model,78 which is of excellent quality, is available already
and accounts for a large part of the full 6D model. Equations (3)–
(5) ensure that the coefficients λj are constructed in such a way that
the model smoothly falls back to the original 5D model for planar
geometries. In this way, the present, full-dimensional model natu-
rally extends the previous planar model by including out-of-plane
motions, while simultaneously correcting the additional contribu-
tions of the new vibronic coupling terms. This further serves as
a proof of concept that the previously established scheme can be
extended without the need of changing the general structure of the
ansatz.

All neural networks involved in the construction of the model
belong to the broad category of feed-forward neutral networks. They
are functions taking a vector Q̃ = η(1) as input and processing it via
intermediate results η(k), the so-called hidden layers, to a final (Lth)
output vector η(L) = η6D called the output layer. The vector elements
of each layer are called neurons. Each intermediate η(k) depends
solely on the previous layer η(k − 1) by

η(k)j = f k(β(k)j +∑
l
ω(k)jl η(k−1)

l ), (6)

where f (k) is a nonlinear function of one variable called the activa-
tion function. In the present case, f (k) is chosen to be tanh for the
single unique hidden layer k = 2 and as the identity Id for the output
(k = 3).ω(k)

jl and β(k)
j are calledweights and biases, respectively. They

are the fitting parameters of the neural network.
The additional neural network accounting for the θ-dependence

of the 6D model contains a single hidden layer with ten hidden
layer neurons, corresponding to a function of ∼250 formal param-
eters. While significantly larger (and smaller) networks have been
tested, this network size is considered the most suitable. As in our
previous work,76 this ANN was trained for a set of 100 random ini-
tial guesses using a specialized ANN Marquardt-Levenberg method
developed in-house. The dataset is composed of over 2400 (non-
planar) geometries, with a validation dataset of about 400 additional
geometries. This is a significantly smaller dataset than that was used
for planar geometries (18 000 geometries), as accurate ab initio data
for fully asymmetrical (C1) geometries are significantly more expen-
sive and problematic to attain. All ab initio reference data were
computed using internally contracted multi-configuration reference
singles double configuration interaction90,91 (MR-SDCI) and a hand
tailored basis of augmented triple zeta quality. These calculations
were performed using the Molpro program package.92 Full details
about the electronic structure setup can be found in Refs. 61, 62,
and 73.

The reference model (including the previous 5D ANN and
fitted λ(0)j ) yields a root mean square (rms) error of 835 cm−1,
which is significantly higher than the final error after the ANN
training of 58.1 cm−1. This fitting error only includes non-planar
geometries, as the model is identical to the previous 5D model
for planar geometries. Most likely, this increase in the rms error
is due to the less reliable ab initio reference data. The inter-
nally contracted MR-SDCI calculations for unsymmetric NO3
configurations are not only extremely time consuming but also
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rather involved. For instance, the reference states may change char-
acter and/or active orbitals from the underlying complete active
space self-consistent field (CASSCF) calculations may rotate for
strongly distorted geometries. Such problems are less pronounced
if symmetry restrictions can be applied to the electronic wave
function. For this reason, all data were acquired along straight
cuts through six-dimensional nuclear coordinate space (NCS). This
allows for careful analysis to pinpoint data points with conver-
gence problems by their obvious deviation from the predicted
energies or by block-diagonalization techniques.85 However, it can-
not be guaranteed that really all points with convergence issues
are detected and removed from the reference set. We infer that
their potential and likely presence may give rise to higher rms
errors.

A discussion of more technical matters such as potential ben-
efits of using “deeper” neural networks with more hidden layers
or the size of the reference dataset have been discussed at great
length in previous studies76–78 and, hence, will not be repeated
here.

III. COMPUTATIONAL DETAILS
The aim of the present study is to unravel the effects of temper-

ature (hot bands) and vibronic coupling in the low energy regime
of the photodetachment spectrum by accurate quantum dynam-
ics simulations. To this end, a time-dependent approach is used
for the determination of the detachment spectrum. More specif-
ically, the propagation of a six-dimensional wavepacket evolving
on the five coupled PESs of the radical is performed starting
from the eigenfunction of each of the lowest vibrational states
of NO−3 . The spectra obtained from the Fourier transform of the
resulting autocorrelation functions are subsequently added with the
proper Boltzmann weights to simulate the NO−3 photodetachment
spectrum at a given temperature. The Multi-configuration Time-
dependent Hartree (MCTDH) approach,93,94 suitable for the repre-
sentation of wave functions with large dimensionality, is employed
for the time propagation of the wavepackets. The state average and
block diagonalization schemes95 are used for the determination of
the vibrational eigenfunctions of the anion.

The six internal curvilinear coordinates ρ(cu), ϑ(cu), φ(cu), θ(cu),
ϕ(cu), and χ(cu), as proposed in Ref. 96, are used in the dynamics
calculations. The associated quasi-exact kinetic operator is approx-
imated by the fourth order Taylor expansion as detailed in Ref. 96.
Both our previous studies74,75 on the first excited state of NO3 and
on the computation of the vibronic levels of the ground state of NO3
have demonstrated that this choice of coordinates and approxima-
tion is efficient and suitable for the study of the NO3 radical. In
the MCTDH approach used, the evaluation of the potential term
is carried out using the CDVR scheme97 for the anion and using
the generalized version as detailed in the Appendix of Ref. 83 for
the evaluation of the diabatic five by five potential matrix of the
radical.

The dominant low energy part of the photodetachment exper-
iments34,80 is simulated by assuming a vertical transition of one of
the NO−3 vibrational eigenfunctions onto the lowest component cor-
responding to the 2A2

′ state of the diabatic potential matrix of the
neutral system. An additional signal is obtained in the low energy

domain from the vertical transition to the two E′ components of the
diabatic model. This second contribution is clearly due to vibronic
coupling between the 2A2

′ ground and 2E′ excited electronic state
of the radical. No significant signal is found in the same energy
range when the vertical transition to the two 2E

′′

components is
treated. A propagation time of 250 fs is found to be sufficient for
the comparison of the computed spectrum with the experimental
data.

Table I provides the numerical details of the basis set used
for the representation of the wavepackets. Careful attention was
paid to the definition of the underlying box, to the number of sin-
gle particle functions n, and the number of Fourier grid points
N to ensure a converged autocorrelation function up to the rele-
vant propagation time. The basis definition is adapted to the exci-
tation to the E′ components. A smaller basis would be sufficient
for the case of a vertical transition to the lowest diabatic PES
only.

The lowest vibrational energy levels of the anion73 and their
contribution to the final spectrum by means of Boltzmann weights
for 435 K as in the experimental work34 are presented in Table II. At
10 K, the only relevant initial vibrational state is the ground state.

When comparing with the experimental data, one must keep in
mind the current limits of the theoretical approach. First, no over-
all rotation is taken into account explicitly. The width of the peaks
is introduced by an ad hoc damping of the autocorrelation func-
tion to be Fourier transformed. Second, no ab initio information
about the photo-detachment cross section is used. In usual absorp-
tion spectroscopy, the dipole operator could be modeled using
ab initio data. No comparable data are available in the present case of
electron detachment because we have no way to evaluate the dipole
matrix elements between the anion initial state and the radical plus
free electron final state. As a substitute, an arbitrary relative weight of
the two different electronic state manifolds is used to match the mea-
sured spectra of the two experimental setups. Finally, the presented
computing time and memory demanding computations of the E′

manifold correspond to a low intensity part of the full spectrum and
are, thus, more sensitive to round off errors. Extensive convergence
tests were performed to ensure that the presented data discussed in
the following are not artificial.

TABLE I. Wave function representations given by the number of single particle func-
tions (n), the number of Fourier points (N), and the range of the underlying box (in
a.u.) for the six curvilinear coordinates of hyperspherical type constructed using mass
weighted Cartesian coordinates.

Coord. N N Range

ρ(cu) 8 64 [635:840]
ϑ(cu) 9 96 [0.785:1.055]
φ(cu) 9 64 [0.615:0.955]
θ(cu) 6 32 [1.431:1.711]
ϕ(cu) 10 96 [0.820:1.295]
χ(cu) 10 64 [2.809:3.474]
Electronic 5 5
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TABLE II. Ground state energy with respect to the bottom of the potential energy
surface and excitation energies for the first six vibrational states of NO−3 in cm−1.
The Boltzmann weights, Bi = exp(−E/kBT), at 435 K are also given in units of B1.

Level Description Ei (cm−1) Bi/B1

1 Ground state 0(3038)a 1
2 Antisym bending 703 0.10
3 Antisym bending 703 0.10
4 Umbrella 845 0.06
5 Sym stretching 1040 0.03
6 Antisym stretching 1353 0.01
7 Antisym stretching 1353 0.01

aZero-point energy in parentheses.

IV. RESULTS AND DISCUSSION
The present quantum dynamics simulations of the photode-

tachment spectrum of NO−3 are designed in order to disentangle
unequivocally the effects of temperature and vibronic coupling in
the observed spectra. The assignment and interpretation of the spec-
troscopy of the NO3 anion and the radical gave rise to several contro-
versies over the past few decades. The first photodetachment spec-
trum published in 1991 was a breakthrough in the understanding
of NO3 and sparked significant interest.34 The latest slow electron
velocity-map imaging (SEVI) experiment80 carried out at cryogenic
temperature and with various photon energies provides a wealth of
new information. The present first principles simulations based on
the new and highly accurate diabatic PES model are capable of sub-
stantiating the interpretations of those experiments and hopefully
end at least some of the debate. An overview of the present simu-
lation results in comparison with these two experiments is given in
Fig. 1.

The first issue to be addressed for a complete understand-
ing of the photodetachment spectroscopy of NO−3 is the influ-
ence of temperature and the contribution of hot bands to the
spectrum. The absence of one prominent feature (m) in the new
cryogenically cooled spectrum clearly identifies that peak as a hot
band. The simulation of the spectrum at a temperature of 435 K,
the value estimated from the first photodetachment experiment,34

reproduces this hot band, labeled m, and confirms the original
assignment as 41

1 transition. From Figs. 1 and 2, it is found that
the excellent agreement between theory and experiment becomes
obvious.

The full photodetachment spectrum is simulated by two par-
tial spectra corresponding to the contributions of the X̃ 2A′2 and
the B̃ 2E′ state, respectively. These two partial spectra are also given
in Fig. 2 in order to make their contributions to the experimentally
observed spectrum more clear. The reason for this approach is that
the detachment cross sections corresponding to the two different
electronic state manifolds are very different and need to be taken
into account. The scaling factors due to these different cross sections
and the energy shift due to the lack of size extensivity of the under-
lying ab initio calculations are the only empirical factors used in
the present study. The partial spectra are obtained from an initially

FIG. 1. Comparison of experimental photodetachment spectra with the final quan-
tum dynamics simulation results. Panel (a) presents the theoretical and experi-
mental34 spectra at an estimated temperature of 435 K. Panel (b) shows results
at 10 K in comparison with the new cryo-SEVI results.80 A damping time of 200 fs
(100 fs, respectively) is used for the 10 K (435 K, respectively) theoretical spectra.
A ratio of 1/150 (1/30, respectively) is used for the X̃ 2A′2 and the B̃ 2E′ partial
spectra at 10 K (435 K, respectively).

diabatically pure X̃ 2A′2 or B̃ 2E′ vibronic wavepacket. This initial
condition relaxes as soon as the propagation starts and the propa-
gated wavepackets acquire non-zero probability in all five coupled
electronic states. Each of these partial spectra can be decomposed
further into the contributions originating from different thermally
populated initial states in the NO−3 anion.

The detailed and decomposed partial spectrum correspond-
ing to the X̃ state manifold is presented in panel (a) of Fig. 3.
The photodetachment spectrum obtained when using the vibra-
tional ground state of the anion after a vertical excitation onto the
lowest diabatic component is presented in red. The blue spectra
are obtained when the initial wavepacket bears one quantum of
energy in the anti-symmetric bending of NO−3 , and the violet trace
is obtained when the initial wavepacket is excited in the umbrella
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FIG. 2. The theoretically simulated spectrum at T = 435 K (black) is compared with
the experimental hot spectrum from Ref. 34 (dotted red). The partial contributions
from the X̃ 2A′2 and the B̃ 2E′ states are also shown in blue dashed and violet
dotted–dashed curves, respectively. The B̃ 2E′ contribution is scaled by 30 with
respect to the X̃ 2A′2 one.

mode. The black curve is the resulting spectrum considering a tem-
perature of 435 K, thus taking into account the Boltzmann fac-
tors of the initial states (see Table II). Because of the lack of size
extensivity of the underlying ab initio method, the computed abso-
lute energies of the radical and of the anion cannot be compared.
For this reason, we present theoretical spectra shifted in energy so
that the most intense peak (A) obtained matches the experimen-
tal data. Only the energy range of the relevant experimental data is
shown.

The partial spectra from the wavepacket propagations provide
information about the entire progression of the corresponding hot
band contributions to the total spectrum at 435 K. Some of these
peaks superimpose features of the cold spectrum and may lead to
a broadening because of slightly shifted transition energies. This is
entirely the case for all contributions when a single ν2 (umbrella)
excitation in the anion is considered. Only excitation of ν4 (asym-
metric bend) gives rise to additional features clearly distinguishable
from peaks in the cold spectrum. Probably, the most interesting of
these additional contributions is found at the position of the dis-
puted first peak above the origin 00

0 transition labeled B in Fig. 1.
This feature was attributed to the Franck–Condon (FC) forbidden
41

0 transition by Weaver et al.34 but assigned to the FC allowed
43

1 hot band transition by Yamada and Ross.98 The present results
clearly show that there is a corresponding hot band transition at
this energy, but its intensity is way too small to explain the exper-
imentally observed spectrum. This is also in agreement with the fact
that this peak is very prominent in the cryogenically cooled spectrum
where hot bands are absent.

FIG. 3. Partial spectra at 435 K (black) corresponding to excitation to X̃ 2A′2 (a)
and to B̃ 2E′ (b). The contributions from the different vibrational states of the anion
are also displayed: vibrational ground state in red, anti-symmetric bending in blue,
and umbrella in violet.

Excitations of the same initial NO−3 vibrational eigenfunctions
to the two 2E′ components of NO3 result in spectra provided in panel
(b) of Fig. 3. The vertical axis is not scaled to the same arbitrary unit
for the two panels, however. The ground state and the ν2 (umbrella)
excitation produce partial spectra with two main peaks. The first is
superposed to the 43

1 hot band at position B (see the blue curve in
panel a), which explains the higher intensity of this peak in the final
spectrum as seen in Fig. 3.

The second prominent feature of this partial spectrum is found
at a position roughly 1040 cm−1 above the 00

0 peak and was assigned
originally to the FC allowed 11

0 transition by Weaver et al.34 (labeled
D in Fig. 1). However, a 11

0 transition should not show up in the
partial spectrum corresponding to the B̃ state manifold. In fact,
we do observe a weak feature slightly to the blue of this peak in
the X̃ state partial spectrum, but its intensity would be too low
to explain the experimentally observed spectrum. When we com-
pare the peak positions of the partial photodetachment spectra with
our earlier studies providing accurate vibrational eigenstate energies
for the X̃ manifold, we find that FC allowed 11

0 transition should

J. Chem. Phys. 154, 084302 (2021); doi: 10.1063/5.0039503 154, 084302-6

Published under license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

correspond to about 1056 cm−1 above 00
0, while the FC forbidden

31
0 transition would correspond to about 1036 cm−1 above origin.

The latter assignment is in agreement with the interpretation of the
new cryo-SEVI spectrum.80 Thus, the main intensity of observed
peak D apparently originates from the B̃ state manifold and indicates
significant vibronic coupling between the two involved electronic
states. The present results show that both assignments are correct
because the experimentally observed feature is a superposition of
both detachment channels.

Some weaker additional features due to the B̃ state manifold are
found at higher energies, but they are fairly weak compared to the
two very prominent peaks discussed above. The temperature effects
can be included in the same way as for the X̃ state manifold, and
a similar behavior is found. Hot band contributions due to a sin-
gle quantum in ν2 (umbrella) in the initial state yield a spectrum
very similar to the one obtained for the sole ground state, the only
partial spectrum relevant at cryogenic temperature (10 K). By con-
trast, a single quantum in ν4 (asymmetric bend) in the initial state
results in a very different spectrum. The first prominent peak is
slightly shifted to the blue compared to the origin peak in the X̃ state
manifold. Next, there is a fairly broad feature in the region around
32 300 cm−1 where there is little intensity originating from the X̃
state manifold. Two similarly broad features are observed above
around 32 880 cm−1 and 33 330 cm−1.

At lower energy, one very interesting observation is some inten-
sity around 31 000 cm−1 and, thus, about 700 cm−1 below the 00

0
origin peak of the experimental spectrum. Apparently, this is a hot
band due to a 40

1 transition, which would be FC forbidden in the X̃
state manifold but becomes FC allowed in the B̃ state manifold just
like the 41

0 transition. It appears that this peak labeled k in Fig. 1
was not assigned before because the combination of the hot band
and vibronic coupling is necessary to explain this transition. The hot
band character is evident now from the cryo-SEVI experiment, while
its vibronic coupling origin only becomes clear from the quantum
dynamics simulations.

The various contributions from the B̃ state manifold also show
intensity above 33 500 cm−1 where there is very little intensity seen
from the X̃ state manifold. This results in two visible peaks at posi-
tions I and J, which will not disappear at cryogenic temperatures.
This is in agreement with experiment as well.

The new cryo-SEVI experiment also offers further data to dis-
entangle the contributions from vibronic coupling between the X̃
and B̃ states by varying the laser frequency near threshold. Thus,
Wigner’s threshold law99 can be invoked together with the sym-
metry rules for allowed detachment channels. It turns out that all
FC allowed transitions should result in p-wave electrons having an
angular momentum of l = 1, while all FC forbidden transitions,
which only gain intensity through vibronic coupling to the B̃ state,
should produce s-wave electrons with an angular momentum l = 0
as was also discussed in Ref. 80. Thus, the energy dependent inten-
sity behavior will scale with ΔE3/2 for X̃ contributions, but with ΔE1/2

for B̃ contributions near threshold. Here, ΔE is the electron kinetic
energy depending on the photon energy used. This effect can be
taken into account in the present quantum dynamics simulations,
and the resulting spectra are presented together with the experi-
mental ones in Fig. 4. In the theoretical simulation, a unique fixed
ratio for the contributions of the partial X̃ and B̃ states is used. The
variation of the relative peak intensities is only due to the Wigner

FIG. 4. Experimental (top) and theoretical (bottom) spectra at three photon ener-
gies: 35 137 cm−1 (black), 33 899 cm−1 (red), and 33 003 cm−1 (blue). The
photon energies are materialized by the vertical red and blue lines. 35 137 cm−1

(black) is outside the plotted energy range. The experimental spectra are repro-
duced from Fig. 3(a) of Ref. 80 with permission from the authors. Both the experi-
mental spectra and the theoretical simulations are scaled such that the maxima of
peak B are identical for the three photon energies.

energy dependence introduced by the ΔE3/2 and ΔE1/2 additional
multiplicative factors.

The first observation seen at first glance is that the intensity pat-
tern is grossly different from the high temperature spectrum. The
second very important point is that the theoretical simulation taking
the near threshold effects into account are in very good agreement
with experiment. To show the agreement more clearly, a direct com-
parison between experimental spectra and the corresponding simu-
lation is presented for each of the six different photon energies used
in the experiment in Fig. 5.

This level of agreement is only possible if the assumptions made
for the simulation are reasonable of course, giving evidence for both
the assumption of the electron wave character and the vibronic cou-
pling between the X̃ and B̃ states. Surely, this agreement is not and
cannot be perfect. One important effect that is not accounted for is
the narrowing of the experimental lines when the photon energy is
lowered. In the theoretical simulations, the line widths are induced
by the damping of the autocorrelation functions before Fourier
transformation, while in the experiment, overall rotation and exper-
imental resolution determine the line widths. Only peak intensities
are compared in the present context although the Wigner threshold
law affects the detachment cross section rather than the intensity.
So, in the following discussion, it should be kept in mind that a peak
with a smaller half-width will be more intense for the same cross sec-
tion. The simulation shows the same half-widths regardless of the
photon energy contrary to the experimental features.
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FIG. 5. Experimental (red) and theoretical (black) spectra at various photon ener-
gies as given in cm−1 along the vertical axis. Experimental80 and theoretical
spectra are scaled such that the maximum of peak B is identical. The fixed con-
tribution of the partial X̃ and B̃ states in the theoretical simulation is identical for
all six plots. The variation of the relative peak intensities is only due to the Wigner
energy dependence.

In the following, the effect of the near threshold detachment is
discussed in detail. The most surprising point is that the origin 00

0
peak (A) by far is not the most intense feature anymore (see Fig. 4).
For all but the two lowest photon energies, peak D shows the highest
intensity. Peak B becomes the dominant feature for the two low-
est photon energies, followed by D. On the contrary, according to
a simple standard FC picture, the 00

0 transition would be expected
as the dominating line of the spectrum because the equilibrium
structures of the anion and the radical are very similar. One would
also expect this to become even more pronounced when detaching
at near threshold, but the contrary is the case. Furthermore, both
the A/B and A/D intensity ratios decrease significantly rather than
increasing when the photon energy is reduced. Note that the inten-
sity of all spectra was normalized with respect to peak B. The reason
for the above observation clearly is the different electron wave char-
acter because B and D are mainly due to the B̃ state and result in
s-wave electrons, while A is entirely due to the X̃ state corresponding
to p-wave electrons. The present detailed quantum dynamics sim-
ulations show unequivocally that this effect cannot be reproduced
without the vibronic coupling effects between these two electronic
states. There would be no contribution from the B̃ state manifold in
the energy region of the present study without significant vibronic
coupling. This conclusion is the same as in previous theoretical stud-
ies64,80 and is strengthened immensely by the excellent agreement
between our detailed simulations of the near threshold effects and
the cryo-SEVI experiments.

This agreement is found not only for the A/B and A/D but
also for the B/D intensity ratio. In this case, a slight increase is
observed when the photon energy is lowered, showing that these
two peaks belong to the same electronic state manifold and, thus,
l quantum number of the outgoing electrons. It is also clear from
the simulations that the corresponding case is l = 0 and the inten-
sity of B originates dominantly from the B̃ state manifold. This is
of particular interest because the assignment of B as the FC for-
bidden 41

0 detachment34,80 has been disputed by Hirota100 based
on the interpretation of Yamada and Ross.98 However, the present
detailed simulation results clearly support the assignment of fea-
ture B as 41

0 detachment. The near threshold results also clearly
support another debated assignment, namely, that of peak D. It is
unequivocal that the main contribution to that feature originates
from the B̃ state and corresponds to an FC forbidden 31

0 detach-
ment. This was already discussed above when analyzing the partial
spectra from the simulations. The FC allowed 11

0 detachment pre-
dicted close by in energy is suppressed in these near threshold spec-
tra and contributes even less to peak D than in the hot spectrum.
Even in the 435 K spectrum, 11

0 detachment has only a minor effect
compared to FC forbidden 31

0 detachment, contrary to the initial
assignment.

Finally, there is also an interesting observation for peak C in
both experiment and simulation. The ratio of A/C decreases strongly
when the photon energy is lowered. This indicates that A and C cor-
respond to different l quantum numbers for the outgoing electron
wave. In fact, the assignment of peak C to 42

0 detachment turns out
to be correct, but the double excitation of a degenerate e′ mode leads
to a more complex picture for C when compared to A. The temp-
tation to assume an FC allowed transition corresponding to the X̃
state manifold just like peak A does not account for this complex-
ity. Indeed, the present case leads to two different sublevels of a1

′

and e′ symmetry. These two sublevels are found to be only 20 cm−1

apart in energy, and the 42
0 (e′) sublevel corresponds to an FC forbid-

den transition allowed by coupling to the B̃ state. The latter sublevel
is less affected by the near threshold effect than the FC allowed a1

′

sublevel because the corresponding electron wave belongs to l = 0
rather than l = 1. It appears that in the 435 K spectrum, this peak
is dominated by the 42

0 (a1
′) sublevel, thus having a higher intensity,

while in the cryo-SEVI spectrum, this feature is mainly due to the 42
0

(e′) sublevel resulting in a lower but less photon energy dependent
intensity.

V. CONCLUSIONS AND OUTLOOK
A new and highly accurate full-dimensional and fully coupled

diabatic potential energy (PES) model is presented for the lowest
electronic states of NO3, namely, X̃ 2A′2, Ã 2E

′′

, and B̃ 2E′. This
model is based on high quality ab initio reference data that were dia-
batized by the recently developed method of complete nuclear per-
mutation inversion invariant artificial neural network (CNPI-ANN)
diabatization.78 A reduced-dimensional model for planar NO3 was
extended by adding a second ANN to account for the out-of-
plane motion. This model is extremely efficient and reproduces the
ab initio reference data very accurately. Quantum wavepacket
dynamics simulations using this model are performed to study the
photodetachment spectroscopy of the NO−3 anion detaching into the

J. Chem. Phys. 154, 084302 (2021); doi: 10.1063/5.0039503 154, 084302-8

Published under license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

energetic region of the X̃ state of the radical. These calculations are
designed such that the two available experiments, an older record-
ing at elevated temperature34 and a very recent SEVI spectrum at
cryogenic temperature,80 are reproduced. To this end, the effect of
temperature and near threshold effects (Wigner’s threshold law)
are accounted for. Furthermore, the strong pseudo-Jahn–Teller cou-
pling between the X̃ and B̃ states leads to additional contributions
in the energetic region of the X̃ state manifold, which contribute
considerably to the experimentally observed spectra and are mod-
eled properly in the present simulations. Very good agreement is
achieved, giving strong evidence to the interpretation of the detailed
theoretical data.

Temperature effects are taken into account in a straightforward
way to simulate the contribution of hot bands. To this end, par-
tial spectra are computed for several initial vibrational states of the
anion and the total spectrum is obtained as a weighted superposi-
tion using the Boltzmann factors for a temperature of 435 K. This
does not yield a satisfactory spectrum if only the X̃ state manifold
is considered. Therefore, a second set of partial spectra is com-
puted, accounting for the B̃ state manifold and yielding Franck–
Condon (FC) forbidden transitions, which become allowed through
the strong pseudo-Jahn–Teller coupling. Only the weighted super-
position of all partial spectra from X̃ state and B̃ state manifold
yields a simulated spectrum that agrees with experiment. In fact,
the obtained agreement is excellent, giving strong support for the
assumptions made in the simulation. The simulations allow us to
identify the 00

0 transition in agreement with experiment and two
hot bands to the red of it, namely, 41

1 and 40
1. The latter transition

is FC forbidden and borrows its intensity from the B̃ state appar-
ently. The first prominent peak to the blue is a superposition of the
weak FC allowed 43

1 hot band and the much stronger FC forbidden
41

0 detachment. The present result hopefully will settle the debate
about the corresponding assignments. A further strong experimen-
tal feature a bit more than 1000 cm−1 above the 00

0 line also turns
out to be a superposition and a weak FC allowed 11

0 detachment
and a much stronger FC forbidden 31

0 transition that borrows inten-
sity from the B̃ state through vibronic coupling. This yields further
support from both experiment and theory that the disputed ν3 fun-
damental of neutral NO3 is found around 1040 cm−1 rather than at
1492 cm−1.

The evidence for the above assignments is strengthened by the
simulation of the new cryo-SEVI spectra in which the near thresh-
old effects (Wigner’s threshold law) are taken into account. The
two partial spectra for the X̃ and B̃ state correspond to different
angular momenta for the detached electrons, l = 1 for X̃ and l = 0
for B̃. The different threshold behavior allows us to disentangle
which peaks are dominated by which electronic state manifold. The
cryogenic temperature of 10 K removes all contributions from hot
bands. The experimental cryo-SEVI spectra taken at six different
photon energies show very different intensity patterns from the
435 K spectrum; yet, they are simulated in very good agreement
using the present model. The detailed analysis confirms the above
assignments and, furthermore, identifies another peak as a super-
position of weak FC allowed 42

0 (a1
′) and strong FC forbidden 42

0
(e′) detachment. All these results clearly show the importance of
the vibronic coupling between the X̃ and B̃ states without which
it would be impossible to simulate the experimental results that
well.

Finally, the very good agreement with experiment obtained for
all the spectra indicates the accuracy of the underlying diabatic PES
model. The model also includes the Ã state for which at least a pho-
todetachment spectrum at elevated temperature was recorded and
published. It can be expected that the present PES model will also
yield detailed simulation results for that spectrum and this shall
be studied in the near future. Furthermore, the model allows us to
investigate the nonadiabatic dynamics after exciting the wavepacket
to one of the excited states. This may allow us to disentangle some
further experimental observations, like the B̃ state lifetime, which are
not well-understood, yet. We hope that the continuous work will lift
some more secrets of the enigmatic NO3 radical in the future.
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APPENDIX: COORDINATES, INVARIANTS,
AND DIAGONAL POTENTIALS OF THE DIABATIC PES
MODEL
1. Coordinates Q

The symmetry-adapted coordinates are constructed from a set
of primitive valence coordinates as already described in previous
works73,83 and account for the basic asymptotic behavior in the
underlying low-order model. The primitive coordinates comprising
the three N–O distances ri and a set of O–N–O angles αi are first
transformed non-linearly as

mi = 1 − exp(−γ(ri − r0)), (A1a)

α′i =
αi − α0

rjrk
, i ≠ j ≠ k, (A1b)

where r0 and α0 are the respective distances and angles at the refer-
ence point and γ is a chosen Morse parameter. These primitive coor-
dinates are then linearly transformed to yield the symmetry-adapted
coordinates a (breathing mode) and the degenerate asymmetric
modes xs, ys (stretching) and xb, yb (bending):

a =
√

1
3
(m1 + m2 + m3), (A2a)

xs =
√

1
6
(2m1 −m2 −m3), (A2b)

ys =
√

1
2
(m2 −m3), (A2c)

xb =
√

1
6
(2α′1 − α′2 − α′3), (A2d)

yb =
√

1
2
(α′2 − α′3). (A2e)
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The symmetry-adapted out-of-plane umbrella coordinate θ is con-
structed from the trisector angle ϑ as follows:

θ =
ϑ − π

2

r1r2r3
. (A3)

2. Invariants Q̃
For the sake of simplicity, let r2

s,b be given as

r2
s,b = x2

s,b + y2
s,b. (A4)

Furthermore, let the third order invariant terms τjk with j, k ∈ {s, b}
be defined as

τjk = xj2xk − xkyj2 − 2xjykyj. (A5)

Q̃ is then composed of the following invariants:

Q̃1 = a, (A6a)

Q̃2 = r2
s , (A6b)

Q̃3 = r2
b , (A6c)

Q̃4 = θ2, (A6d)

Q̃5 = xsxb + ysyb, (A6e)

Q̃6 = 10 ⋅ tanh(0.1 ⋅ τss), (A6f)

Q̃7 = 10 ⋅ tanh(0.1 ⋅ τbb), (A6g)

Q̃8 = 10 ⋅ tanh(0.1 ⋅ τsb), (A6h)

Q̃9 = 10 ⋅ tanh(0.1 ⋅ τbs). (A6i)

3. Diagonal model terms
The totally symmetric diagonal contributions of the reference

model are expressed here in terms of three independent scalar
functions V i(Q),

Wd
diag(Q) =

⎛
⎜⎜
⎝

V1(Q) 0T 0T

0 V2(Q)1 0
0 0 V3(Q)1

⎞
⎟⎟
⎠

. (A7)

Apart from the constant terms, referring to the vertical excitation
energies at the reference point, an expansion of each V i(Q), i = 1,
2, 3 up to second order yields four (constant) coefficients μi

k and
corresponding polynomial terms,

Vi(Q) = μi
1 ⋅ a + μi

2 ⋅ a2 + μi
3 ⋅ r2

s + μi
4 ⋅ r2

b , (A8)

where r2
i are defined in Eq. (A4).
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