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Abstract—For its clinical potential, segmentation of the
preterm neonate’s Cerebral Ventricular System (CVS) in 3D
ultrasound (US) data using convolutional neural networks (CNN)
is an emerging field. Nevertheless, gathering manually annotated
data to efficiently train a CNN is difficult. In this paper, we
address the question of how many training volumes and which
kind of artificial data augmentation strategies would be suitable
for this application. We explored this topic by training a U-net
with different training-set size and by using several artificial data
augmentation strategies. In our set-up, accurate segmentation
results (Dice ≥ 0.8) were obtained with only 9 training volumes.
The use of artificial data augmentation improved significantly
(p < 0.05) the accuracy obtained without data augmentation
when performing horizontal flips (between the right and the left
brain hemispheres). The other types of data augmentation that
we tried did not significantly improve U-net accuracy.

Index Terms—preterm neonates, CVS 3D segmentation, 3D US
data, training-set size, artificial data augmentation

I. INTRODUCTION

Automatic segmentation of the CVS in 3D US data is
an emerging field for its clinical potential. Indeed, preterm
neonates are highly likely to suffer from ventriculomegaly
which corresponds to an abnormal accumulation of cere-
brospinal fluid inside the CVS which causes its dilation. The
estimation of the CVS volume through its automatic segmenta-
tion in 3D US data would enable its monitoring for all preterm
neonates. This clinical parameters is needed to decide when a
surgical intervention must be performed to reduce intra-cranial
pressure and to prognosticate the neurodevelopmental outcome
of these patients [1].

Preterm neonates’ CVS segmentation in 3D US data
was achieved by [2] and [3]t using atlas-based registration
followed by active contour segmentation methods and recently
by [4] using a 2D U-net.

CNNs have recently outperformed the state-of-the-art
methods in image segmentation problems [5], [6]. These

methods enable the segmentation of difficult structures, in few
seconds, with an outstanding level of accuracy. Thus, they are
perfectly suited to this segmentation problem. In particular
U-net [7] and V-net [8] are CNNs architecture which have
been widely used to solve medical image segmentation
problems. Yet, to tackle a segmentation problem with a
CNN, it is necessary to build a database. This step is difficult
and very time-consuming, especially for a medical image
segmentation problem which requires a physician to acquire
and annotate 3D data. In addition, the suitable number of
training volumes required and the suitable kind of artificial
data augmentation to be used are application dependent. To
the best of our knowledge, these questions have not been
studied for this application.

In this paper, we trained a 2D U-net to achieve the CVS
segmentation in 3D US data. We propose to estimate the
number of training volumes that are necessary to obtain an
accurate precision (Dice ≥ 0.8) and to determine which
kind of artificial data augmentation strategies are suitable for
this application. We found that only 9 training volumes were
necessary to obtain accurate segmentation results and that
performing horizontal flips during the training process could
improve the network accuracy.

II. METHOD

A. Data description

In this study, 25 3D reconstructed US data created with the
algorithm we proposed in [4] were used. They were recon-
structed from 2D freehand transfontanellar ultrasonography
that were acquired by a paediatrician in coronal orientation
with a multi-D Siemens Acuson 9L4 probe. The patients mean
age at acquisition was 35.81 ± 1.59 weeks of amenorrhea. The
data size was 320 × 320 × 320 and all the 3D US volumes
contained a 3D segmentation of the CVS. This database was



split into a training, a validation and a test set that respectively
contained 12, 5 and 7 volumes.

B. U-net optimization set-up

The segmentation problem was solved by training a U-net
CNN [7] which included batch normalization [11] and ReLU
activation.

The network weights were initialized according to a uniform
distribution with Xavier initializer [9] and the bias were
initialized to 0.01.

The network parameters were optimized performing
stochastic batch gradient descent with Adam optimizer [10].
Each batch was composed of 10 US sub-images of size
128× 128. The gradient step was set to 1× 10−4 during the
first 10000 steps, 2× 10−5 during the 10000 following steps
and to 5× 10−6 until the end of training.

Cross-entropy was defined as the loss for the first 5000 steps
and softDice, as defined by Equation.1, was then used until
the end of training.

L(Y, Ŷ ) = 1− 2×
N∑

i=1
yiŷi

δ+
∑
yi+ŷi

(1)

yi ∈ {0, 1} is the label of the i-th pixel of the reference
segmentation Y , 1 corresponding to the CVS. ŷi ∈ [0, 1] is
the probability, given by the network output Ŷ , of the i-th
pixel of X to belong to the CVS. δ was set to 10−10 to avoid
division by zero when the batch did not contain CVS.

If the loss calculated over the validation set had not im-
proved for 5000 iterations and if the network was trained for at
least 15000 iterations, the training process was stopped (early
stopping).

The network was implemented on python using tensorflow
[13].

C. Training-set size

The aims of this experiment were to estimate the training-
set size which is necessary to obtain a good precision
(Dice > 0.8) and to determine which strategy should be
used to keep improving the network accuracy increasing the
training-set size or designing a more suitable architecture
than U-net.

To address these questions, we fixed the validation set and
the test set as defined in Section.II-A and trained a U-net with
different training-set size : 1, 3, 5, 7, 9, 11 and 13 volumes.
For each of these sizes, the training volumes were randomly
drawn inside the training set and the experiment was repeated
10 times.

D. Artificial data augmentation

Increasing the training-set size in order to improve seg-
mentation accuracy can be very difficult and time-consuming.
Rather than manually annotating new data, artificial data
augmentation strategies can be used to increase the variability

contained in the training set. Nevertheless, the kind of trans-
formation that should be performed is application dependent
and must be chosen carefully. For this experiment, we tried :

1) Horizontal flip (betweeen the left and the right brain
hemispheres).

2) Rotation (-10o to 10o).
3) Affine transformations of the pixel coordinates by a

matrix A :

A =

(
1 +m00 m01

m10 1 +m11

)
(2)

with m00, m01, m10, m11 ∈ [−0.15, 0.15].
4) Non-linear transformations of the pixel coordinates by

a gaussian random field.
5) Gaussian white noise (σ2 = 0.0625).
6) Zoom (factor 1 to 3).
Each transformation was performed separately and was

applied to each patch with probability 0.2. For each type of
data augmentation, U-net was optimized 10 times. Examples
of data before and after transformation can respectively be
seen in Figure.1.a and Figure.1.b.

Fig. 1. US data and associated label without (a) and with artificial data
augmentation (b).

E. Evaluation metrics

The precision of the trained networks were estimated over
the test set with Dice as defined by Equation.3.

Dice = 2× |Y ∩
ˆ̂
Y |

Y+
ˆ̂
Y

(3)

Where Y is the targeted 3D segmentation, ˆ̂
Y the segmenta-

tion estimated by the trained network and |X| a function that
gives the number of 1 in a set X .



III. RESULTS

A. Training set-size

The mean Dice (over 10 optimizations) obtained over the
training set and the test set after the optimization of a U-net
with different training-set size are represented in Figure.2.

Fig. 2. Mean dice calculated over the training set and the test set as a function
of the training-set size (without data augmentation).

We can see that the mean Dice calculated over the test set
and the training set are respectively increasing and decreasing
as a function of the training-set size. This behavior is coherent
because the variability contained in the training-set increases
with its size. Thus, the training set is harder to fit but enables
a better generalization to unseen data.

When the training-set size is greater than 7, we can see
little variation in the mean Dice values. To reveal a significant
difference between the segmentation results obtained with
different training-set size, t-test were performed. The results
obtained with 13 training volumes were used as a baseline.
Quantitative results and p-values are given in Table.I.

TABLE I
MEAN DICE VALUES OBTAINED AFTER THE OPTIMIZATION OF A U-NET

WITH DIFFERENT TRAINING-SET SIZE.

Training Mean Dice Mean Dice p-valuepatients (training) (test)
1 0.904 ± 0.054 0.485 ± 0.049 1.22e-13
3 0.895 ± 0.031 0.692 ± 0.043 1.97e-07
5 0.877 ± 0.033 0.746 ± 0.028 4.81e-06
7 0.875 ± 0.006 0.796 ± 0.009 2.08e-03
9 0.866 ± 0.009 0.8 ± 0.012 9.10e-02

11 0.868 ± 0.008 0.807 ± 0.004 6.85e-01
13 0.867 ± 0.006 0.808 ± 0.005 1

A good accuracy was obtained over the test set with only
9 training volumes (and 5 validation volumes). These results
suggest that even if the creation of such database is time-
consuming it remains worth considering for this problem.

A significant difference was found with the baseline for a
training-set size of 1, 3, 5 and 7 volumes but not for a training-
set size of 9 volumes (p = 0.091 > 0.05) or 11 volumes
(p = 0.685 > 0.05). These results suggest that continuing
to increase the training-set size would faintly improve U-net
accuracy. It would require many new volumes or uncommon
volumes to increase the variability contained in the training
set and thus improve the segmentation accuracy. A better way
to improve the network precision would be to design a CNN
architecture that is more suitable for this problem.

B. Artificial data augmentation

The mean Dice (over 10 optimizations) obtained using each
type of artificial data augmentation are given in Table.II. t-test
were performed to reveal significant differences between the
results obtained with and without artificial data augmentation.

TABLE II
SEGMENTATION ACCURACY OF A U-NET OPTIMIZED WITH DIFFERENT

TYPES OF ARTIFICIAL DATA AUGMENTATION.

Augmentation Dice p-value
No augmentation 0.809 ± 0.003 1

Horizontal flip 0.817 ± 0.003 3.42e-05
Affine transform 0.811 ± 0.006 5.06e-01

Gaussian random field 0.811 ± 0.005 3.52e-01
Gaussian white noise 0.806 ± 0.003 1.12e-01

Rotation 0.811 ± 0.005 3.62e-01
Dilation 0.805 ± 0.009 2.06e-01

The use of horizontal flip during the optimization process
significantly (p = 8.84 × 10−4) improved the segmentation
accuracy in light of the Dice metric. This result might be
explained by the fact that, as the left and right hemispheres
are symmetric, performing horizontal flips enables the creation
of realistic new data. Unfortunately, the other transformations
did not significantly improve U-net accuracy. This result can
be explained by the fact that these transformations did not
enable the creation of realistic new US images : damage
speckle, unrealistic anatomical orientation, unrealistic surface
reverberation, . . . Nevertheless, the Mean Dice was higher with
the use of affine transform, Gaussian random field and rotation.

C. 3D segmentation of the CVS

Qualitative results in the case of the patients which corre-
spond to the highest Dice among the dilated CVS cases and
the lowest and highest Dice among the normal CVS cases are
respectively shown in Figure.3.a, Figure.3.b and Figure.3.c.
These results were obtained with the U-net trained without
data augmentation and the U-net trained with horizontal flips,
which best performed on the validation set.

The main parts of the CVS were found in the three cases. No
significant differences can be observed between the segmenta-
tion obtained with and without data augmentation in the case
of the patient with the highest Dice among the dilated cases.
Which ones are usually well segmented because all the parts
of the ventricles are dilated and thus are easier to identify. In
the normal cases, when U-net is trained with horizontal flips,



Fig. 3. Reference segmentation (red) and automatic segmentation obtained with (blue) and without (green) performing horizontal flip during the optimization
process. The segmentation results correspond to the highest Dice among the dilated CVS (a) and the lowest (b) and highest (c) Dice among the normal CVS.

we can see that the number of outliers is reduced and that the
temporal horns are better found.

IV. CONCLUSION

In this paper, a 2D U-net was trained to achieve CVS
segmentation in 3D US data. This study aimed at estimating
the number of training volumes that are necessary to obtain
accurate segmentation results (Dice > 0.8) and at determining
which types of artificial data augmentation are suitable for this
application.

The experiments detailed in this paper showed that accurate
segmentation can be obtained with only 9 training volumes and
5 validation volumes. In addition, we found that performing
horizontal flips on the training data during the optimization
process can significantly improves the network accuracy.
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