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Abstract—Generalized memory polynomials have recently 

been proposed as an efficient means of linearization in wireless 

radio systems. Their unique structure provides an excellent 

compromise between complexity and accuracy. In the present 

paper, we show that the approach can successfully be 

transposed to optical systems. The investigated scenario is that 

of a CO-OFDM solution for metropolitan/access networks. 
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I. INTRODUCTION 

The information age was brought about by significant 
advances in various fields of science. Photonics quickly 
established itself as the solution for transoceanic and 
transcontinental long-haul while radio turned out to be the 
driving force behind metropolitan and access networks. It 
was in radio communications, particularly with the 
emergence of wireless solutions, that the need for digital 
predistortion (DPD) appeared. Essentially, the competition 
for bandwidth coupled with budget constraints pushed the 
engineering community to look for solutions to reduce the 
impact of nonlinear effects intrinsic to power amplifiers on 
modulated signals. Indeed, power amplifiers, particularly in 
affordable, massively available solutions are major sources 
of nonlinearities. Digital predistortion aims to compensate 
these nonlinearities by adequately altering the modulated 
signals and various solutions have been proposed over the 
years (see [1] and the references therein). 

More recently however the historical separation between 
long-haul communications relying on fiber optics, on one 
hand, and metropolitan and access networks relying on 
copper and wireless radio, on the other hand, has become 
less distinct. Optical access networks are now a reality for 
millions of users enabling throughputs at speeds never 
imagined before and an ever increasing variety of services. 
Thus a lot of the issues that had been encountered and solved 
in radio networks in the early 2000s start to emerge in 
photonics. For example the use of affordable amplification in 
access and metropolitan networks is becoming a hot topic in 
both academic and industry-related circles. Furthermore, 
recent literature shows increased interest in advanced optical 
modulation algorithms with Coherent Optical Orthogonal 
Frequency Division Multiplexing (CO-OFDM) being one 
possible solution; Digital predistortion has thus come to the 
attention of the photonics community [2]. With 

Semiconductor Optical Amplifiers (SOAs) being a candidate 
for use in access networks [3], DPD is becoming a must 
particularly in a scenario using non-constant envelope 
modulation such as OFDM. 

In the present paper the authors investigate some recent 
predistortion algorithms and test them in a scenario 
implementing CO-OFDM and using an SOA as a booster 
amplifier. 

II. DIGITAL PREDISTORTION FOR OPTICAL METROPOLITAN 

ACCESS NETWORKS 

A. The scenario of a CO-OFDM system using SOAs 

The architecture that will be explored in the context of 

this paper is depicted in Fig. 1. A data stream undergoes 4-

QAM modulation with each QAM symbol assigned to one of 

the 128 subcarriers belonging to one of 32 OFDM frames 

with a 5 GHz bandwidth. An oversampling factor of 4 is 

used. The scenario includes a cyclic prefix equivalent to  
1

8
 of 

each OFDM frame duration. Once the signal becomes analog 

after digital-to-analog conversion, it undergoes electro-optic 

conversion by means of a laser diode and an IQ modulator 

comprised of Mach-Zehnder modulators (MZMs) operating 

at null point with driving peak-to-peak voltages of 1.25 × 𝑉𝜋. 

The SOA, supplied by a 150 mA bias current (𝐼𝑏𝑖𝑎𝑠), boosts 

 

Fig. 1 CO-OFDM transmission system with a SOA and DPD 



the optical signal before it enters the fiber channel. By using 

a reference laser, photodetectors and trans-impedance 

amplifiers, the signal is able to get back into the electrical 

domain where after synchronization, the signal can be 

demodulated and the original data streams detected. The 

present paper focuses on nonlinearities mainly related to the 

SOA but also the IQ modulator. These will need to be 

compensated by the DPD while the other elements of the 

previously described system will be considered ideal at this 

stage. 

However, it is important to gauge the fundamental 
differences that come about when switching from 
radiofrequencies to photonics and anticipate their influence. 
Several points bring interest to testing DPDs in photonics by 
spotting some uncommon grounds in RF and photonics. For 
instance, RF suffers from electromagnetic interference and 
propagation delay whereas photonics has to deal with 
chromatic dispersion and polarization mode dispersion. 
Furthermore, the addition of laser diodes and electro-optic 
and opto-electric conversion introduces some complications 
and limits the implementation of an adaptive algorithm 
unlike in RF. This means the DPD needs to be well 
optimized and robust from inception knowing that with the 
higher data rates associated with optics, the algorithms used 
to construct the DPDs should not be overly complex. 

B. Common predistortion solutions 

Predistortion relies on a relatively basic principle. One 
may see the channel as a nonlinear function altering the 
modulated signal in an undesired fashion. It appears quite 
natural to try to implement the inverse nonlinear function and 
add it into the system so that the effects of the two blocks 
simply cancel each other out. While the concept is simple, 
putting it into practice can prove quite complex.  

In terms of identification two grand strategies are 
possible: direct learning and indirect learning. Direct 
learning implies building a mathematical model for the 
channel and analytically computing its inverse function. The 
approach is generally cumbersome and is not relevant to the 
scope of this paper. Indirect learning (shown in Fig. 2) 
bypasses the analytical inversion requirement by essentially 
recasting the problem as classical optimization. One starts 
with a well-chosen nonlinear parametric structure and 
subsequently computes its coefficients by minimizing an 
error criterion. Obviously the choice of the predistorter 
structure is crucial and non-trivial. However, a lot of relevant 
knowledge is already available in fields such as control 
theory or behavioral modeling where nonlinear system 
identification is a well explored topic. 

Volterra Series is one of the oldest known techniques to 
describe nonlinear systems and is essentially a generalization 
of the impulse response function. Its mathematical 
expression is given by (1): 
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where 𝑎𝑘,𝑙1,⋯,𝑙𝑘
 are the multidimentional Volterra kernels. 

Traditionally, Volterra models are known to suffer from 
“the curse of dimensionality”, their intrinsic complexity 
limiting their use to weakly nonlinear systems. Recently, 
progress in tensor decomposition has led researchers to  

 
Fig. 2. Indirect learning approach 

investigate the potential use of full-Volterra models in the 
context of DPD [4] but generally, simplified Volterra-
inspired structures are more common. Memory polynomials 
(MP) are typical examples of such structures which input-
output relation is shown in (2).  
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𝑙=0

𝐾−1

𝑘=0

 


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𝐾 and 𝐿 are respectively the model’s nonlinearity order and 
the memory depth. One notices the significant simplification 
achieved with respect to Volterra but practice shows there is 
a price to pay in terms of performance [4].  

Further simplification can be achieved by the so-called 
envelope memory polynomials (EMP). EMP can be defined 
as shown in (3). 
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One may note that the main difference between MP and 
EMP is that in the case of the latter the nonlinearity of the 
system is related solely to the input’s magnitude. Previous 
investigation shows that EMP is a better candidate for DPD 
[5] and the physics of the amplifier under test can explain 
these results. 

From a practical point of view (2) and (3) can be 
rewritten in vector form as: 

 𝑦
𝑚𝑜𝑑𝑒𝑙

(𝑛) = 𝝋
𝑚𝑜𝑑𝑒𝑙

(𝑛)𝑨 

𝑨  contains the model coefficients and 𝝋
𝑚𝑜𝑑𝑒𝑙

 is a matrix 

constructed according to the input signal and the model. The 
coefficients can then be estimated by applying a least squares 
approach to (4). 

In this paper, the MP and EMP will be used for the 
comparative analysis but there are many other DPD models 
that have been explored in recent research. For instance, 
Hammerstein and Wiener structures are also well known in 
nonlinear system identification as are their augmented 
versions such as FLUT [6]. For a more exhaustive review of 
DPD solutions one should refer to [1]. 

III. GENERALIZED MEMORY POLYNOMIALS 

Generalized memory polynomials (GMP) are a recent 
and elegant solution that includes MPs and EMPs while 
providing an extra degree of freedom. It should be noted that 
the generalization implied here is by no means a return to the 
Volterra series with its kernels that increase in dimension as 
the order of nonlinearity increases. This structure rather aims 
to take into account the signal’s envelope, a lagging envelope 
and a leading envelope [7]. 



A. Mathematical concept 

The equation describing the GMP model is as follows: 
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

where 𝐾𝑎, 𝐾𝑏 and 𝐾𝑐 are the nonlinearity orders, and 𝐿𝑎, 𝐿𝑏  

and 𝐿𝑐 , and 𝑀𝑏  and 𝑀𝑐  are the memory depths. The 

coefficients 𝑎𝑘𝑙 , 𝑏𝑘𝑙𝑚 , and 𝑐𝑘𝑙𝑚  are estimated in traditional 

manner using least squares. 

B. Parameter identification using the Hill-Climbing 

algorithm 

In the case of MP and EMP one needs to choose the 

order of nonlinearity and the memory depth, i.e. two 

parameter values. The choice is not trivial and one could 

even imagine testing 64 combinations of values assuming 

both the nonlinearity order and the memory depth are 

limited to a maximum value of 8. While it does not seem 

completely impractical to do such comprehensive analysis 

for MP and EMP in the case of GMP the size of the problem 

becomes daunting; venturing into a grid search with 

16,777,216 combinations should obviously be ruled out for 

any practical purpose. One simple solution to this problem is 

given by the so-called Hill-Climbing algorithm which 

presents an automated means of selecting the structural 

GMP parameters [8]. The general stages of the Hill-

Climbing algorithm can be described as listed below: 
1. Create an 8-tuple initialized as a linear function with 

no memory ( 𝐿𝑎 = 𝐾𝑎 = 𝐿𝑏 = 𝑀𝑏 = 𝐿𝑐 = 𝑀𝑐 = 1 , 
𝐾𝑏 = 𝐾𝑐 = 0). This is subsequently referred to as 
“current point”. 

2. Search the neighborhood of current point. Here, the 
neighborhood is defined as the (-1,0,1) range for 
each of the parameters. 

3. Compute predistorders using (4) for entire 
neighborhood. 

4. Compute the normalized mean square error (NMSE) 
for entire neighborhood. 

5. Evaluate performance according to a criterion 
defined by 𝐽 = λ × (NMSE + 20) + 𝑁𝑐𝑜𝑒𝑓𝑓  , with 

𝑁𝑐𝑜𝑒𝑓𝑓  being the number of coefficients. (The 

criterion basically seeks a tradeoff between error 
level and number of coefficients.)  

6. Rank all points in the neighborhood according to 𝐽. 
If current point has best 𝐽 stop; else point with best 𝐽 
becomes “current point” and repeat 2-6. 

In this paper, a value of 𝜆 = 4 is chosen in order to put a 
higher weight on the number of coefficients. Note that there 
has also been research on automatically finding a desirable 
value for this constant [9]. 

IV. SIMULATION AND RESULTS 

Using the scenario described in section II with a 
commercial 750 µm INPHENIX-IPSAD1501 SOA we 
perform a number of simulations comparing the performance 
of various DPD solutions. Note that the model used to 
simulate the system under test has been validated by 
measurements [10], [11]. 

A. Efficiency analysis 

 The objective of the first test is to compare a CO-OFDM 
scenario with no DPD with three scenarios featuring DPD 
(MP, EMP and GMP). Error vector magnitude (EVM) is 
computed for various values of the input power and the 
results are plotted in Fig. 3a. In 4-QAM OFDM on optical 
fiber access networks EVM values in the 30% range at the 
output of the booster are considered acceptable (this differs 
significantly from target levels in RF) [12]. Network reach is 
thus directly related to the highest input power that still 
guarantees the 30% EVM boundary. For each scenario, ten 
simulations featuring different OFDM sequences with 32 
frames/sequence are carried out. The different plots in Fig. 
3a show average EVM (dark thin lines) and standard 
deviation (shading). The predistorter coefficients are 
recomputed for each input power level. One notices that 
while MP does provide some improvement, EMP and GMP 
predistorters perform much better with GMP leading 
particularly at lower power levels. The analysis is repeated 
using normalized mean square error as a criterion (see Fig. 
3b); the ranking of the various DPD variants is confirmed. It 
is interesting to observe that the standard deviation is 
reduced when DPD is included in the system (note thinner 
shading for blue, red and green plots). This entails that the 
system is more robust with respect to the characteristics of 
the input signal. 

 

 
Fig. 3 Error Vector Magnitude (3.a) and Normalized Mean Square 

Error (3.b) at different input identification power 

(a) 

(b) 



 

Fig. 4.  Constellation at 𝑃𝑟𝑒𝑓 = -14 dBm 

 

Fig. 5.  Power spectral density at 𝑃𝑟𝑒𝑓 = -14 dBm 

Fig. 4 shows the 4-QAM constellations on the receiver 
side (in an optical back-to-back scenario) for an input power 
into the SOA 𝑃𝑟𝑒𝑓 = -14 dBm. Again qualitatively the ranking 

of the three DPD solutions in terms of performance is 
confirmed. Visually the effect is even more apparent than in 
Fig. 3. 

Fig. 5 shows OFDM spectra for the same four scenarios. 
Note that frequency values are relative to the 1540 nm 
optical carrier. Also, since the plot is meant for comparison 
of SOA input and output, the magnitude scale is normalized 
hence the values are not physically representative. 
Observation of the in-band behavior shows that the DPD acts 
as a pre-equalizer (the tilt visible on the purple waveform is 
compensated). More interesting is the out-band behavior and 
one may see that adjacent channel power ratio (ACPR) is 
visibly reduced. In this respect GMP performs best 
(particularly visible on the left-hand side). 

B. DPD robustness 

A final comparative analysis is carried out and illustrated 
in Fig. 6 in terms of EVM (Fig. 6a) and NMSE (Fig. 6b). 
This time the parameters of the three predistorters are 
computed only once for a reference power of -14 dBm. They 
are then used unaltered for system validation at various other 
input power levels in what is essentially a robustness 
analysis. 

 

 
Fig. 6. Error Vector Magnitude (6.a) and Normalized Mean Square 

Error (6.b) at different SOA input powers, while using the three DPDs 

identified at 𝑃𝑟𝑒𝑓 = -14 dBm 

EMP and GMP clearly outperform MP, with GMP 
exhibiting a more robust behavior at higher power levels. 

V. CONCLUSION 

The present paper focuses on the use of generalized 
memory polynomials in the context of DPD for optical 
networks. Combined with a hill climbing algorithm used to 
select model parameters, the technique seems promising and 
the results in section IV show GMP outperforming other 
solutions. To the authors’ knowledge this is the first time 
GMP predistortion is investigated for optical OFDM and the 
present conference paper is meant as a proof-of-concept. 
Future work is likely to include implementation of enhanced 
hill-climbing algorithms [9] and also focus on improving the 
simulation set-up by modeling the receiver more accurately 
and also taking into account a non-ideal channel. 
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