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Abstract 

We propose, in this study, an original method that was developed to remotely measure the 

instantaneous pulse rate using photoplethysmographic signals that were recorded from a low-cost 

webcam. The method is based on a prior selection of pixels of interest using a custom segmentation 

that used the face lightness distribution to define different sub-regions. The most relevant sub-

regions are automatically selected and combined by evaluating their respective signal to noise ratio. 

Performances of the proposed technique were evaluated using an approved contact sensor on a set 

of 7 healthy subjects. Different experiments while reading, with motion or while performing common 

tasks on a computer were conducted in the laboratory. The proposed segmentation technique was 

compared with other benchmark methods that were already introduced in the scientific literature. 

The results exhibit high degrees of correlation and low pulse rate absolute errors, demonstrating that 

the segmentation we propose in this study outperform available region-of-interest selection 

methods. 
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1. Introduction 

The ability to measure the cardiac pulse wave along with other vital signs using non-contact 

technologies has been widely studied over the last ten years [1,2]. Webcams correspond to 

low-cost and remote sensors that can be employed to non-invasively assess a set of specific 

physiological signals [3]. Important health parameters, like the cardiac pulse rate [2,4-6], the 

peripheral arterial oxygen saturation [5,7] or the pulse transit time [8] are computed from 

these biological signals. The quantified markers are continuously monitored and inspected in 

order to diagnose specific diseases in-hospital. They can also be employed at-home for 

personal well-being purpose. Standards of measurements recommend the use of contact 

technologies, like electrocardiographic probes [9], chest straps and pulse oximeters to 

respectively monitor the heart rate, the breathing rate and the oxygen saturation. However, 

these contact sensors can cause irritation and discomfort if they are worn over a long period 

of time. Infants in neonatal intensive care units [10] and patients that present skin ulcers or 

burns may not be able to wear the contact probes. Herein, non-contact technologies are 

employed to eliminate these limitations.  

Cameras correspond to imaging devices used to sense the cardiovascular pulse wave by 

photoplethysmography (PPG), an opto-electronic phenomenon that consists in observing 

color variations on skin. PPG signals are susceptible to motion-induced artifacts [3], 

particularly when dealing with webcams and ambient light. Machine learning algorithms can 

be used to improve the pulse rate estimation. The k-nearest neighbor method was employed 

on features extracted from the power spectral density of preprocessed PPG signals to 

improve the results [6]. Low-cost webcams [3,6], specific digital cameras [4] and high speed 

CMOS cameras [11] were used to measure PPG on skin. 

Along with behavioral information, physiological parameters are used in affective computing 

[12,13] to automatically recognize the emotion of the user or to assess stress. Herein, 

particular vital signs like the Pulse Rate (PR) and the Pulse Rate Variability (PRV) represent 

reliable inputs to quantify different forms of stress [14-16]. Contact sensors can be limited in 

some scopes of application where a specialist must install and monitor them [2]. The probes 

and wires may also generate a bias by interfering with the user, resulting practically by an 

erroneous estimation [17]. Through imaging systems, PPG signals were already used to 

estimate mental stress states [18,19]. 
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1.1 Related works: Region Of Interest (ROI) selection 

In theory, all regions covered by skin are employable to measure photoplethysmography. In 

practice, only the face [3-5] or the hand [1,11] regions are recorded to measure these 

physiological signals. Different image processing techniques were used to define custom 

Region Of Interests (ROI) based on detected facial features. All the pixels of the ROI are 

employed to compute the PPG signal by a spatial averaging operation (see eq. 1) that 

transforms a set of pixels into a scalar to improve the signal to noise ratio. A previous 

attempt has been presented by Stricker et al. [20] to compare the effectiveness and 

accuracy of existing segmentation techniques. These methods can be classified in different 

categories: 

𝑠𝑖𝑔𝑛𝑎𝑙(𝑡) =
1

𝑁𝑥. 𝑁𝑦
∑∑𝐼(𝑥, 𝑦, 𝑡)

𝑁𝑦

𝑦=1

𝑁𝑥

𝑥=1

 (1) 

Nx and Ny correspond respectively to the width and height of the source frame. I(x,y) 

represents the pixel intensity in the particular (x,y) location. 

 

1.1.1 Entire face using face detectors 

Particular face tracking techniques were employed to segment the region that covers the 

whole face from the source frame (see Fig. 1 (b) for a typical example). The most popular 

detector was originally proposed by P. Viola and M. Jones [21], which uses a pre-trained 

boosted cascade classifier on each frame to locate faces. The algorithm returns the bounding 

box of the face and particularly the top-left point coordinates along with the width and 

height of the box. To only consider the pixels that belong to the face, the width of the box 

can be reduced to 60% of its original value [3]. 

 

1.1.2 Defined regions in the image 

The cheeks and the forehead [Fig. 1 (b)] usually correspond to uniform areas with low 

contrast. In comparison with other skin regions, these areas are usually tracked for their 

enriched signal to noise ratio [10,22-26]. The regions are manually [10,22-24] or 

automatically segmented by a set of geometrical operations based, notably, on ratios 

calculated from the Viola and Jones face detector position [25] or in relation with the eyes 

position [26]. The regions can be tracked using a set of points of interest that are detected 

by the Speeded Up Robust Features (SURF) algorithm [27] and tracked using the Kanade–

Lucas–Tomasi (KLT) method [28]. 
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McDuff et al. [4,18] have excluded the region around the eyes to avoid noise generated by 

eye blinking. They have retained the frontal and lower (from the noise to the lower part of 

the jaw) parts of the face. The latter region has also been employed by Kong and al. [7], 

which have manually segmented a rectangular area. Also, Li and al. have used the 

discriminative response map fitting algorithm [29] to locate 66 landmarks inside the 

rectangular face region given by the Viola and Jones detector. A custom ROI that encompass 

cheeks, nose and mouth was defined using the landmarks location. Once again, the KLT 

features tracker was used to track the landmarks position. 

 

1.1.3 Skin detection 

The skin detection acts like a mask which retains the skin pixels and discard the others [Fig. 1 

(c)]. Only the skin pixels are considered when forming the PPG signal with the spatial 

averaging operation (see eq. 2). For example, skin pixels can be detected using the YCbCr 

color space representation of the source frame [30]. The filter is established by setting static 

thresholds on the 3 channels [31]. This particular filter has been afterwards reemployed in 

another study proposed by Bal [32]. Sahindrakar et al. [33] have employed the HSV color 

space to gather skin pixels using an empirically defined threshold, followed by the 

computation of a probability map. The latter is computed using the hue histogram and 

indicates the probability a pixel have to belong to skin. The grabcut method has been 

employed by Stricker et al. [20] to segment the skin from non-skin pixels. Different 

morphological operations (erosion, dilation and opening) were used to improve the quality 

of the mask and reduce artifacts. 

𝑠𝑖𝑔𝑛𝑎𝑙(𝑡) =
∑ ∑ 𝐼(𝑥, 𝑦, 𝑡). 𝑠𝑘𝑖𝑛(𝑥, 𝑦, 𝑡)

𝑁𝑦
𝑦=1

𝑁𝑥
𝑥=1

∑ ∑ 𝑠𝑘𝑖𝑛(𝑥, 𝑦, 𝑡)
𝑁𝑦
𝑦=1

𝑁𝑥
𝑥=1

 (2) 

Just like in eq. 1, Nx and Ny respectively represent the width and height of the frame. I 

corresponds to the pixel intensity and skin to the binary mask [only the white pixels in the 

skin mask are considered, see Fig. 1 (c) for a typical example]. 

 

1.1.4 Face registration and background segmentation 

Tarassenko et al. [5] have employed face registration algorithms to segment the face from 

the background and from the upper part of the body. 13 different landmarks that describe 

particular noise, mouth and eyes location points were extracted and tracked using the KLT 

features tracker. Non-parametric Bayesian image segmentation is then performed to 

segment the face from the background. Otherwise, Stricker et al. [20] have proposed to 

employ a deformable model for extracting different fragments of the face. The latter are 

coupled to an affine warp operation in order to normalize the face with the trained model. 
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1.1.5 Grids 

A raw frame can be divided into a set of sub-windows to produce a reduced image [Fig. 1 

(e)]. Each sub-window of the reduced frame is computed by averaging all the included pixels. 

This preprocessing operation compromises the spatial resolution of the frame but was 

employed to improve the signal to noise ratio [34]. Just like native frames, either the entire 

or a partial set of the sub-windows is averaged to form the PPG signal. Specifically, Sun et al. 

[23] have fixed the sub-windows size at 10×10 pixels, leading to transform a 640×480 native 

frame into a coarse image that includes only 64×80 pixels. In a more recent study [11] the 

same researchers have set the sub-windows size at 8×8 pixels but starting from 256×384 raw 

images. In addition, Verkrurysse et al. [34] have projected their native 640×480 frames on 

reduced 50×40 images. 

 

1.2 Aim of the study 

Even if the skin is perfectly segmented, all the regions don’t contain the same PPG signal 

power [20]. For example, the use of all skin pixels may include non-relevant areas that are 

not considered when tracking smaller local regions. In contrast, it has been demonstrated 

than using larger ROI may be a key to significantly improve the signal to noise ratio. Other 

factors like contrasts and edges orchestrated by the anatomical definition of the face may 

generate strong light fluctuations during motion and must also be considered, especially 

when forming a PPG signal with imaging technologies. 

In this study, we present a new method that selects different regions of pixels based on the 

lightness distribution of the face. The signal to noise ratio of each region is computed using a 

standard power spectral density analysis. The most relevant regions are then automatically 

selected and combined by evaluating their respective signal to noise ratio. To avoid artifacts 

generated during lips movements, only the upper part of the face was selected as first ROI. 

Different experiments while reading, with motion or while performing common tasks on a 

computer were conducted in the laboratory. The results of the proposed segmentation 

technique were compared with other benchmark methods that were already introduced in 

the scientific literature. The reference signal was measured using a finger blood volume 

pulse sensor. 
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2. Methods 

2.1 Preprocessing 

The source frames are temporally (over 5 frames) and spatially smoothed [Fig.2 (a)] using a 

Gaussian filter. Its kernel is defined by the following formula: 

𝐺𝑖 = 𝛼 × 𝑒
−(𝑖−(𝑘𝑠𝑖𝑧𝑒−1)/2)²

2.𝜎²  

𝜎 = 0.3 × ((𝑘𝑠𝑖𝑧𝑒 − 1) × 0.5 − 1) + 0.8 
(3) 

ksize corresponds to the kernel size, empirically fixed at 5 for both the vertical and horizontal 

filters. The length of the G vector corresponds to the kernel size, with 0 ≤ i ≤ ksize-1. σ 

corresponds to the Gaussian standard deviation and is computed from ksize. Also, α 

corresponds to the scale factor and is computed to respect the condition ∑ 𝐺𝑖 = 1𝑖 . 

 

2.2 Face tracking 

The face and its primitives are primarily detected using the Chehra tracker proposed by 

Asthana et al. [35]. The detector was constructed using discriminative techniques and 

particularly through a deformable generic model that is updated over time. Since the details 

of the techniques employed or developed by the authors are beyond the scope of this paper, 

we therefore refer to the original article [35]. From a practical point of view, the detector 

delivers the position of 49 predefined landmarks from the source frame: 9 for the nose, 10 

for the eyebrows, 12 for the eyes and 18 the mouth [Fig. 2 (b)]. All the points are smoothed 

using a basic averaging operation over the last five frames. 

Based on the detected landmarks of the nose and the eyes, we create and adjust an ellipse 

that covers the cheeks and the forehead regions [Fig. 2 (c)]. The mouth is excluded and not 

considered in this study, the lower part of the face being subject to motion if the user talks. 

In addition, the presence of hairiness hides skin pixels, leading to a notable reduction of the 

PPG signal to noise ratio. Only the pixels included in the ellipsoidal ROI are considered for 

further analysis [Fig.2 (d)]. 

 

2.3 Segmentation based on lightness criteria 

All the regions of the face may not possess the same quantity of PPG information. The 

purpose of this operation consists in splitting the face into different sub-regions to perform a 

separate analysis of their respective PPG signals. We have chosen to split the frame using a 

set of criteria based on the lightness distribution of the image, formed by computing its 

histogram [Fig. 2 (e)] using the L* lightness component of the CIE L*u*v* color space. This 

particular color space is indirectly computed from CIE XYZ, a derived version of the Red-
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Green-Blue (RGB) color space [36]. Depending on the total pixel number, the histogram is 

split into 5 different subclasses, each class containing the same number of pixels. This step is 

only performed when the application starts. 5 different masks [only three of them are 

presented in Fig. 2 (f)] containing different pixels of interest are formed using the low and 

high limits of each subclass. The photoplethysmographic signals are then formed using a 

standard spatial averaging operation [34]. 

 

2.4 Signal to Noise Ratio (SNR) and combination of the most relevant regions 

The PPG signals are independently centered around zero by removing their mean value. A 

detrending operation based on smoothness priors approach [37] is then performed to 

remove non-relevant frequencies. The smoothing parameter λ was fixed at 50, which 

concretely corresponds to a cutoff frequency of 0.75 Hz. The Fast Fourier Transform (FFT) of 

the resulting signals is then performed to compute the SNR [Fig. 2 (g)]: 

𝑆𝑁𝑅(𝑖) =
max(𝑃𝑆𝐷(𝑖))

∑𝑃𝑆𝐷(𝑖) − max(𝑃𝑆𝐷(𝑖))
 (4) 

Where i corresponds to the index of the analyzed PPG signal and varies between 0 and 4. 

PSD(i) is the power spectral density of the ith PPG signal, computed with the FFT algorithm. 

max(PSD(i)) returns the maximum amplitude of the power spectral density between the 

0.7…4 Hz frequency band. 

The ratios are sorted in descending order, the best ratios being at the top of the list. We 

then combine the sorted masks one after the other, from the best to the worst (eq. 5) and 

repeat the SNR calculation process. The last combined mask includes all the pixels of the 

ellipsoidal ROI. We frequently observe an optimum in the evolution of the computed ratios 

during the combining steps: the SNR typically increases in the first two or three 

combinations before decreasing. Finally, the best combination is retained [Fig. 2 (h)] to form 

the PPG signal. 

𝑐𝑜𝑚𝑏𝑖(𝑛 − 1) =∑𝑚𝑎𝑠𝑘(𝑖)

𝑛

𝑖=0

 (5) 

Where n = 1…4. The masks are formed using the lightness histogram (see section 2.3). 
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3. Materials and experimental procedure 

3.1 Experimental procedure 

6 experiments (see Table 1) were conducted indoors to evaluate the method on 7 healthy 

volunteers of both gender and various ages. All participants gave their informed consent 

before the beginning of a session. The skin types, which correspond to a visual estimation of 

the participant skin color, are represented using the Fitzpatrick chromatic scale [38]. The skin 

color is defined between I for white skins and V for black skins. For practical purposes, 

categories I and II are merged in one set. Following this chromatic scale, four participants 

were categorized as type I - II, two as type III and one as type IV. 

Each experiment in a session was performed on different moments of the day and lasted 1 

minute. The light intensity, which was controlled before each experiment, was generally 

comprised between 800 and 1200 lux. The participants were sitting on a chair in 

approximately 1 meter from the webcam [see Fig. 3 (a)]. The 42 movies were recorded with 

a C++ based software and analyzed offline with MATLAB (The MathWorks, Inc.). 

The purpose of the first experiment is to evaluate the proposed method in quiet, still and 

calm conditions. The participants were placed in front of the illumination source (the 

sunlight entering through windows). The second experiment is similar to the first, except 

that the illumination source was located perpendicularly to the camera-face trajectory.  

In the third experiment, participants had to follow a set of six predefined head rotations: 2 

around the vertical axis (yaws, from left-to-right and right-to-left), 2 around the horizontal 

axis (pitches, from top-to-bottom and bottom-to-top) rotations in addition to a left and a 

right roll [see Fig. 3 (b)]. The third experiment is similar to the second, except that the 

participants were asked to perform all the movements more rapidly. The details of the 

velocity and magnitude for each rotation are presented in Table 1. Practically, these 

parameters were controlled by computer vision using the Chehra tracker [35], which delivers 

in real time the yaw, pitch and roll values. In addition, markers were physically placed on the 

scene to limit the rotation angles. A training session was also proposed to the participants 

just before the operational experiment to avoid misinterpretation and in order to adjust the 

velocities.  

For the two last experiments, the participants were asked to respectively read a text and use 

the computer as they would in a normal situation [6]. 
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3.2 Materials 

A low-cost HD webcam (Lifecam Cinema by Microsoft) was used in these experiments. The 

resolution of the device was set to 640×480 pixels with an acquisition frequency of 30 

frames per second. The three RGB channels are encoded with 8 bits per pixel. It is important 

to note that auto white balance is disabled in these experiments. White balance locally 

regulates colors and generates non-desired artifacts in webcam PPG signals. A finger blood 

volume pulse sensor (BVP-Flex/Pro by Thought Technologies Ltd.) was employed to measure 

the reference signal with a sampling frequency set at 256 Hz. The light intensity was 

controlled using a light meter (model TENMA 72-6693 by TENMA) before the beginning of each 

experiment. 

 

4. Results and discussion 

4.1 Data processing 

The results of the method presented in section 2 were compared with other ROI benchmark 

methods proposed in the literature (see Table 2). The entire face position was detected 

using the face detector originally proposed by P. Viola and M. Jones [21]. The version 

included in the OpenCV library has been employed in this study. The forehead and cheeks 

ROI were implemented using a custom algorithm based on the landmarks positions given by 

the tracker [Fig. 2 (b)].  

For fair comparison, we applied the same signal processing algorithm to all the methods. 

This step is detailed in previous work [19] and is based on the continuous wavelet transform. 

The latter constructs a time-frequency representation by applying inner products to measure 

the similarity between an analyzing function and the pulse signals. Briefly, the wavelet 

representation is filtered in order to remove trends and high frequency artifacts, specifically 

in the 0.6–4 Hz frequency band. The Morlet wavelet has been employed to analyze the time 

series [19,30]. The signal is reconstructed from the filtered wavelet representation via the 

inverse wavelet transform. An existing peaks detection algorithm (findpeaks function in 

MATLAB) was employed to find local maxima in order to assess the interbeat intervals and 

compute the instantaneous pulse rate. 
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4.2 Selection of the best color component 

The PPG signals were formed using several channels computed from different color spaces 

to assess the component that minimize the root mean square error (RMSE) between its 

pulse rate series and the reference pulse rate series. The best combination mask (see section 

2.4) was used as ROI to compute all the PPG signals. 

Specifically, different color and chromaticity components where employed [36,39]:  

- a* and b* chromaticity components, computed  from the CIE L*a*b* color space; 

- u* and v* chromaticity components, computed  from the CIE L*u*v* color space; 

- R, G and B color channels; 

- Cb and Cr chrominance components, computed from the YCbCr color space. 

 

The results are presented in Fig. 4 and summarized in table 3. On the basis of the results 

presented in this section, the u* color components presents the better results with a RMSE 

of 4.81 bpm. When considered separately, the red, green and blue channels deliver the 

worst results, with a RMSE comprised between 10.18 bpm (for the G channel) and 13.71 

bpm (for B). Thus, the u* component was selected for further analysis. 

 

Pulse rate series that were computed with PPG signals derived from the u* color component 

deliver the lowest root mean square error. The CIE L*u*v* color space separates lightness 

(L*) from chromaticity components (u* and v*). Oxy- and deoxyhemoglobin have a better 

absorption coefficient between 540 and 577 nm, which corresponds to wavelengths 

included between green and yellow colors [34]. Thus, PPG fluctuations are more influent in 

the u* channel, which represents a red to green color indicator. 

When considering the full visible spectrum (typically between 380 and 750 nm) dark skins 

absorb more incident light than fair skins and, thus, reflect less light to the camera sensor. 

Consequently, black skins are more sensitive to sensor noise than white skins. In practice, 

this assumption only affects sensed photoplethysmography by degrading the signal to noise 

ratio independently of the color components employed. Based on the results presented in 

this study, the choice of the best color component seems to be uncorrelated with skin color, 

the u* channel being the best in most cases. Nevertheless, these statements may be 

validated in future works with a more detailed analysis, notably by taking a larger number of 

participants. 

In order to improve the general signal to noise ratio, controlling the average brightness of 

the face by an adaptive procedure may be considered. This adjustment can be achieved by 

opening the lens aperture and/or by increasing the exposure time. Augmenting the exposure 

time may result in unwanted motion blur effects. In addition, increasing the exposure time 
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leads to a reduction of the sampling frequency. This effect may significantly impact pulse 

rate variability analysis, even if interpolation processes can be employed to improve the time 

domain resolution [11]. 

 

4.3 Comparison between the different methods 

Pearson’s correlation coefficients along with a statistical analysis and Bland-Altman plots 

were used to quantify the level of agreement between physiological measurements by the 

remote and contact techniques. Results of the analysis are summarized in Table 4 and 

presented in Figs. 5 and 6, where performances of the different ROI-selection methods are 

revealed. The Bland-Altman plots presented in Fig. 6 represent the differences between 

estimates from contact and remote measurements against the contact (reference) 

measurements. Means are represented by dash-dot lines and 95% limits of agreement  

(± 1.96 SD) by dashed lines. 

Based on these beat to beat results, the method we propose in this study presents the most 

interesting results. The error computed on the instantaneous pulse rate is lower than those 

derived from the other benchmark methods, independently of motion (Fig. 5). We can 

observe that the skin detection and the forehead area (benchmark methods III and IV 

respectively) present a low beat to beat RMSE for all the 6 experiments. These assumptions 

are also correlated with the Bland-Altman representations, notably when observing the 

dispersion and the 95% limits of agreement of Fig. 6 (c), (d) and (g). 

The skin detection was already used to select pixels of interest in previous studies [20,30,32] 

and is particularly effective during head rotations. Nevertheless, it has been shown that skin 

detection based on color models is sensitive to illumination parameters. Thus, adaptive 

models must be employed to increase the robustness of the system [40]. In contrast, the 

method we propose in this study is hardware-independent and is fully operational regardless 

of the camera settings (white balance, gamma, saturation or exposure).  

Otherwise and always based on the presented results, the forehead region seems to be 

quite robust against motion [Fig. 5 (c)] while the cheeks ROI presents a larger error. 

Important displacements of the cheeks occur when the participant talks or reads. The 

related motion tends to produce strong variations in the intensity of the pixels comprised in 

these regions. In contrast, the forehead region is barely affected by these kinds of intensity 

fluctuations and therefore corresponds to a ROI that is more consistent in order to compute 

the instantaneous pulse rate by remotely measuring photoplethysmography. From the 

results presented in Fig. 5, we can also observe that the performances of the forehead and 

cheeks regions taken simultaneously (benchmark method VI on Fig. 5) are consistently 

comprised between the performances when considering only the cheeks (benchmark 

method V) and the performances when considering only the forehead region (benchmark 

method IV). 
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As expected, the basic rectangle ROI given by the Viola and Jones face detector delivers the 

worst results, with a particularly high beat to beat RMSE. The presence of hair and other 

non-skin pixels tends to add noise in raw PPG signals. Also, our results show that the 

reduction of the rectangle width, which leads to a better enclosure of the face, produces a 

lower beat to beat root mean square error (see table 4 and Fig 5). This statement is in 

correlation with the work proposed before by Poh et al. [3]. The basic and reduced regions 

delivered by the Viola and Jones face detector tend to produce PPG signals that are 

particularly sensitive to motion. Strong variations in pixel intensity may appear when the 

participant talks or moves the head. These fluctuations in intensity are particularly 

observable in areas located near the edges of the face and inside shadowy regions. 

The face was detected and tracked over time using the Chehra tracker [35], which is robust 

to face specifications, notably when user is wearing glasses (both transparent or opaque). 

The lenses are prone to light artifacts, in particular when specular reflections, which come 

from light sources or from any other surfaces, are reflected toward the camera. To remove 

or minimize these unwanted effects, a polarizing filter can be placed right behind the camera 

lens. The eyeglass frame, which can also generate artifacts, can completely be discarded by 

the lightness segmentation. Thus and in particular during head rotations, the pixels that 

compose the eyeglass frame are not considered, the corresponding noise and artifacts being 

avoided. 

In its current form, our method was developed to execute an initial step that selects the 

different sub-regions (see section 2.3). This step is only performed on the first frame without 

being refreshed after. Additional work needs to be conducted to update the sub-regions 

over time, in particular during motion or in presence of important light fluctuations. Also, 

the distance between the subject and the camera, which directly impacts the pixels number 

composing the face, is an important parameter that must be considered. Herein, a work has 

to be conducted in order to determine the number of sub-regions in regard to the number of 

pixels that composes the face. Otherwise, blind source separation techniques may be used 

on the red, green and blue signals that belong to each different mask in order to properly 

recover the underlying PPG signal and compute the instantaneous pulse rate of the subject. 

Illumination parameters, like propagation, type (natural and/or artificial), location and 

diffusion correspond to key parameters that must be considered in these systems based on 

vision devices. Artificial light, for example, can generate periodic artifacts synchronized to 

cardiac frequencies [5]. These aliased components tend to decrease the SNR by degrading 

raw PPG signals. In this paper, we compare ROI selection methods and discuss the relevance 

of the color spaces, in particular those developed by the CIE. Thus, we choose to keep only a 

single light source in order to perform fair assessments. Comparing the results under 

different light sources will be the subject of future work. 
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Fig. 1. Different ROI can be defined to measure a photoplethysmographic signal using 

imaging devices. (a) Source image. (b) Defined regions: original Viola and Jones face 

detection, before (brown dashed line) and after performing a 40% width reduction (blue 

dotted line). The forehead (red rectangle) and the cheeks (orange rectangles) can also be 

segmented to measure the PPG signal. (c) Skin pixels are isolated through a particular mask 

(white pixels) to properly collect PPG pixels. (d) Custom models can be employed to define 

particular regions (light-blue ellipse) that exclude the lower part of the face. (e) The source 

frame is reduced via the computation of local sub-windows to improve the signal to noise 

ratio. 
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Fig. 2. Overview of the ROI segmentation method. 

 

  

Source 

frames 

Face Detection and 
landmarks tracking 

Ellipsoidal ROI Gaussian blur 
Luminance L* 

(from CIE L*u*v*) 

Histogram: 
computation and  

division 

Formation of the 
masks 

Signal to 
noise ratio 

Combination to 
form the best mask 

(a) (b) (c) (d) 

(e) (f) 

(g) 

(h) 



19 
 

Table 1. Experiments details 

 

 

  

Description 

Still and quiet. Source light : sunlight (frontal) 
Still and quiet. Source light : sunlight (side) 

Slow rotationsa. Source light : sunlight (side) 
Normal rotationsb. Source light : sunlight (side) 

Reading. Source light : sunlight (side) 
Using the computer [6]. Source light : sunlight (side) 

a Yaw: ≈ ±10°/sec (max: ±25°). Pitch: ≈ ±7°/sec (max: ±15°). Roll: ≈ ±10°/sec (max: ±25°). 
b Yaw: ≈ ±20°/sec (max: ±25°). Pitch: ≈ ±13°/sec (max: ±15°). Roll: ≈ ±20°/sec (max: ±25°). 
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Fig. 3. (a) Experimental setup. The subject is seated at approximately 1 m from the webcam. 

(b) For the two experiments with motion, the head rotations were controlled following the 

three yaw, pitch and roll axes. 
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Table 2. Benchmark methods 

 

 

 

  

Method n° Description 

I whole face [20,22] 
II whole face, but reduced to 60 % of its original width [3] 
III skin detection [20,30,33] 
IV forehead area [26] 
V cheeks regions [25] 
VI forehead and cheeks regions 
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Fig. 4. Boxplot representing the root mean square error for each color components between 

the reference measurements and the method we propose in this study. The representations 

integrate the data of the 7 participants for all the 6 experiments. 
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Table 3. Statistical analysis of the different color components for all the subjects and all the 

experiments. The instantaneous pulse rate series of the contact sensor were used as 

references to compute the presented results. 

 

  

components 
RMSE (bpm) 

Correlation 
mean min 25th percentile median 75th percentile max 

u* 4.81 2.34 3.04 4.72 6.67 7.38 0.67 ± 0.15 
v* 10.24 7.91 8.26 10.26 11.84 13.29 0.26 ± 0.11 
R 12.1 9.66 10.74 11.98 13.53 14.79 0.2 ± 0.08 
G 10.18 8.08 8.68 9.86 11.93 12.28 0.3 ± 0.08 
B 13.71 8.9 11.71 14.35 16.39 17.1 0.14 ± 0.14 

Cb 11.64 9.8 10.07 11.78 12.37 14.65 0.18 ± 0.06 
Cr 5.09 2.43 3.1 5.43 6.58 8.75 0.65 ± 0.15 
a* 5.84 3.56 4.16 6.27 6.86 9.22 0.57 ± 0.14 
b* 11.42 8.68 9.32 11.31 13.13 14.45 0.23 ± 0.08 
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Fig. 5. Boxplots representing the root mean square error for the pixel-detection method 

proposed in this study along with the other benchmark methods. The representations 

integrate the data of the 7 participants, (a) for all the 6 experiments, (b) for the 2 

experiments without motion and (c) for the 4 experiments with motion. 
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Fig. 6. Beat to beat Bland-Altman plots showing the differences in pulse rate between the 

webcam and the contact measurements plotted against the contact measurements. Means 

are represented by dash-dot lines and 95% limits of agreement (± 1.96 SD) by dashed lines. 

Figures (a) to (f) represent the data for the I to VI benchmark methods respectively (see 

table 2) while figure (g) represents the data for the method proposed in this study. These 

representations integrate the data of the 7 participants for all the 6 experiments. 

  

40 60 80 100 120
-60

-40

-20

0

20

40

60

Reference pulse rate (bpm)

D
if
fe

re
n
c
e
 i
n
 p

u
ls

e
 r

a
te

 (
b
p
m

)

(a)

40 60 80 100 120
-60

-40

-20

0

20

40

60

Reference pulse rate (bpm)

(b)

40 60 80 100 120
-60

-40

-20

0

20

40

60

Reference pulse rate (bpm)

(c)

40 60 80 100 120
-60

-40

-20

0

20

40

60

Reference pulse rate (bpm)

D
if
fe

re
n
c
e
 i
n
 p

u
ls

e
 r

a
te

 (
b
p
m

)

(d)

40 60 80 100 120
-60

-40

-20

0

20

40

60

Reference pulse rate (bpm)

(e)

40 60 80 100 120
-60

-40

-20

0

20

40

60

Reference pulse rate (bpm)

(f)

40 60 80 100 120
-60

-40

-20

0

20

40

60

Reference pulse rate (bpm)

D
if
fe

re
n
c
e
 i
n
 p

u
ls

e
 r

a
te

 (
b
p
m

)

(g)



26 
 

Table 4. Statistical analysis of the different ROI selection methods for all the subjects and all 

the experiments. The instantaneous pulse rate series of the contact sensor were used as 

references to compute the presented results. 

Methods 
RMSE (bpm) Bland-Altman statistics (bpm) 

Correlation 
mean min max mean bias -95% LoAa +95% LoA 

I 14.81 9.71 18.99 2.77 -28.53 34.07 0.27 

II 11.38 5.78 17.01 1.17 -31.14 33.47 0.53 

III 6.93 3.11 12.03 1.22 -14.68 17.12 0.66 

IV 5.41 2.45 9.03 -0.01 -14.07 14.05 0.75 

V 9.39 4.46 17.27 2.18 -20.79 25.14 0.56 

VI 6.09 2.47 12.56 0.81 -15.83 17.45 0.77 

Our method 4.81 2.34 7.38 0.16 -10.95 11.26 0.78 

a Limits Of Agreement 

 

 

 

 


