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BIRKHOFF NORMAL FORMS FOR HAMILTONIAN PDES IN THEIR ENERGY

SPACE

JOACKIM BERNIER AND BENOÎT GRÉBERT

Laboratoire de Mathématiques Jean Leray, Université de Nantes, UMR CNRS 6629

2 rue de la Houssinière

44322 Nantes Cedex 03, France

Abstract. We study the long time behavior of small solutions of semi-linear dispersive Hamiltonian
partial differential equations on confined domains. Provided that the system enjoys a new non-resonance
condition and a strong enough energy estimate, we prove that its low super-actions are almost preserved
for very long times. Roughly speaking, it means that, to exchange energy, modes have to oscillate at the
same frequency. Contrary to the previous existing results, we do not require the solutions to be especially
smooth. They only have to live in the energy space. We apply our result to nonlinear Klein-Gordon
equations in dimension d = 1 and nonlinear Schrödinger equations in dimension d ≤ 2.
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1. Introduction

The theory of normal forms for Hamiltonian PDEs has been very popular over the last twenty years,
with great success both in non-resonant cases (stability over long periods of small and regular solutions
[Bou96, Bam99, Bou00, Bam03, BG06, BDGS07, GIP09, Del12, FGL13, YZ14, BD17, FI19, BFG20a,
BMP20, FI20, BG20]) and in resonant cases (weak turbulence phenomena [CKSTT10, CF12, GG12,
GK15], beatings phenomena [GV11, GT12, HP17] or chaotic phenomena [GGMP21]). However, this
theory was only applied for the moment in very regular function spaces, essentially the Sobolev spaces
Hs for s very large.

An emblematic result of this technique, demonstrated in [BG06], states that given a non-resonant
semi-linear Hamiltonian PDE, with a non-linear part with a tame property, given an integer r, there
exists s0(r) such that, any solution in Hs with s larger than s0(r) of sufficiently small initial size ε,
is stable in Hs, for very long times of the order ε−r, in the following sense: the amplitudes of its

E-mail address: joackim.bernier@univ-nantes.fr, benoit.grebert@univ-nantes.fr .
2010 Mathematics Subject Classification. 35Q55, 81Q05 , 37K55.
Key words and phrases. Birkhoff normal forms, dispersive equations, low regularity, Hamiltonian PDE, Sturm–Liouville.

1



2 BIRKHOFF NORMAL FORMS FOR HAMILTONIAN PDES IN THEIR ENERGY SPACE

modes (or its super-actions) are almost preserved and thus the solution remains small in Hs. The
main flaw of this result lies in the constraint s ≥ s0(r) which is far from being negligible since, in the
best cases, the nonlinear Schrödinger equations (called in the following NLS) on the torus for example,
s0(r) ∼ r (see [BMP20]). This restriction is all the more problematical that numerical experiments
strongly suggest that it is irrelevant (see for example the numerical experiments in [CHL08a, CHL08b]
dealing with non smooth solutions of nonlinear Klein–Gordon equations). In the meantime a constant
effort has been developed to lower the degree of regularity at which the equation is well posed (see e.g.
[Vla84, Bou93, Bou99, Caz03, BGT05]) and to compute accurately its non-smooth solutions (see e.g.
[HS17, ORS20]).

In this paper we develop a Birkhoff normal form technique in low regularity. Considering small
solutions in the energy space, it is clear that the energy norm remains small as long as the solution
exists. However a relevant question consists in estimating the exchanges of energy between modes.
Actually, our result is a little bit weaker than the classical Birkhoff normal form result since it concerns
essentially only the low modes of the solution: schematically, given r and N if the initial data is small
enough in the energy space then we prove that the amplitudes of the first N modes of the solution
remain almost unchanged over times of the order ε−r. Nevertheless, if the initial datum is a little
bit smoother then the high modes are also almost preserved (i.e. N = +∞; see Corollary 1.14 for a
concrete example). This result is obtained by separating the dynamics of the low modes from those of
the high modes which, themselves, are controlled only because of energy conservation. This separation
is obtained thanks to a new non-resonance condition which is really the key to this work and to which
we will return later.

1.1. Main result. In this section we give a heuristic version of our main result which is stated precisely
and rigorously in Theorem 5.1. We consider a Hamiltonian PDE that can be written

∂tu = J∇H(u)

where J denotes a reasonable Poisson structure, and H is a smooth Hamiltonian defined on the energy
space E . We assume that E is a Hilbert space, admitting a Hilbertian basis (en)n∈Nd

where Nd ⊂ Zd,
in such a way the decomposition u =

∑
n∈Nd

unen allows an identification between E and a discrete
Sobolev space hs(Nd;C) (defined in (25)) for some s > 0 and the Hamiltonian PDE reads

∂tun = −i∂ūnH(u), n ∈ Nd.

We assume that H = Z2 + P with

Z2 =
1

2

∑

n∈Nd

ωn|un|2, with ω ≡ (ωn)n∈Nd
∈ R

Nd
+

and P ∈ C1(E ;R) a regular Hamiltonian, i.e. ∇P maps continuously E into itself (this condition can
be slightly relaxed, for instance in the case of NLS in 2-d). We further assume that P is of order p at
the origin, i.e. there exists C such that |P (u)| ≤ C‖u‖pE for ‖u‖E small enough. Finally we assume that
H (or another constant of the motion) controls and is well controlled by the energy norm: there exists
Λ ≥ 1 such that

(1) Λ−1‖u‖E ≤ H(u) ≤ Λ‖u‖E , for all u ∈ E small enough.

Concerning the frequency vector ω we assume that it is strongly non resonant in the following sense.

Definition 1.1 (Strong non-resonance). Let d ≥ 1, Nd ⊂ Zd and ω ∈ RNd .
The frequencies ω are strongly non resonant, if for all r > 0 there exists γr > 0, αr > 0 such that

for all r⋆ ≤ r, all ℓ1, . . . , ℓr⋆ ∈ Z∗, all n ∈ N
r⋆
d injective, provided that |ℓ1| + · · · + |ℓr⋆ | ≤ r and

〈n1〉 ≤ · · · ≤ 〈nr⋆〉 we have

(2) |ℓ1ωn1 + · · ·+ ℓr⋆ωnr⋆
| ≥ γr〈n1〉−αr .
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Note that this definition is not well suited to deal with multiplicities (here ω has to be injective).
Therefore it is extended in Definition 2.3 (which is heavier).

Theorem 1.2 (Heuristic). Fix r ≥ p, there exist βr > 0 and ε0 > 0 such that if u(0) ∈ E satisfies

‖u(0)‖E = ε < ε0 then the Cauchy problem

{
∂tu = J∇H(u)

u(0) = u(0)
admits an unique global solution in E

and there exits Cr such that

(3) |t| ≤ ε−r =⇒ ∀n ∈ Nd,
∣∣∣|un(t)|2 − |un(0)|2

∣∣∣ ≤ Cr〈n〉βrεp.

The rigorous statement is given in Theorem 5.1 and we provide a scheme of prove in the subsection
1.4. Concrete examples of applications of this theorem are given in Theorem 1.5, 1.10, 1.17, 1.21.

1.2. Comments. • Partially resonant case: in Theorem 5.1 we consider a more general setting including
the (partially) resonant case, i.e. when it can happen that ωn = ωm for n 6= m. In that case we can
only control the super action Jn =

∑
ωm=ωn

|um|2. We could also consider clusters of close frequencies
in the spirit of [BDGS07] or [GIP09].
• Low regularity: The main novelty of this theorem is that it applies to solutions of low regularity,
namely solution in the energy space. So we can consider non smooth initial data but, also, we can
consider PDEs with coefficients that are not smooth. Typically in nonlinear Schrödinger equations we
can consider nonlinearities of the type g(x)|u|2u with g only in the C1 class or non-smooth multiplicative
potentials. This allow us to provide (in Theorem 1.17), to the best of our knowledge, the first Birkhoff
normal form Theorem for nonlinear Schrödinger equations both with a multiplicative potential and
periodic boundary conditions. On the other hand, this allows to consider Dirichlet boundary conditions
without parity restriction on the equation. For instance we consider the Klein Gordon equation with
Dirichlet boundary conditions with quadratic, or more generally even, nonlinearity.
• Unbounded solutions: we stress that in the case of NLS in dimension 2 with periodic boundary
conditions (see (NLS2)) the energy space H1 is not included in L∞. Thus the solutions whose Fourier
modes we control are not bounded, which is quite amazing.
• Free behavior near the boundary: our technique let a lot of freedom to the solutions near the boundary.
For example, to deal with PDEs with homogeneous Dirichlet boundary conditions, we only have to
assume that the solution vanishes on the boundary whereas, with the classical technique, the solution
almost have to be odd (i.e. even derivatives have to vanish on the boundary up to order s ≥ s0(r); see
e.g. the compatibility condition (2.4) in [Bam03]).
• Nekhoroshev in finite regularity: optimizing r with respect to ε, we could get1 a stability result in the
energy space for super-polynomial times with respect to ε−1. On the contrary, in the usual setting, due
to the constraint s ≥ s0(r), the only way to reach stability for super-polynomial times was to consider
analytic or Gevrey solutions (see [FG13, BMP20]) or, at least, to optimize s with respect to ε as in
[BMP20].
• Finite number of modes: because of the term 〈n〉βr in (3), our result essentially says that we can
control finite number of modes during very long times. Namely instead of (3) we could says: given
r ≥ p and N ≥ 1 there exists Cr,N > 0 such that

|t| ≤ ε−r and 〈n〉 ≤ N =⇒
∣∣∣|un(t)|2 − |un(0)|2

∣∣∣ ≤ Cr,Nεp.

Nevertheless, we notice that in our result the number N of modes we can control depends on the size

of the in initial datum ε: using (3) we have N ≡ Nε ∼ ε
−p+2
βr . This optimization is especially useful to

describe solutions whose initial datum is little bit smoother (see e.g. Corollary 1.14).

1unfortunately, it would be quite technical and would require to optimize all the estimate with respect r, thus we have
not do it.
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• In our new non resonant condition given by (2), we ask for a control of the small divisors with respect
to the smallest index involved. Clearly it is a much stronger condition than the one usually used where
we ask for a control of the same small divisors with respect to the third largest index involved (see
[BG06]). Surprisingly, this stronger condition is often verified. Indeed a control of the small divisor
with respect to the largest index involved implies (2) provided that the high frequencies are close to
integer values (see Proposition 2.1).
• The ellipticity condition (1) is used to control the energy norm and thus to ensure the global well
posedness in the energy space. Indeed, our method allows to control only a finite number of modes and
therefore it is necessary to control, by another argument, the norm of the solution. On the contrary,
the standard Birkhoff normal form method provides a control of the norm of the solution, but in high
regularity. This is a constraining restriction if we want to consider multidimensional PDEs.
• Admissibility of the PDE: The main restrictions imposed to be able to apply our result are the
ellipticity condition (1), the non-resonance condition (2) and an extra property even more constraining
than ellipticity: we ask for a certain norm, ‖ · ‖Ẽ , built from the energy norm to be a norm of algebra:
‖uv‖Ẽ . ‖u‖Ẽ‖v‖Ẽ . Roughly speaking, ‖ · ‖Ẽ takes into account the regularization property of the linear
part of the PDE. For instance for NLS, in 1-d, ‖u‖Ẽ = ‖u‖E , while for the Klein Gordon equation, ‖ · ‖Ẽ
integrates the fact that the equation is 1/2 regularizing. In our technical statements, this condition
writes s > d/2 − q where s denotes the Sobolev exponent of the energy space and q quantifies the
regularizing effect (as illustrated below on the example the NLS in dimension 2, there is a trick to deal
with the limit case s = d/2−q). As said before, the condition (2) is often satisfied in standard examples
of Hamiltonian PDEs and paradoxically it is the condition (1) and the condition on the energy norm
that most restrict the field of application.

1.3. Applications. In this paper, as representative examples of what our result can achieve, we consider
the Klein Gordon equation in 1d with Dirichlet boundary conditions and the nonlinear Schrödinger
equations in 1d and 2d with both periodic and Dirichlet boundary conditions. The proofs are given in
Section 6 (excepted the probabilistic results which are all proven in Section 2).
Clearly the result also apply to other equations, for instance the beam equation, and other manifolds,
for instance a sphere or a Zoll manifold. Nevertheless, our purpose is not to exhaust all the possible
applications but rather to choose a few to illustrate our method. Note that, in particular, even if in
all our applications2 the eigenvalues of the linearized vector fields are simple, such a limitation is not
necessary at all and our abstract results allow to deal with multiplicities.

1.3.1. Klein-Gordon equations in dimension d = 1. We consider the Cauchy problem for the
nonlinear Klein-Gordon equation on [0, π] with homogeneous Dirichlet boundary conditions

(KG)





∂2
tΦ(t, x) = ∂2

xΦ(t, x)−mΦ(t, x) + g(x,Φ(t, x)) (t, x) ∈ R× (0, π),
Φ(t, 0) = Φ(t, π) = 0 t ∈ R,

Φ(0, x) = Φ(0)(x) x ∈ [0, π],

∂tΦ(0, x) = Φ̇(0)(x) x ∈ [0, π].

where the unknown Φ(t, x) ∈ R is real valued, Φ(0) ∈ H1
0 ([0, π];R), Φ̇

(0) ∈ L2(0, π;R), the mass m > −1
is a parameter and (y 7→ g(·, y)) ∈ C∞(R;H1([0, π];R)) is a smooth nonlinearity of order p − 1 ≥ 2 at
the origin3.

It is a well know Hamiltonian system. Indeed, it rewrites formally

∂t

(
Φ
∂tΦ

)
=

(
0 1
−1 0

)
∇H(Φ, ∂tΦ)

2excepted in Remark 1.6
3i.e. g(·, y) =

y=0
O(y2)
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where, denoting G(x, y) :=
∫ y
0 g(x, y)dy, the Hamiltonian H is defined by

H(Φ, ∂tΦ) =

∫ π

0

1

2
(∂tΦ(x))

2 +
1

2
(∂xΦ(x))

2 +
m

2
(Φ(x))2 −G(x,Φ(x)) dx.

It is relevant, as stated in the following lemma, to note that this Hamiltonian is strongly convex in a
neighborhood of the origin.

Lemma 1.3. For all m > −1, there exists εm > 0 and Λm > 1 such that for all Φ ∈ H1
0 ([0, π];R) and

all Ψ ∈ L2(0, π;R), if ‖Φ‖H1 + ‖Ψ‖L2 ≤ Λmεm then

Λ−1
m (‖Φ‖H1 + ‖Ψ‖L2)2 ≤ H(Φ,Ψ) ≤ Λm(‖Φ‖H1 + ‖Ψ‖L2)2.

As a consequence of Lemma 1.3, using standard methods for semi-linear Hamiltonian systems in their
energy space, the global well-posedness of (KG) for small solutions in H1

0 × L2 can be easily obtained
(see e.g. [Caz03] for the methods to prove it). It is summarized in the following theorem.

Theorem 1.4 (Global well-posedness). Let m > −1 and εm be given by Lemma 1.3. Provided that

‖Φ(0)‖H1 + ‖Φ̇(0)‖L2 ≤ εm there exists an unique global solution to (KG)

(Φ, ∂tΦ) ∈ C0
b (R;H

1
0 × L2) ∩ C1(R;L2 ×H−1).

Moreover, this solution preserves the energy, i.e.

H(Φ(t), ∂tΦ(t)) = H(Φ(0), Φ̇(0)), ∀t ∈ R.

As a consequence of this global well-posedness result and the abstract corollary of our Birkhoff normal
form result (i.e. Theorem 5.1), we deduce the almost global preservation of the low harmonic energies

En(Φ,Ψ) :=
√

n2 +m

(∫ π

0
sin(nx)Φ(x) dx

)2

+
1√

n2 +m

(∫ π

0
sin(nx)Ψ(x) dx

)2

.

Theorem 1.5. For almost all m > −1 and all r ≥ 1, there exist βr > 0 (depending only on r) and

Cm,r > 0 such that, for all Φ(0) ∈ H1
0 ([0, π];R) and all Φ̇(0) ∈ L2(0, π;R), provided that

ε := ‖Φ(0)‖H1 + ‖Φ̇(0)‖L2 ≤ εm

(where εm is given by Lemma 1.3), the global solution solution of (KG) given by Theorem 1.4 satisfies

|t| < ε−r =⇒ ∀n ≥ 1, |En(Φ(t), ∂tΦ(t))− En(Φ
(0), Φ̇(0))| ≤ Cm,r〈n〉βrεp.

Remark 1.6. The proof of this result could be easily adapted to deal with the nonlinear Klein-Gordon
equations with periodic boundary condition on [0, 2π]. In this context, we would require the mass m to
be positive and we would define the harmonic energies4 by

Eper
n (Φ,Ψ) :=

√
n2 +m

∣∣∣∣
∫ 2π

0
einxΦ(x) dx

∣∣∣∣
2

+
1√

n2 +m

∣∣∣∣
∫ 2π

0
einxΨ(x) dx

∣∣∣∣
2

, n ∈ N.

Actually we chose to present the equation with homogeneous Dirichlet boundary conditions because, in
this case, there did not exist any normal form result to deal with the even nonlinear terms (because it
requires to work with low regularity solutions).

4which, in this case, are no more the actions of the linear Klein Gordon equation (but super-actions).
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1.3.2. Nonlinear Schrödinger equations in dimension d = 1. We consider nonlinear Schrödinger
equations of the form

(NLS) i∂tu(t, x) = −∂2
xu(t, x) + V (x)u(t, x) + g(x, |u(t, x)|2)u(t, x), t ∈ R

on a domain Ω ∈ {ΩDir
1 ,Ωper

1 }, with

ΩDir
1 = (0, π) and Ωper

1 = T = R/2πZ,

and equipped with Dirichlet homogeneous boundary conditions (note that ∂T = ∅)
u(t, x) = 0, x ∈ ∂Ω.(4)

In any cases, we denote by u(0) the initial datum

u(0, x) = u(0)(x), x ∈ Ω.

The unknown u(t, x) ∈ C is complex valued, (y 7→ g(·, y)) ∈ C∞(R;H2(Ω;R)) is a smooth function of
order (p − 2)/2 ≥ 1 at the origin5, V ∈ L∞(Ω;R) is a real valued potential and u(0) ∈ H1

0 (Ω;R) (note
that H1

0 (T;R) = H1(T;R)). We choose this framework because it is physically relevant and quite simple
to expose. Actually, we could also consider more general non-linearities (e.g. Hartree, quadratic...).

These Schrödinger equations are Hamiltonian. Indeed, (NLS) rewrites formally

i∂tu = ∇H(u) where H(u) = 1

2

∫

Ω
|∂xu(x)|2 + V (x)|u(x)|2 +G(x, |u(x)|2) dx

and G(·, y) :=
∫ y
0 g(·, y)dy. Moreover they are gauge invariant, which implies, by Noether’s Theorem,

the preservation of the mass M(u) := ‖u‖2L2 . As stated in the following lemma, (NLS) have natural
constants of motion which provide an a priori bound on the H1 norms of the solutions.

Lemma 1.7. For all ρ > 0, there exists ερ > 0 and Λρ > 0 such that provided that ‖V ‖L∞ ≤ ρ and
‖u‖H1 ≤ Λρερ, we have

Λ−1
ρ ‖u‖2H1 ≤ H(u) + (ρ+ 1)M(u) ≤ Λρ‖u‖2H1 .

As a consequence of Lemma 1.7, the Schrödinger equations (NLS) are globally well posed for small
solutions in H1

0 . The proof relies on standard methods for semi-linear Hamiltonian systems in their
energy spaces and the Sobolev embedding H1 →֒ L∞.

Theorem 1.8 (Global well-posedness, d = 1, Corollary 3.5.3 of [Caz03] page 77).
Let Ω ∈ {ΩDir

1 ,Ωper
1 }, ρ > 0 and ερ > 0 be given by Lemma 1.7. Provided that ‖u(0)‖H1

0
≤ ερ and

‖V ‖L∞ ≤ ρ, there exists an unique global solution to (NLS)

u ∈ C0
b (R;H

1
0 ) ∩ C1(R;H−1).

Moreover, this solution preserves the energy and the mass

∀t ∈ R, H(u(t)) = H(u(0)) and M(u(t)) =M(u(0)).

As a consequence of our abstract normal form result (i.e. Theorem 4.1 and Theorem 5.1), we can
specify the dynamics of these global solutions for very long times. Nevertheless, we need to introduce
some notations about the spectra of Sturm–Liouville operators (much more details are provided in
Section 2 to establish small divisors estimates). The spectral theory of these operators is very classical
and the associated literature is huge. We chose as reference the nice book of Pöschel and Trubowitz
[PT87] 6. To state our results for (NLS), we only need the objects introduced in the following proposition.

5for example, for the cubic nonlinearity |u|2u, we have g(·, y) = y and p = 4.
6actually this book only deals with the Dirichlet spectrum, but the result can be easily adapted for the Neuman

spectrum.
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Proposition 1.9 (Thm 7 page 43 of [PT87]).
• (Dirichlet spectrum) For all V ∈ L2(0, π;R), there exist an increasing sequence of real numbers (λn)n≥1

and a Hilbertian basis (fn)n≥1 of L2(0, π;R), composed of functions fn ∈ H2 ∩ H1
0 , such that for all

n ≥ 1 we have fn(0) = fn(π) = 0 and

(5) − ∂2
xfn(x) + V (x)fn(x) = λnfn(x), ∀x ∈ (0, π).

• (Neuman spectrum) For all V ∈ L2(0, π;R), there exist a decreasing sequence of real numbers (λn)n≤0

and a Hilbertian basis (fn)n≤0 of L2(0, π;R), composed of functions fn ∈ H2, such that for all n ≤ 0 we
have ∂xfn(0) = ∂xfn(π) = 0 and (5).

• (A periodic spectrum7) For all even potential V ∈ L2(T;R), let (λn)n∈Z (resp. (fn)n∈Z) be the eigen-
values (resp. eigenfunctions) of the Dirichlet and Neuman Sturm–Liouville operators associated with the
restriction of V on (0, π). When n is positive (resp. nonnegative), we extend fn as an odd (resp. even)

function on T. Therefore, (fn/
√
2)n∈Z is a Hilbertian basis of L2(T;R) and for all n ∈ Z we have8

(6) − ∂2
xfn(x) + V (x)fn(x) = λnfn(x), ∀x ∈ T.

Note that, in the periodic case, the assumption that V is even is especially useful to ensure that the
eigenvalues of the Strum–Liouville operator depend smoothly on V ∈ L2 (see Proposition 2.6)9.

The following theorem deals with the dynamics of (NLS) in dimension d = 1 with homogeneous
Dirichlet boundary conditions.

Theorem 1.10 (Case Ω = ΩDir
1 ). Let V ∈ L∞(0, π;R) be a bounded real valued potential such that

the Dirichlet spectrum of the Sturm-Liouville operator −∂2
x + V is strongly non-resonant according to

Definition 1.1. There exists ǫ0 > 0 and for all r ≥ 1, there exist βr > 0 and Cr > 0 such that, provided
that ε := ‖u(0)‖H1

0
≤ ǫ0, the global solution of (NLS) given by Theorem 1.8 satisfies

|t| < ε−r =⇒ ∀n ≥ 1,
∣∣ |un(t)|2 − |un(0)|2

∣∣ ≤ Cr〈n〉βr εp

where un(t) =
∫ π
0 u(t, x)fn(x)dx.

Remark 1.11. ǫ0 depends on V only through its L∞ norm and β depends on V only through the
sequence α of Definition 1.1.

To check that this result is non-empty, we have to prove that there exist potentials satisfying the
assumptions of this theorem. Fortunately, there are many ways to draw V randomly to ensure that,
almost surely, the Dirichlet spectrum of −∂2

x + V is strongly non-resonant. However, we do not know
if there is a natural way to draw V . Usually, in the literature (see e.g. [Bou00, BG06, YZ14, BFG20a,
BG20]), its Fourier coefficients are drawn independently and uniformly. We could do the same here10

but, in order to avoid a too rigid asymptotic behavior for high modes, we draw them independently
with Gaussian laws.

Proposition 1.12. Let s > 3/2, V be a real random function on T of the form

(7) V (x) =
∑

n≤−1

Vn〈n〉−s sin(nx) +
∑

n≥0

Vn〈n〉−s cos(nx)

7Note that it is not the usual definition of periodic spectrum for which we usually assume that V is π periodic on
T = R/2πZ (see for example Appendix B of [KP03]).

8this justifies a posteriori the name of periodic spectrum.
9In the general case, i.e. V not even, crossing between eigenvalues may occur which leads to the loss of differentiability

of the later.
10and actually the proof would be a little bit simpler.
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where Vn ∼ N (0, 1) are some independent real centered Gaussian variables of variance 1. There exists
ρ > 0, such that, almost surely, provided that ‖V ‖H1(T) < ρ, the Dirichlet spectrum of the Sturm–

Liouville operator −∂2
x + V|(0,π) is strongly non-resonant according to Definition 1.1.

Remark 1.13. This result make sense because almost surely V ∈ H1(T) 11 and P(‖V ‖H1(T) < η) > 0
for any η > 0. The sequence α of Definition 1.1 is deterministic but it depends on s.

As mentioned in the comments above, our results not only provide a control of low modes for very
long times but also an orbital stability result describing12 the leading part of the dynamics. Concretely,
we have the following corollary of Theorem 1.10.

Corollary 1.14 (Case Ω = ΩDir
1 ). Let V and ǫ0 be as in Theorem 1.10 and s > 1 be a real number.

For all r ≥ 1, there exists K > 0 and δ > 0 such that, provided that u(0) ∈ Hs(0, π;R) ∩H1
0 (0, π;R)

satisfies ε := ‖u(0)‖Hs ≤ ǫ0, the global solution of (NLS) given by Theorem 1.8 satisfies

|t| < ε−r =⇒
∥∥u(t)−

∑

n≥1

eiθn(t)un(0)fn
∥∥
H1 ≤ Kε1+δ

where un(0) =
∫ π
0 u(0, x)fn(x)dx and θn : R→ R depends only on n and u(0).

Somehow, this result is similar to [Bou96, BFG20b]: to control the solution, we require an extra
smoothness to the initial datum. Nevertheless, contrary to these previous results, here the loss of
smoothness is arbitrarily small (i.e. s can be chosen arbitrarily close to 1).

In the periodic setting (i.e. when Ω = Ωper
1 ), we could prove the same result as in Theorem 1.10. Un-

fortunately, we do not success to prove that the set of the admissible potentials is non-empty. Therefore,
we have to introduce the following weaker non-resonance condition.

Definition 1.15 (Limited strong non-resonance). Let d ≥ 1, Nd ⊂ Zd and ω ∈ RNd , r ≥ 1, N ≥ 1.
The frequencies ω are strongly non resonant up to order r, for small divisors involving at least one

mode smaller than N , if there exists γr > 0 such that for all r⋆ ≤ r, all ℓ1, . . . , ℓr⋆ ∈ Z∗, all n ∈ N
r⋆
d

injective, provided that |ℓ1|+ · · ·+ |ℓr⋆ | ≤ r, 〈n1〉 ≤ · · · ≤ 〈nr⋆〉 and 〈n1〉 ≤ N we have

|ℓ1ωn1 + · · ·+ ℓr⋆ωnr⋆
| ≥ γ.

Remark 1.16. Note that, if Nd is infinite, nr⋆ is unbounded and this uniform lower bound has to hold
for infinitely many small divisors.

Using this weaker non-resonance condition, we have the following theorem which deals with the
dynamics of (NLS) on T.

Theorem 1.17 (Case Ω = Ωper
1 ). Let N ≥ 1, r ≥ p be an even number and V ∈ L∞(T;R) be

a bounded real valued even potential such that the periodic spectrum of the Sturm-Liouville operator
−∂2

x + V is strongly non-resonant, up to order r, for small divisors involving at least one mode smaller
than N , according to Definition 1.15. There exists ǫ0 > 0, there exists C > 0 such that, provided that
ε := ‖u(0)‖H1 ≤ ǫ0, the global solution of (NLS) given by Theorem 1.8 satisfies

|t| < ε−r′ =⇒ ∀n ∈ J−N,NK,
∣∣ |un(t)|2 − |un(0)|2

∣∣ ≤ Cεp

where r′ = r − p and un(t) =
∫
T
u(t, x)fn(x)dx.

This result is weaker than the one we have for Dirichlet boundary conditions. Being given a potential,
the number of modes we control does not grow as the norm of the solution decreases. Such a result is
not strong enough to deduce a stability result as in Corollary 1.14. However, we prove, in the following
proposition, that the non-resonance condition is typically fulfilled.

11actually V ∈ Hs− 1

2
−δ for any δ > 0.

12actually, as in Theorem 1 of [BG20], we could estimate precisely the variations of the angles θn.
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Proposition 1.18. Let s > 3/2 and V be a real even random function on T of the form

V (x) =
∑

n≥0

Vn〈n〉−τ cos(nx)

where Vn ∼ N (0, 1) are some independent real centered Gaussian variables of variance 1. For all N ≥ 1
and r ≥ 1 there exists ρr,N > 0, such that provided ‖V ‖H1 < ρr,N , almost surely, the periodic spectrum
of the Sturm-Liouville operator −∂2

x + V is strongly non-resonant, up to order r, for small divisors
involving at least one mode smaller than N , according to Definition 1.15.

Therefore, in the periodic setting, the larger the number of modes we control is and the longer the
time scale on which we control them is, the smaller the potential has to be. We do not know if such a
limitation is physical or just technical.

1.3.3. Nonlinear Schrödinger equations in dimension d = 2. In dimension 2, the behavior of the
Sturm–Liouville spectra is much more intricate. Indeed, due to the multiplicities of the eigenvalues,
they do not necessarily depends smoothly on the potential and the eigenfunctions are not especially
well localized (see e.g. [BB13]). Therefore, as usual (see e.g. [BG06, FI19, BMP20]), we consider a
toy model where the multiplicative potential is replaced by a convolutional potential. Moreover, to
simplify as much as possible, we only consider nonlinear Schrödinger equations on T2 = R2/(2πZ2) with
a homogeneous cubic nonlinearity. More precisely, they are of the form

(NLS2)
{

i∂tu(t, x) = −∆u(t, x) + (V ⋆ u)(t, x) + |u(t, x)|2u(t, x),
u(0, x) = u(0)(x),

where (t, x) ∈ R× T2, u(0) ∈ H1(T2;C) and V ∈ H1(T2;C) is a potential with real Fourier coefficients,
the Fourier transform on T2 being defined by

∀v ∈ L2(T2),∀n ∈ Z
2, v̂n :=

1

2π

∫

T2

v(x)e−inxdx.

Of course, these Schrödinger equations are also Hamiltonian. Indeed, (NLS2) rewrites formally

i∂tu = ∇H(u) where H(u) = 1

2

∫

T

|∂xu(x)|2 + ℜ(ū(x)(V ⋆ u)(x)) +
1

2
|u(x)|4 dx

This equation being gauge invariant, the mass M(u) = ‖u‖2L2 is a constant of the motion. Therefore,
as in dimension one, the constant of the motions provide an a priori control on the H1 norm.

Lemma 1.19. For all ρ > 0, there exists ερ > 0 and Λρ > 0 such that provided that ‖V ‖L2 ≤ ρ and
‖u‖H1 < Λρερ, we have

Λ−1
ρ ‖u‖2H1 ≤ H(u) + (ρ+ 1)M(u) ≤ Λρ‖u‖2H1 .

Since, in dimension d = 2, H1 functions are not bounded, the global well-posedness of small solutions
of (NLS2) in H1 is not trivial (especially the uniqueness). Fortunately, it has been proven by Vladimirov
in [Vla84] and is presented by Cazenave in Theorem 3.6.1 page 78 of [Caz03]. It is summarized in the
following theorem.

Theorem 1.20 (Global well-posedness, d = 2, [Vla84]). Let ρ > 0 and ερ > 0 be given by Lemma 1.19.

If ‖u(0)‖H1 ≤ ερ and ‖V ‖L2 ≤ ρ, there exists an unique global solution to (NLS2)

u ∈ L∞(R;H1) ∩W 1,∞(R;H−1).

Moreover, this solution preserves the energy and the mass

∀t ∈ R, H(u(t)) = H(u(0)) and M(u(t)) =M(u(0)).

For typical values of the potential, we get the following description of the small solutions of (NLS2).
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Theorem 1.21. Let V ∈ H1(0, π;C) be a potential whose Fourier coefficients are real and such that the

frequencies (|n|2 + V̂n)n∈Z2 are strongly non-resonant according to Definition 1.1. There exists ǫ0 > 0,
such that for all r ≥ 1, there exists βr > 0 and for all δ ∈ (0, 1/2), there exists Cr,δ > 0 such that,

provided that ε := ‖u(0)‖H1 ≤ ǫ0, the global solution of (NLS2) given by Theorem 1.20 satisfies,

|t| < ε−r =⇒ ∀n ∈ Z
2,

∣∣ |ûn(t)|2 − |ûn(0)|2
∣∣ ≤ Cr,δ〈n〉βr ε4−δ.

This result is similar to the one we have in dimension 1 (i.e. Theorem 1.10) excepted that we have an
arbitrarily small loss (the exponent δ) in the control of the variation of the actions. Roughly speaking
it is due to the fact that, in dimension 2, H1 is not an algebra but almost! The statement of Remark
(1.11) about the dependencies in Theorem 1.10 also holds here. On the probabilistic side, the following
result proves that Theorem 1.21 makes sense (since (NLS2) is a toy model we draw V as simply as
possible).

Proposition 1.22. Let s > 3/2 and V ∈ H1(0, π;C) be a random potential whose Fourier coefficients,

V̂n, are real, independent and uniformly distributed in (−〈n〉−s, 〈n〉−s). Almost surely, the frequencies

(|n|2 + V̂n)n∈Z are strongly non-resonant according to Definition 1.1.

1.4. Scheme of the proof. As usual the proof is based on a normal form process to eliminate as many
terms as possible from the Hamiltonian. Thanks to our non-resonance condition (2), we can separate
the dynamics of the low modes (〈n〉 ≤ N) from those of the high modes (〈n〉 > N) by eliminating from
the Hamiltonian, H = Z2 + P , all the monomials that influence the dynamics of the low modes. To be
more precise, but not too technical, let us assume that P is a homogeneous polynomial of degree p and
write formally

P =
∑

σ∈{−1,1}p

∑

n∈Np
d

P σ
n u

σ1
n1
· · · uσp

np

where u1nj
:= unj while u−1

nj
:= ūnj . To eliminate the monomials uσ1

n1
· · · uσp

np we have to control the
associated small divisor σ1ωn1 + · · · + σpωnp . Using our non resonance condition (2) we have

∣∣σ1ωj1 + · · · + σpωjp

∣∣ ≥ γpκ(σ, n)
−βp

where

(8) κω(σ, n) := min
{
〈nj〉 such that j ∈ J1, pK and

∑

k s.t. ωnk
=ωnj

σk 6= 0
}

So, paying a factor Nβp on the coefficients of the transformed Hamiltonian, we can eliminate all the
monomials of P for which κω(σ, n) ≤ N . Then iterating this procedure up to degree r, we construct a
symplectic transformation τ such that, on a neighborhood of the origin in E ,

H ◦ τ = Z2 +Qr +Rr

where Rr is a remainder term satisfying ‖∇Rr(u)‖E . Nαr‖u‖r−1
E for some αr > 0 and Qr is a

polynomials of degree r containing only monomials uσ1
n1
· · · uσℓ

nℓ
such that κ(σ, n) > N , and thus satisfying

{|un|2, Qr(u)} = 0 for 〈n〉 ≤ N.

This algebraic result is formalized and quantified in Theorem 4.1.
As a dynamical consequence, denoting v = τ−1(u) the new variable, thank to the a priori estimate

provided by the coercivity estimate (1), we have for the low modes, 〈n〉 ≤ N ,

d

dt
|vn|2 = {|vn|2,H ◦ τ} = {|vn|2, Rr} = ON,r(‖v‖rE ) = ON,r(ε

r).

On the other hand the high modes, |vn|2, 〈n〉 > N , are controlled by using the a priori bound on the
energy norm. Formally, these estimates on the variation of |vn|2 leads naturally to Theorem 1.2.
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However, due to fact that we work in low regularity, new technical difficulties appear. For instance,
in low regularity, it is not so trivial to prove the time derivability of the solution expressed in the new
variables (see section 5).

1.5. Outline of the work. Section 2 is devoted to the small divisor estimates. In particular, we
provide tools to prove that many systems (like (NLS) or (KG)) enjoy the non-resonance condition (2).
In Section 3, we introduce the Hamiltonian formalism we need to state and to prove our main results.
Then, in Section 4, we prove our Birkhoff normal form theorem and, in Section 5, we prove its main
dynamical corollary. Finally, Section 6 is devoted to the proofs of the theorems associated with the
applications. We stress that Section 2 is almost independent of the other sections.

1.6. Notations and conventions.

• If E is a real normed vector space then L (E) denotes the space of the bounded operators from E
into E.
• As usual, the Japanese bracket is defined by 〈x〉 :=

√
1 + |x|2.

• If x ∈ Rd for some d ≥ 1 then |x|1 := |x1|+ · · ·+ |xd|.
• Smooth always means C∞.
• When it is not specified, functions or sequences are always implicitly complex valued.
• If P is a property then 1P = 1 if P is true while 1P = 0 if P is false.
• If p is a parameter or a list of parameters and x, y ∈ R then we denote x .p y if there exists a constant
c(p), depending continuously on p, such that x . c(p) y. Similarly, we denote x &p y if y .p x and
x ≈p y if x .p y .p x.
• If (xj)j∈S ∈ (R∗

+)
S is a family of positive numbers indexed by a finite set S then its harmonic mean

is defined by

(9) hmean
j∈S

(xj) :=
( 1

#S

∑

j∈S

1

xj

)−1
.

1.7. Acknowledgments. During the preparation of this work the authors benefited from the support
of the Centre Henri Lebesgue ANR-11-LABX-0020-0 and by ANR-15-CE40-0001-02 "BEKAM".

2. A new non-resonance condition

In this section, first we establish useful results to prove strong non-resonance. Then we apply them
to (KG), (NLS) and (NLS2).

2.1. Abstract results. The following proposition proves that if some frequencies are non-resonant in a
classical (weak) sense and are well localized then they are strongly non-resonant (according to Definition
1.1 or Definition 1.15). The case µ = 0 and Nmax = +∞ is the the easiest to understand.

Proposition 2.1. Let d ≥ 1, Nd ⊂ Zd, Nmax ∈ [1,+∞], r ≥ 1, µ ∈ R and ω ∈ RNd .
If there exists α, γ > 0, such that for all r⋆ ≤ r, all ℓ ∈ (Z∗)r⋆, all n ∈ N

r⋆
d injective satisfying

〈n1〉 ≤ · · · ≤ 〈nr⋆〉, |ℓ|1 ≤ r and 〈n1〉 ≤ Nmax, we have

(10) ∀k ∈ Z,∀h ∈ J−r, rK,
∣∣k + hµ+ ℓ1ωn1 + · · ·+ ℓr⋆ωnr⋆

∣∣ ≥ γ〈nr⋆〉−α,

and if there exist C > 0 and ν > 0 such that

(11) ∀n ∈ Nd,∃k ∈ Z, |ωn − k − µ| ≤ C〈n〉−ν ,

then there exist β > 0 (depending only on (α, ν, r)) and η > 0 (depending only on (α, ν,C, γ, r)) such
that for all r⋆ ≤ r, all ℓ ∈ (Z∗)r⋆ , all n ∈ N

r⋆
d injective satisfying |ℓ|1 ≤ r, 〈n1〉 ≤ · · · ≤ 〈nr⋆〉 and

〈n1〉 ≤ Nmax, we have

(12)
∣∣ℓ1ωn1 + · · ·+ ℓr⋆ωnr⋆

∣∣ ≥ η〈n1〉−β
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Remark 2.2. Most of the non-resonant systems enjoy the non resonant estimate (10). The second
assumption (11) (which means that the frequencies accumulate polynomially fast on Z) is much more
restrictive.

Proof of Proposition 2.1. We fix r, r⋆ such that r⋆ ≤ r and ℓ ∈ (Z∗)r⋆ , n ∈ N
r⋆
d injective such that

〈n1〉 ≤ · · · ≤ 〈nr⋆〉, |ℓ|1 ≤ r and 〈n1〉 ≤ Nmax.
We are going to prove by induction on r♭ ≤ r⋆ that there exists βr♭ > 0 (depending only on (α, ν, r))

and ηr♭ > 0 (depending only on (α, ν,C, γ, r)) such that

(13) ∀k ∈ Z,
∣∣k +

∑

r♭<j≤r⋆

ℓjµ+
∑

1≤j≤r♭

ℓjωnj

∣∣ ≥ ηr♭〈n1〉−βr♭ .

Note that, when r♭ = r⋆, this property is stronger than (12). Furthermore, the initialization of the
induction is obvious because, when r♭ = 1, applying (10) with r⋆ ← 1 and recalling that |ℓ|1 ≤ r, we
get (13) with η1 = γ and βr♭ = α.

We assume that r♭ < r⋆ and that (13) holds and we fix k ∈ Z. Since the frequencies accumulate
polynomially fast on Z + µ (see (11)), there exists k♭ ∈ Z such that

|ωnr♭+1 − k♭ − µ| ≤ C〈nr♭+1〉−ν .

Therefore, applying the triangle inequality and the induction hypothesis (13), we have
∣∣k+

∑

r♭+1<j≤r⋆

ℓjµ+
∑

1≤j≤r♭+1

ℓjωnj

∣∣ ≥
∣∣k+ ℓr♭+1k♭+

∑

r♭<j≤r⋆

ℓjµ+
∑

1≤j≤r♭

ℓjωnj

∣∣−|ℓr♭+1||ωnr♭+1−k♭−µ|

≥ ηr♭〈n1〉−βr♭ − Cr〈nr♭+1〉−ν .

Hence we have to distinguish two cases.
• If 2Cr〈nr♭+1〉−ν ≤ ηr♭〈n1〉−βr♭ we have

∣∣k +
∑

r♭+1<j≤r⋆

ℓjµ+
∑

1≤j≤r♭+1

ℓjωnj

∣∣ ≥ 1

2
ηr♭〈n1〉−βr♭ .

• Else, we have 〈nr♭+1〉 ≤ (2Crη−1
r♭

)1/ν〈n1〉βr♭
/ν and so, by (10) (applied with r⋆ ← r♭ and h ←

ℓr♭+2 + · · ·+ ℓr⋆) we get
∣∣k +

∑

r♭+1<j≤r⋆

ℓjµ+
∑

1≤j≤r♭+1

ℓjωnj

∣∣ ≥ γ
( ηr♭
2Cr

)α
ν 〈n1〉−

αβr♭
ν .

�

In practice, the eigenvalues of the linearized vector field may have some multiplicities. Therefore, the
sequence of frequencies ω may be non injective and thus non strongly resonant according to Definition
1.1 or Definition 1.15. So we extend these definitions in order to deal with these multiplicities (moreover,
we choose a formalism well suited to the Birkhoff normal form process).

Definition 2.3 (Generalized strong non-resonance). A family of frequencies ω ∈ RZd, where Zd ⊂ Zd,
is strongly non-resonant, up to order rmax, for small divisors involving at least one mode of index
smaller than Nmax ∈ [1,+∞], if for all r ∈ J1, rmaxK, there exists γr > 0 and βr > 0 such that for
all n ∈ Z

r
d, σ ∈ {−1, 1}r, provided that κω(σ, n) ≤ Nmax (κω(σ, n) is defined by (8)) we have either

∣∣
r∑

j=1

σj ωnj

∣∣ ≥ γr κω(σ, n)
−βr or r is even and there exists ρ ∈ Sr such that

∀j ∈ J1, rK, σρ2j−1 = −σρ2j−1 and ωnρ2j−1
= ωnρ2j

.

We denote by Dβ,rmax

γ,Nmax
(Zd) the set of these strongly non-resonant frequencies.
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In the following lemma, we specify how this definition is an extension of Definition 1.1 and Definition
1.15.

Lemma 2.4. Let d ≥ 1, Nd ⊂ Zd and ω ∈ RNd an injective sequence.
• If ω is strongly non resonant according to Definition 1.1 then it is strongly non resonant according to
Definition 2.3 up to any order and for all modes (i.e. Nmax = +∞).
• Provided that Nmax ≡ N <∞, Definition 1.15 and Definition 2.3 are equivalent.

Proof. It is enough to rearrange the small divisors to have

σ1 ωn1 + · · ·+ σr ωnr = ℓ1 ωm1 + · · ·+ ℓr⋆ ωmr⋆

where r⋆ ≤ r, κω(σ, n) = 〈m1〉 ≤ · · · ≤ 〈mr⋆〉 and ℓj =
∑

ωnk
=ωmj

σk 6= 0. �

2.2. Strong non-resonance of (KG). As a first direct application we deduce that for generic values
of the mass, the frequencies of the Klein–Gordon equation are strongly non-resonant.

Lemma 2.5. For almost all m > −1, the frequencies ωn =
√
n2 +m, with n ≥ 1, are strongly non-

resonant according to Definition 1.1.

Proof. These frequencies have been widely studied in the literature. In particular, it is well known (see
e.g. [Bam03, Del09]) that they are non-resonant in the following sense: for almost all m > −1, there
exists γr (depending only on m and r) and αr > 0 (depending only on r) such that, if r⋆ ≤ r, ℓ ∈ (Z∗)r⋆ ,
n ∈ (N∗)r⋆ satisfy n1 < · · · < nr⋆ and |ℓ|1 ≤ r then

∀k ∈ Z, |k + ℓ1ωn1 + · · ·+ ℓr⋆ωnr⋆
| ≥ γr〈nr⋆〉−αr .

Moreover, a Taylor expansion proves that the frequencies accumulate on Z :

|ωn − n| =
√

n2 +m− n ≤ m

2n
.

Therefore, applying Proposition 2.1, we deduce that these frequencies are strongly non-resonant. �

2.3. Strong non-resonance of (NLS2). As a second direct corollary of Proposition 2.1, we prove that
for generic convolutional potentials, the frequencies of (NLS2) are strongly non-resonant (i.e. we prove
Proposition 1.22).

Proof of Proposition 1.22. Let ωn = |n|2 + V̂n, n ∈ Z2. It is well known (see e.g. Thm 3.22 of
[BG06]) that, almost surely, for all r ≥ 1, there exists γr and αr > 0 such that, if r⋆ ≤ r, n ∈ (Z2)r⋆

injective, ℓ ∈ (Z∗)r⋆ satisfy 〈n1〉 ≤ · · · ≤ 〈nr⋆〉 and |ℓ|1 ≤ r then

∀k ∈ Z, |k + ℓ1ωn1 + · · ·+ ℓr⋆ωnr⋆
| ≥ γr〈nr⋆〉−αr .

Furthermore, by definition, it is clear that |ωn − |n|2| ≤ 〈n〉−3/2. Therefore, applying Proposition 2.1,
we deduce that, almost surely, these frequencies are strongly non-resonant according to Definition 1.1.

�

2.4. Strong non-resonance of (NLS). In this subsection we aim at proving Propositions 1.12 and 1.18.
The frequencies of (NLS) being eigenvalues of Sturm–Liouville operators, all the results of this subsection
deal with the objects introduced in Proposition 1.9. In this subsection, we consider the eigenfunctions
fn and eigenvalues λn of the Sturm-Liouville operator −∂2

x+V as functions of V ∈ L2(0, π;R). However,
when there is no possible ambiguity, we do not specify this dependency.

First, we collect some useful results about the Sturm–Liouville spectra (all of them are proven in
[PT87] for the Dirichlet spectrum but can be easily extended to the Neuman spectrum).
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Proposition 2.6 (Thm 3 page 31 of [PT87]). For all n ∈ Z both λn and fn ∈ H2(0, π;R) depend
analytically on V in L2(0, π;R). Moreover, for all V,W ∈ L2(0, π;R), we have

(14) dλn(V )(W ) =

∫ π

0
W (x)f2

n(x) dx.

Proposition 2.7 (Thm 4 page 35 of [PT87]). Locally uniformly with respect to V in H1(0, π;R), we
have

λn = n2 +
1

π

∫ π

0
V (x) dx+O( 1

n
).

Proposition 2.8 (Variation of Thm 4 page 16 of [PT87]). For all ρ > 0, there exists C > 0 such that
if ‖V ‖H1 ≤ ρ, n > 0 and x ∈ (0, π), we have

|fn(x)−
√

2

π

(
sinnx− V(x)

2n
cosnx

)
| ≤ C

n2
‖V ‖H1 ,

|f−n(x)−
√

2

π

(
cosnx+

V(x)
2n

sinnx
)
| ≤ C

n2
‖V ‖H1 ,

where V(x) :=
∫ x
0 V (y)− π−1

∫ π
0 V (z) dz dy.

Proof. The proof is a variant of the proof of Theorem 4 page 16 of [PT87], for the sake of completeness
we include it here. Let x 7→ y(x, λ) be the solution of (−∂xx + V )y = λy with the initial conditions
y(0, λ) = 0 and y′(0, λ) = 1. Using the Duhamel rule we easily get (see Theorem 1 page 7 in [PT87])

y(x, λ) = sλ(x) +
∑

n≥1

Sn(x, λ)

where sλ(x) =
sin

√
λx√
λ

and Sn(x, λ) =
∫
0≤t1≤···≤tn+1=x sλ(t1)

∏n
i=1

(
sλ(ti+1 − ti)V (ti)

)
dt1 · · · dtn. Then

we note that |Sn(x, λ)| ≤
‖V ‖n

L2

n!|λ|
n+1
2

for n ≥ 1 and we compute

|S1(x, λ) +
V(x)
2λ

cos
√
λx| ≤ ‖V ‖H1

|λ| 32
.

Therefore we have

|y(x, λ) + V(x)
2λ

cos
√
λx| ≤ ‖V ‖H1e‖V ‖L2

|λ| 32
.

In the other hand the Dirichlet spectrum {λj , j ≥ 1} can be characterized as the roots of the equation

y(1, λ) = 0 and thus the corresponding eigenfunctions are given by fj(x) =
y(x,λj)

‖y(·,λj)‖L2
, j ≥ 1 up to an

inessential sign. Then a computation leads to the first formula of the proposition. The second one is
proved similarly. �

Now we deduce some useful corollaries of these results.

Lemma 2.9. For all ρ > 0, there exists C > 0 such that if ‖V ‖H1 ≤ ρ and k, n > 0 we have
∣∣∣∣dλn(V )(cos(2k · )) + 1n=k

2

∣∣∣∣ ≤
C

n

(
1

n
+

1

〈n− k〉

)
‖V ‖H1 ,

∣∣∣∣dλ−n(V )(cos(2k · ))− 1n=k

2

∣∣∣∣ ≤
C

n

(
1

n
+

1

〈n− k〉

)
‖V ‖H1 .
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Proof. We focus on the Dirichlet spectrum. The Neuman case is similar. First, we recall that by
Proposition 2.6, we have

dλn(V )(cos(2k · )) =
∫ π

0
cos(2kx)f2

n(x) dx.

Now, applying Proposition 2.8, we have
∣∣∣∣f

2
n(x)−

1

π
− 1

π
cos(2nx) +

1

πn
V(x) sin(2nx)

∣∣∣∣ =
∣∣∣∣f

2
n(x)−

2

π
sin2(nx) +

2

πn
V(x) sin(nx) cos(nx)

∣∣∣∣

.‖V ‖H1

‖V ‖H1

n2
.

Therefore, to conclude, it is enough to note that sin(2nx) cos(2kx) = 1
2(sin(2(k+n)x)− sin(2(k−n)x))

and if ℓ 6= 0 ∫ π

0
sin(2ℓx)V(x)dx =

1

2ℓ

∫ π

0
cos(2ℓx)V (x)dx .

‖V ‖H1

ℓ
.

�

Lemma 2.10. There exists ρ0 > 0 such that provided ‖V ‖H1 ≤ ρ0, for all r > 0, all 0 < n1 < · · · < nr

and all ℓ ∈ (Z∗)r, there exists j ∈ J1, rK and

|d (ℓ1λn1 + · · ·+ ℓrλnr) (V )(cos(2njx))| ≥
1

4
.

Proof. Let j ∈ J1, rK be such that |ℓj | = |ℓ|∞. Applying Lemma 2.9 with ρ = 1, if ‖V ‖H1 ≤ ρ, by the
second triangular inequality we have

|d (ℓ1λn1 + · · ·+ ℓrλnr) (V )(cos(2njx))| ≥
|ℓj |
2
− C‖V ‖H1

r∑

k=1

|ℓk|
nk

(
1

nk
+

1

〈nk − nj〉

)

≥ |ℓ|∞
(
1

2
− ‖V ‖H1C

r∑

k=1

1

n2
k

+
1

nk〈nk − nj〉

)

Noting that by Cauchy-Schwarz, since n is injective, both
∑r

k=1
1
n2
k

and
∑r

k=1
1

nk〈nk−nj〉 are bounded

uniformly with respect to n and j, provided ‖V ‖H1 is small enough, we deduce that

|d (ℓ1λn1 + · · ·+ ℓrλnr) (V )(cos(2njx))| ≥
|ℓ|∞
4
≥ 1

4
.

�

As a first corollary, we are in position to prove Proposition 1.12.

Proof of Proposition 1.12. Observing that ‖V|(0,π)‖H1 ≤ ‖V ‖H1(T), we set ρ := ρ0 (which is given
by Lemma 2.10). We are going to prove that, almost surely, provided that ‖V ‖H1(T) ≤ ρ, for all r > 0,
there exists γ, α > 0 such that for all r⋆ ≤ r, ℓ ∈ (Z∗)r⋆ , all n ∈ (N∗)r⋆ satisfying 0 < n1 < · · · < nr⋆,
|ℓ|1 ≤ r, we have

(15) ∀k ∈ Z,∀h ∈ J−r, rK, |Ωk,h,ℓ,n(V )| ≥ γn−α
r⋆ .

where Ωk,h,ℓ,n(V ) := k +
h

π

∫ π

0
V (x)dx + ℓ1λn1(V ) + · · · + ℓrλnr⋆

(V ). Indeed, then, the result follows

directly of Proposition 2.7 (to justify the accumulation on Z + 1
π

∫ π
0 V (x)dx of the eigenvalues) and

Proposition 2.1 (to replace nr⋆ by n1).
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All the parameters of (15) being fixed, we aim at estimating P
(
|Ωk,h,ℓ,n(V )| < ε and ‖V ‖H1(T) ≤

ρ
)

where ε > 0. Let j ∈ J1, r⋆K be the index given by Lemma 2.10. Setting V (−2nj) = V −
V2nj 〈2nj〉−s cos(2njx), V (−2nj) and V2nj are independent. Therefore, we have

P
(
|Ωk,h,ℓ,n(V )| < ε and ‖V ‖H1(T) ≤ ρ

)

=
1√
2π

E

[ ∫

v2nj
∈I

1|Ωk,h,ℓ,n(V
(−2nj )+v2nj

〈2nj〉−s cos(2njx))|<ε
e−

v22nj
2 dv2nj

]

≤E

[ ∫

v2nj
∈I

1|Ωk,h,ℓ,n(V
(−2nj )+v2nj

〈2nj〉−s cos(2njx))|<ε
dv2nj

]
(16)

where

I := {v2nj ∈ R | ‖V (−2nj) + v2nj〈2nj〉−s cos(2njx)‖2H1(T) ≡ πv22nj
〈2nj〉−2s+2 + ‖V (−2nj)‖2H1(T) ≤ ρ2}.

By definition of I and ρ, it follows from Lemma 2.10 that, almost surely, we have

∀v2nj ∈ I, |∂v2nj
Ωk,h,ℓ,n(V

(−2nj) + v2nj 〈2nj〉−s cos(2jx))| ≥ 1

4
〈2nj〉−s.

Since I is a (random) interval, v2nj 7→ Ωk,h,ℓ,n(V
(−2nj) + v2nj 〈2nj〉−s cos(2njx)) is a diffeomorphism

onto its image (denoted J ). Therefore, by the change of variables formula, we have (almost surely)
∫

v2nj
∈I

1|Ωk,h,ℓ,n(V
(−2nj )+v2nj

〈2nj〉−s cos(2njx))|<ε
dv2nj ≤ 4〈2nj〉s

∫

v2nj
∈J

1|v2nj
|<ε dv2nj ≤ 8〈2nj〉sε.

As a consequence of (16), we have

P
(
|Ωk,h,ℓ,n(V )| < ε and ‖V ‖H1(T) ≤ ρ

)
≤ 8〈2nnr⋆

〉sε.
Hence, requiring implicitly that (r, r⋆, k, h, ℓ, n) satisfy the constraints described previously, we deduce
that

P
(
∃(r, r⋆, k, h, ℓ, n), |Ωk,h,ℓ,n(V )| < 〈k〉−2r−2r〈nr⋆〉−(s+2r)ε and ‖V ‖H1(T) ≤ ρ

)

≤
∑

(r,r⋆,k,h,ℓ,n)

P
(
|Ωk,h,ℓ,n(V )| < 〈k〉−2r−2r〈nr⋆〉−(s+2r)ε and ‖V ‖H1(T) ≤ ρ

)

.s

( ∑

(r,r⋆,k,h,ℓ,n)

〈k〉−2r−2r〈nr⋆〉−2r
)
ε ≈s ε −→

ε→0
0.

We omit the details for the convergence of this series but the proof is quite straightforward (actually
the factor r−2r is far to be sharp). Since this probability vanishes as ε goes to 0, we deduce that, almost
surely, there exists ε > 0 such that

(17) ∀(r, r⋆, k, h, ℓ, n), |Ωk,h,ℓ,n(V )| ≥ ε〈k〉−2r−2r〈nr⋆〉−(s+2r).

Therefore, to get (15), we would like this estimate to be uniform with respect to k. Fortunately, by the
triangle inequality and Proposition 2.7 we have

|Ωk,h,ℓ,n(V )| ≥ |k| − rC〈nr⋆〉2.
where C ≥ 1 depends only on ρ. Thus, if |k| ≥ 2rC〈nr⋆〉2, we know that |Ωk,h,ℓ,n(V )| ≥ 1. Therefore,
we can replace k by 2rC〈nr⋆〉2 in the right hand side term of (17) which provides (15) and concludes
this proof. �

Now we focus on the periodic spectrum. First, we focus on the mode n = 0.
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Lemma 2.11. For all ρ > 0, there exists C > 0 such that if ‖V ‖L2(0,π) ≤ ρ, k > 0 and x ∈ (0, π) we
have ∣∣f0(x)−

1√
π

∣∣ ≤ C‖V ‖L2 and |dλ0(V )(cos(2k · ))| ≤ C‖V ‖L2 .

Proof. The first estimate follows of the smoothness of V 7→ f0 (see Proposition 2.6) while the second
estimate is a direct consequence of the first estimate and the expression of dλ0 given by the formula
(14) of Proposition 2.6. �

Then we adapt Lemma 2.10 to the periodic case (it is easier to change the formalism to present it).

Lemma 2.12. For all r > 0, there exists ρr > 0 such that for all ℓ ∈ ZZ, if ‖ℓ‖ℓ1 ≤ r and ‖V ‖H1(0,π) ≤
ρr, either ℓ is even13 or there exists j ∈ Z such that ℓj 6= ℓ−j and

(18) |d(
∑

n∈Z

ℓnλn)(V )(cos(2j x ))| ≥ 1

4
.

Proof. Assume that ‖V ‖H1 ≤ 1 and let C be the constant of Lemma 2.11 and Lemma 2.9 associated
with ρ = 1. Let ℓodd (resp. ℓeven) be the odd (resp. even) part of ℓ.

On the one hand, by Lemma 2.11 and Lemma 2.9, for all j ∈ Z, we have

|d(
∑

n∈Z

ℓevenn λn)(V )(cos(2j x ))| = 1

2
|d(
∑

n∈Z

ℓevenn (λn + λ−n))(V )(cos(2j x ))| ≤ Cr‖V ‖H1 .

On the other hand, if j > 0 is such that ℓoddj 6= 0 then |ℓoddj | ≥ 1/2 and by Lemma 2.9, we have

|d(
∑

n∈Z

ℓoddn λn)(V )(cos(2j x ))| = |d(
∑

n>0

ℓoddn (λn − λ−n))(V )(cos(2j x ))| ≥ |ℓoddj | − Cr‖V ‖H1

≥ 1

2
− Cr‖V ‖H1 .

As a consequence, provided that r‖V ‖H1 is small enough, we have (18). �

As a consequence, we deduce that most of the monomials are weakly non resonant.

Lemma 2.13. Let V be the even random potential defined in Proposition 1.18. For all r > 0, there
exists ρ, β > 0, such that, almost surely, there exists γ > 0 such that for all r⋆ ≤ r, n ∈ Zr⋆ injective and
ℓ ∈ (Z∗)r⋆ satisfying |ℓ|1 ≤ r and 〈n1〉 ≤ · · · ≤ 〈nr⋆〉, provided that ‖V ‖H1 < ρ, either k 7→∑r⋆

j=1 ℓj1k=nj

is even or

∀k ∈ Z,∀h ∈ J−r, rK, |k +
h

π

∫ π

0
V (x) dx+

r⋆∑

j=1

ℓjλnj | ≥ γ〈nr⋆〉−β.

Proof. It is very similar to the proof of Proposition 1.12 excepted that we use Lemma 2.12 instead of
Lemma 2.10 (it explains why ρ depends on r and we have to exclude some special multi-indices). �

To deal with the multi-indices we have excluded in Lemma 2.13, we have to estimate the second
derivative of λn.

Lemma 2.14. For all V,W ∈ L2(0, π;R), we have

(19) d2λn(V )(W,W ) = 2
∑

k≥1
k 6=n

1

λn − λk

(∫ π

0
W (x)fn(x)fk(x) dx

)2

, if n ≥ 1,

13i.e. ℓj = ℓ−j , for all j ∈ Z.
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(20) d2λn(V )(W,W ) = 2
∑

k≤0
k 6=n

1

λn − λk

(∫ π

0
W (x)fn(x)fk(x) dx

)2

, if n ≤ 0.

Proof. We focus on the calculus of the second derivative of the Dirichlet spectrum. The calculus for the
Neuman spectrum is similar. We follow the strategy of [BG06] section 5.3. We recall that by Proposition
2.6 ,λn and fn depend smoothly on V ∈ L2. For compactness, we denote f ′

n, λ
′
n (resp. f ′′

n , λ
′′
n) the first

(resp. second) derivative in the direction W .
First, we note that, since ‖fn‖2L2 = 1, f ′

n and fn are orthogonal in L2 : (fn, f
′
n)L2 = 0. Then

differentiating the relation (−∂2
x + V )fn = λnfn, we get

(21) (−∂2
x + V )f ′

n +Wfn = λnf
′
n + λ′

nfn.

Since f ′
n and fn are orthogonal, we deduce that

(22) f ′
n = −(−∂2

x + V − λn)
−1(IdL2 −Π)(Wfn)

where Π is the orthogonal projector on Span(fn). Differentiating once again (21), we get

(−∂2
x + V )f ′′

n + 2Wf ′
n = λ′′

nfn + 2λ′
nf

′
n + λnf

′′
n .

The scalar product of this relation against fn provides

2(fn,Wf ′
n)L2 = λ′′

n.

Therefore, using the formula (22) and decomposing Wfn in the Hilbertian basis (fk)k≥1, we get the
relation (19) we wanted to prove. �

Lemma 2.15. For all ρ > 0, there exists C > 0 such that for all n ∈ Z, j ∈ N∗ \ {|n|, 2|n|} and
‖V ‖H1(0,π) ≤ ρ, we have ∣∣∣∣∂

2
cos(j · )λn −

1

4n2 − j2

∣∣∣∣ ≤ C‖V ‖H1 .

Proof. We focus on the calculus of the second derivative of the Dirichlet spectrum (i.e. n, k > 0). The
calculus for the Neuman spectrum is similar. First, by Proposition 2.7, we note that :

∣∣∣∣
1

λn − λk
− 1

n2 − k2

∣∣∣∣ .‖V ‖H1

‖V ‖H1

|n2 − k2| .

Then by Proposition 2.8, we have
∫ π

0
cos(jx)fn(x)fk(x) dx+O(‖V ‖H1) =

2

π

∫ π

0
cos(jx) sin(nx) sin(kx) dx

=
1

π

∫ π

0
sin(kx)(sin((n + j)x) + sin((n− j)x)) dx =

1k=n+j + sg(n − j)1k=±(n−j)

2

where O(‖V ‖H1) is uniform with respect to (n, k, j) and sg is the sign function. Therefore, since
n 6= 0 6= j, we have

(∫ π

0
cos(jx)fn(x)fk(x) dx

)2

=
1k=n+j + 1k=±(n−j)

4
+O(‖V ‖H1).

As a consequence of Lemma 2.14, applying the Cauchy Schwarz inequality, we have
∣∣∣∂2

cos(j · )λn −
1

2

∑

k≥1
k 6=n

1k=n+j + 1k=±(n−j)

n2 − k2

∣∣∣ .‖V ‖H1

∑

k≥1
k 6=n

‖V ‖H1

|n2 − k2| .‖V ‖H1

π2

3
‖V ‖H1 .
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Finally, since j 6= 2n, we have
∑

k≥1
k 6=n

1k=n+j + 1k=±(n−j)

n2 − k2
=

1

n2 − (n+ j)2
+

1

n2 − (n− j)2
= − 1

j(2n + j)
+

1

j(2n − j)
=

2

4n2 − j2
.

�

The following lemma deals with the leading part of the second derivative of the small divisors. Its
proof is similar to the proof of Proposition 2.1.

Lemma 2.16. For all r > 0 and r⋆ ≤ r, there exists γr,r⋆ > 0 and βr⋆ > 0 such that for all ℓ ∈ (Z∗)r⋆ ,
for all n ∈ Nr⋆ satisfying 0 ≤ n1 < · · · < nr⋆ and |ℓ|1 ≤ r, there exists j ∈ J1, 5r⋆K \

⋃r⋆
k=1{nk, 2nk} such

that

(23)

∣∣∣∣∣

r⋆∑

k=1

ℓk
4n2

k − j2

∣∣∣∣∣ ≥ γr,r⋆〈n1〉−βr⋆ .

Proof. Let fix r > 0 and let us prove this result by induction on r⋆. Indeed, if r⋆ = 1 then for all n1 ∈ N

there exists j ∈ J1, 3K \{n1, 2n1} such that |4n2
1− j2| ≤ 4n2

1+9 ≤ 9〈n1〉2. Consequently (23) holds with
β1 = 2 and γr,1 = 1/9.

Now assume that r⋆ < r, ℓ ∈ (Z∗)r⋆+1, n ∈ Nr⋆+1 satisfy 0 ≤ n1 < · · · < nr⋆, |ℓ|1 ≤ r and are such
that there exists j ∈ J1, 5r⋆K \

⋃r⋆
k=1{nk, 2nk} such that (23) holds.

If nr⋆+1 > 5r⋆ then by the triangle inequality, we have
∣∣∣∣∣

r⋆+1∑

k=1

ℓk
4n2

k − j2

∣∣∣∣∣ ≥ γr,r⋆〈n1〉−βr⋆ − r

4n2
r⋆+1 − j2

Therefore, if nr⋆+1 >
√

25r2⋆ + 2rγ−1
r,r⋆〈n1〉βr⋆ , we have
∣∣∣∣∣

r⋆+1∑

k=1

ℓk
4n2

k − j2

∣∣∣∣∣ ≥
γr,r⋆
2
〈n1〉−βr⋆ .

As a consequence, now we assume that nr⋆+1 ≤
√

25r2⋆ + 2rγ−1
r,r⋆〈n1〉βr⋆ . We note that there exists

P ∈ Z[X] such that
r⋆+1∑

k=1

ℓk
4n2

k −X2
=

P (X)

(4n2
1 −X2) · · · (4n2

r⋆+1 −X2)

where P 6= 0 (by the uniqueness of the partial fraction decomposition) and degP ≤ 2(r⋆+1). Therefore
P has at most 2(r⋆ + 1) roots. Consequently there exists j⋆ ∈ J1, 5r⋆K \

⋃r⋆+1
k=1 {nk, 2nk} such that

P (j⋆) 6= 0 and so |P (j⋆)| ≥ 1. As a consequence, we have
∣∣∣∣∣

r⋆+1∑

k=1

ℓk
4n2

k − j2⋆

∣∣∣∣∣ ≥ ((4n2
1 − j2⋆) · · · (4n2

r⋆+1 − j2⋆))
−1 ≥ (4n2

r⋆+1 + 25r2⋆)
−(r⋆+1)

≥ (8rγ−1
r,r⋆〈n1〉βr⋆ + 125r2⋆)

−(r⋆+1) ≈r,r⋆ 〈n1〉−(r⋆+1)βr⋆ .

�

As a corollary of Lemmata 2.15 and 2.16, we get the following lower bound on the second derivative
of the small divisor.
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Corollary 2.17. For all r > 0 and N ≥ 1, there exists ρ, η > 0 such that for all r⋆ ≤ r, ℓ ∈ (Z∗)r⋆ ,
n ∈ Nr⋆, all V ∈ H1(0, π;R) satisfying ‖V ‖H1(0,π) ≤ ρ, 0 ≤ n1 < · · · < nr, |ℓ|1 ≤ r and 〈n1〉 ≤ N there
exists j ∈ J1, 5r⋆K such that ∣∣∣∣∣∂

2
cos(j · )

r⋆∑

k=1

ℓk(λnk
+ λ−nk

)

∣∣∣∣∣ ≥ η.

Proof. Let j ∈ J1, 5r⋆K \
⋃r⋆

k=1{nk, 2nk} be the index given by Lemma 2.16. Assume that ‖V ‖H1 ≤ 1
and let C be the constant given by Lemma 2.15 associated with ρ = 1. Therefore, as a consequence of
Lemmata 2.15 and 2.16, we have

∣∣∣∣∣∂
2
cos(j · )

r⋆∑

k=1

ℓk(λnk
+ λ−nk

)

∣∣∣∣∣ ≥ 2

∣∣∣∣∣

r⋆∑

k=1

ℓk
4n2

k − j2

∣∣∣∣∣− 2rC‖V ‖H1 ≥ 2γr,r⋆N
−βr⋆ − 2rC‖V ‖H1 .

Therefore, we just have to set η = γr,r⋆N
−βr⋆ and ρ = min1≤r⋆≤r min(1, γr,r⋆N

−βr⋆/2rC). �

As a consequence of this corollary, we are in position to prove that the multi-indices we have excluded
in Lemma 2.13 are actually also weakly non resonant.

Lemma 2.18. Let V be the even random potential defined in Proposition 1.18. For all r > 0 and N ≥ 1,
there exists ρ > 0 and, almost surely, γ > 0 such that for all r⋆ ≤ r, n ∈ Zr⋆ injective and ℓ ∈ (Z∗)r⋆

satisfying |ℓ|1 ≤ r, 〈n1〉 ≤ · · · ≤ 〈nr⋆〉 and 〈n1〉 ≤ N , if ‖V ‖H1(0,π) < ρ and k 7→∑r⋆
j=1 ℓj1k=nj

is even
then we have

∀k ∈ Z,∀h ∈ J−r, rK, |k +
h

π

∫ π

0
V (x) dx+

r⋆∑

j=1

ℓjλnj | ≥ γ〈nr⋆〉−4r⋆ .

Proof. Let ρ and η be given by Corollary 2.17 (for r ← 2r). We denote

Ωk,h,ℓ,n(V ) = k +
h

π

∫ π

0
V (x) dx+

r⋆∑

j=1

ℓjλnj (V ).

Implicitly, we always assume that (r⋆, k, h, ℓ, n) are such that |ℓ|1 ≤ r, 〈n1〉 ≤ · · · ≤ 〈nr⋆〉, 〈n1〉 ≤ N
and k 7→ ∑r⋆

j=1 ℓj1k=nj
is even. In order to estimate P(|Ωk,h,ℓ,n(V )| < ε and ‖V ‖H1 ≤ ρ) for ε > 0,

we consider j ∈ J1, 5r⋆K the index given by Corollary 2.17 and we denote V (−j) = V − Vj〈j〉−s cos(j ·).
Since by assumption V (−j) and Vj are independent, we have

P
(
|Ωk,h,ℓ,n(V )| < ε and ‖V ‖H1(0,π) ≤ ρ

)
=

1√
2π

E

[ ∫

vj∈I
1|Ωk,h,ℓ,n(V (−j)+vj〈j〉−s cos(jx))|<ε e−

v2j
2 dvj

]

≤ E

[ ∫

vj∈I
1|Ωk,h,ℓ,n(V (−j)+vj〈j〉−s cos(jx))|<εdvj

]

(24)

where I := {vj ∈ R | ‖V (−j) + vj〈j〉−s cos(jx)‖2H1(0,π) ≡ π
2 v

2
j 〈j〉−2s+2 + ‖V (−j)‖2H1(0,π) ≤ ρ2}. By

definition of I and Corollary 2.17, almost surely, for all vj ∈ I , we have

|∂2
vjΩk,h,ℓ,n(V

(−j) + vj〈j〉−s cos(jx))| ≥ 〈j〉−2sη ≥ 〈5r〉−2sη.

Therefore, since I is (random) interval and ρ, η depends only on (r,N), applying Lemma B.1. of [Eli01],
we deduce that, almost surely,

∫

vj∈I
1|Ωk,h,ℓ,n(V (−j)+vj〈j〉−s cos(jx))|<εdvj .r,N,s

√
ε.
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As a consequence of (24), we deduce that

P
(
∃(r⋆, k, h, ℓ, n), |Ωk,h,ℓ,n(V )| < ε〈nr⋆〉−4r⋆ and ‖V ‖H1(0,π) ≤ ρ

)

≤
∑

(r⋆,k,h,ℓ,n)

P
(
∃(r⋆, k, h, ℓ, n), |Ωk,h,ℓ,n(V )| < ε〈nr⋆〉−4r⋆ and ‖V ‖H1(0,π) ≤ ρ

)

.r,N,s

√
ε

∑

(r⋆,k,h,ℓ,n)

〈nr⋆〉−2r⋆ ≈r,N,s

√
ε −→

ε→0
0.

�

Proof of Proposition 1.18. We recall that since the potential is even, the periodic spectrum is given
by the Dirichlet spectrum and the Neuman spectrum (see Proposition 1.9). Therefore, we just have to
apply Proposition 2.1. Indeed Lemmata 2.13 and 2.18 ensure the weak non-resonant assumption while
Proposition 2.7 ensure the accumulation property. �

3. Functional setting and the class of Hamiltonian functions

First, to avoid any possible confusion, we specify our functional setting and the associated differential
calculus formalism. Indeed, since we are dealing with non-smooth solutions, it is especially important
to have very precise definitions. Then, in a second subsection, we introduce our Hamiltonian formalism.

3.1. Functional setting and its differential calculus formalism. We equip C of its natural real
scalar product

ℜ(z1z2) = ℜz1ℜz2 + ℑz1ℑz2.
If f is a C1 function on C, we define as usual

∂ℜzf(z) = df(z)(1) and ∂ℑzf(z) = df(z)(i).

As a consequence, if f is real valued, its gradient writes

∇f(z) = ∂ℜzf(z) + i∂ℑzf(z).

We extend this formula to non-real valued functions by

2∂z̄f(z) := ∂ℜzf(z) + i∂ℑzf(z) and 2∂zf(z) := ∂ℜzf(z)− i∂ℑzf(z)

Being given a set Zd ⊂ Zd where d ≥ 1, s ∈ R and p ≥ 1, we define the discrete Sobolev and Lebesgue
spaces

(25) hs(Zd) =
{
u ∈ C

Zd | ‖u‖2hs :=
∑

k∈Zd

〈k〉2s|uk|2 <∞
}

ℓp(Zd) =
{
u ∈ C

Zd | ‖u‖pℓp :=
∑

k∈Zd

|uk|p <∞
}
.

We equip ℓ2(Zd) := h0(Zd) of its natural real scalar product

(u, v)ℓ2 :=
∑

k∈Zd

ℜ(ukvk) ∈ R.

As usual we extend this scalar product when u ∈ hs and v ∈ h−s. Being given a smooth function
H : hs(Zd)→ R and u ∈ hs(Zd), its gradient ∇H(u) is the unique element of h−s(Zd) satisfying

∀v ∈ hs(Zd), (∇H(u), v)ℓ2 = dH(u)(v).

Note that it can be checked that
∇H(u) = (2∂uk

H(u))k∈Zd
.
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If H,K : hs(Zd) → R are two functions such that ∇H is hs(Zd) valued then the Poisson bracket of H
and K is defined by

{H,K}(u) := (i∇H(u),∇K(u))ℓ2 .

Note that, as expected, we have

(26) {H,K} = 4
∑

k∈Zd

ℜ
[
i∂ūk

H(u)∂ūk
K(u)

]
= 4

∑

k∈Zd

[
ℜi∂ūk

H(u)∂uk
K(u)

]

= 2i
∑

k∈Zd

∂ūk
H(u)∂uk

K(u)− ∂uk
H(u)∂ūk

K(u).

Finally, the symplectic transformations are defined as follow.

Definition 3.1 (symplectic map). Let s ≥ 0, Ω an open set of hs(Zd) and a C1 map τ : Ω→ hs(Zd).
The map τ is symplectic if it preserves the canonical symplectic form :

∀u ∈ Ω,∀v,w ∈ hs(Zd), (iv, w)ℓ2 = (idτ(u)(v),dτ(u)(w))ℓ2 .

3.2. The class of Hamiltonian functions. In this section, we aim at establishing the main properties
of the following class of Hamiltonians.

Definition 3.2. For Zd ⊂ Zd, q, α ≥ 0, r ≥ 2 let H r
q,α(Zd) be the real Banach space of the α-

inhomogeneous, q-smoothing formal Hamiltonians of degree r supported on Zd. More precisely, they are
the formal Hamiltonians of the form

H(u) =
∑

σ∈{−1,1}r

∑

n∈Zr
d

Hσ
nu

σ1
n1

. . . uσr
nr

with Hσ
n ∈ C, satisfying the reality condition

(27) H−σ
n = Hσ

n

the symmetry condition

(28) ∀φ ∈ Sr, Hσ1,...,σr
n1,...,nr

= H
σφ1

,...,σφr
nφ1

,...,nφr

and the bound

(29) ‖H‖q,α = sup
σ∈{−1,1}r

n∈Zr
d

[
hmean

ν∈({−1,1}d)r

(〈 r∑

ℓ=1

νℓ ⋄ nℓ

〉α)
]
〈n1〉q . . . 〈nr〉q|Hσ

n | <∞

where ν ⋄ n = (νini)j=1,...,d and hmean denotes the harmonic mean (defined by (9)).
The vector space of polynomials they generate is denoted by Hq,α(Zd):

Hq,α(Zd) =
⊕

r≥3

H
r
q,α(Zd).

We choose the harmonic mean for convenience in (29) (especially for Proposition 3.13).

Remark 3.3. If r ≥ 3, 0 ≤ α1 ≤ α2 and 0 ≤ q1 ≤ q2 we have the continuous embedding

H
r
q2,α2

(Zd) →֒H
r
q1,α1

(Zd) →֒H
r
0,0(Zd).

Example 3.4. If H ∈H r
q,α(Zd) satisfies the zero momentum condition

σ1n1 + · · ·+ σrnr = 0 or Hσ
n = 0

then H ∈H r
q,α′(Zd) for all α′ ≥ 0.

Hint. It is enough to note that, if S is a finite set and x ∈ (R∗
+)

S then #S(hmeanj∈S xj)−1 ≥ x−1
i for

all i ∈ S.



BIRKHOFF NORMAL FORMS FOR HAMILTONIAN PDES IN THEIR ENERGY SPACE 23

Example 3.5. Let m ∈ N, k ≥ 2 and g ∈ Cm(Td;R). Identify each function of L2(Td) with the sequence
of its Fourier coefficients, there exists P ∈H 2k

0,m(Zd) such that

∀s > d/2,∀u ∈ Hs(Td;C), P (u) =

∫

Td

g(x)|u(x)|2kdx.

Hint. It is enough to write this integral as a convolution of Fourier coefficient and to note that, since
g ∈ Cm(Td;R), the sequence (〈n〉mĝn)n∈Zd is bounded.

Lemma 3.6. The q-smoothing polynomials of Hq,0(Zd) define naturally smooth real valued functions

on hs(Zd) for s > d/2− q. More quantitatively, if H ∈H r
q,0(Zd) and u(1), . . . , u(r) ∈ hs(Zd), we have

∑

σ∈{−1,1}r

∑

n∈Zr
d

|Hσ
nu

(1),σ1
n1

. . . u(r),σr
nr

| .r,s,q,d ‖H‖q,0
r∏

j=1

‖u(j)‖hs .

In other words, the multi-linear map defining H is well defined and continuous on hs(Zd).

Proof. Applying the Cauchy–Schwarz estimate, we get

∑

σ∈{−1,1}r

∑

n∈Zr
d

|Hσ
nu

(1),σ1
n1

. . . u(r),σr
nr

| ≤ ‖H‖q,0
∑

σ∈{−1,1}r

∑

n∈Zr
d

r∏

j=1

〈nj〉−q|u(j)nj
|

= 2r‖H‖q,0
r∏

j=1

∑

k∈Zd

〈k〉−q|u(j)k | ≤ 2r‖H‖q,0
( ∑

k∈Zd

〈k〉−2(s+q)
) r

2

r∏

j=1

‖u(j)‖hs .

Using the reality condition (27), it is straightforward to check that H is real valued. �

Corollary 3.7. We can permute derivatives with the sum defining H.

Proof. It is a classical corollary of the continuity of the multi-linear maps associated with H. �

Corollary 3.8. If there exists s > d/2− q such that H ∈Hq,0(Zd) vanishes everywhere on hs(Zd) then
H = 0 (i.e. all its coefficients vanish)

Proof. We denote H = H(2)+ · · ·+H(N) the decomposition of H in homogeneous polynomial. It follows
from the symmetry condition (28) and Corollary 3.7 that we have

H(r),σ
n ≈r,n,σ ∂uσ1

n1
· · · ∂uσr

nr
H(0) = 0.

�

The following lemma provides a multi-linear estimate which is the main technical result of this section.

Lemma 3.9. If d ≥ 1, r ≥ 3, α > max(d − q, d/2), q ≥ 0, s ≥ 0 and s ∈ (d/2 − q, α − d/2 + q) then

for all u(1), . . . , u(r−1) ∈ hs(Zd) and all u(r) ∈ h−s(Zd), we have

(30)
∑

n∈(Zd)r

〈n1 + · · ·+ nr〉−α
r∏

j=1

〈nj〉−q|u(j)nj
| .r,d,α,q,s ‖u(r)‖h−s

r−1∏

j=1

‖u(j)‖hs

Proof. Without loss of generality we assume that u(j)k ≥ 0 for all j ∈ J1, rK and k ∈ Zd. We denote vk :=

〈k〉−su
(r)
k , k ∈ Zd and n0 := −(n1 + · · · + nr). Note that, as a consequence, we have ‖v‖ℓ2 = ‖u(r)‖h−s

and the sum we aim at estimating writes as a convolution product.
In order to remove the factor 〈nr〉s−q, we apply Jensen’s and Minkowski’s inequalities to get

〈nr〉s−q = 〈n0 + · · ·+ nr−1〉s−q ≤
(
〈n0〉+ · · ·+ 〈nr−1〉

)(s−q)+ ≤ r(s−q−1)+

r−1∑

ℓ=0

〈nℓ〉(s−q)+
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where x+ := max(0, x) denotes the positive part. Therefore, denoting by ⋆ the usual convolution product
on Zd, we have

∑

n∈(Zd)r

〈n1 + · · ·+ nr〉−α
r∏

j=1

〈nj〉−q|u(j)nj
| =

[
〈 · 〉−α ⋆

( r−1
⋆
j=1
〈 · 〉−qu(j)

)
⋆ (〈 · 〉s−qv)

]
0

.r,s,q [v ⋆ 〈 · 〉(s−q)+−α ⋆
( r−1
⋆
j=1
〈 · 〉−qu(j)

)
]0 +

[ r−1∑

ℓ=1

v ⋆ (〈 · 〉(s−q)+−qu(ℓ)) ⋆ 〈 · 〉−α ⋆
( r−1
⋆
j=1
j 6=ℓ

〈 · 〉−qu(j)
)]

0

Consequently, the estimate (30) is just a consequence of the Young’s convolution inequality ℓ2 ⋆ ℓ2 ⋆ ℓ1 ⋆
· · · ⋆ ℓ1 →֒ ℓ∞ and the following estimates
• since s > d/2− q, applying the Cauchy-Schwarz inequality we have

‖〈 · 〉−qu‖ℓ1 ≤ ‖〈 · 〉−(s+q)‖ℓ2‖u(j)‖hs .s,d,q ‖u(j)‖hs ,

• since s < α− d/2 + q and α > d/2, we have α− (s− q)+ > d/2 and we have

‖〈 · 〉(s−q)+−α‖ℓ2 .α,s,q,d 1,

• since q ≥ 0 and α > max(d/2, d − q) we have

‖(〈 · 〉(s−q)+−qu(ℓ)) ⋆ 〈 · 〉−α‖ℓ2 .α,s,d,q ‖u(ℓ)‖hs .

Let us prove this last estimate which is much less obvious than the previous ones. We have to distinguish
three cases.
• If q = 0 then α > d and it is enough to apply the Young’s convolution inequality ℓ2 ⋆ ℓ1 →֒ ℓ2.
• If q ≥ d/2 then we control 〈 · 〉(s−q)+−qu(ℓ) in ℓ1 and so since α > d/2 and it is enough to apply the

Young’s convolution inequality ℓ1 ⋆ ℓ2 →֒ ℓ2.
• Else we have 0 < q < d/2 and α > d− q. We set p = 2d

2ρ+d and b = d
d−ρ where ρ ∈ (0, q) is a number

close enough to q to have

bα = d
α

d− ρ
= d

α

d− q

d− q

d− ρ
> d.

We note that by construction b, p ∈ (1, 2) and

1

p
+

1

b
=

2ρ+ d

2d
+

d− ρ

d
= 1 +

1

2
.

Therefore, recalling that bα > d, s ≥ 0 and q ≥ 0, we apply the Young’s convolution inequality
ℓp ⋆ ℓb →֒ ℓ2 to get

‖(〈 · 〉(s−q)+−qu(ℓ)) ⋆ 〈 · 〉−α‖ℓ2 .d,q ‖〈 · 〉(s−q)+−qu(ℓ)‖ℓp‖〈 · 〉−α‖ℓb .d,q,α,ρ ‖〈 · 〉s−qu(ℓ)‖ℓp .
Finally applying the Hölder inequality we get

‖(〈 · 〉(s−q)+−qu(ℓ)) ⋆ 〈 · 〉−α‖ℓ2 .d,q,α,ρ ‖〈 · 〉s−qu(ℓ)‖ℓp ≈d,q,α,ρ ‖〈 · 〉−pq(〈 · 〉su(ℓ))p‖1/p
ℓ1

.d,q,α,ρ ‖u(ℓ)‖hs‖〈 · 〉−q 2p
2−p ‖

2−p
2p

ℓ1

which conclude the proof since

q
2p

2− p
= q

2 2d
2ρ+d

2− 2d
2ρ+d

= d
q

ρ
> d.

�

First we deduce that the vector field generated by α-inhomogeneous, q-smoothing Hamiltonians maps
hs into itself.
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Proposition 3.10. If s ∈ (d/2− q, α−d/2+ q), s ≥ 0 and α > max(d− q, d/2) then the gradients of α-
inhomogeneous, q-smoothing Hamiltonians of Hq,α(Zd) are smooth functions from hs(Zd) into hs(Zd).
More quantitatively, if H ∈H r

q,α(Zd), r ≥ 3, we have

(31) ∀u ∈ hs(Zd), ‖∇H(u)‖hs .s,r,d,q,α ‖H‖q,α‖u‖r−1
hs

and

(32) ∀u ∈ hs(Zd), ‖d∇H(u)‖L (hs) .s,r,d,q,α ‖H‖q,α‖u‖r−2
hs

Proof. We recall that as a consequence of Lemma 3.6, H defines a smooth function on hs. As a
consequence, its gradient is well defined and belongs to h−s. Let us check that actually it is a smooth
function taking values into hs.

As a consequence of Corollary 3.7 (which ensures that sums and derivatives can be permuted) and
the symmetry condition (28), for k ∈ Zd and u ∈ hs(Zd) we have

(33) (∇H(u))k = 2∂ūk
H(u) = 2 r

∑

σ∈{−1,1}r−1

∑

n∈Zr−1
d

Hσ,−1
n,k uσ1

n1
. . . uσr−1

nr−1
.

Then, we recall that by definition we have

|Hσ,−1
n,k | ≤ 2−dr‖H‖q,α〈k〉−q〈n1〉−q · · · 〈nr−1〉−q

∑

ν∈({−1,1}d)r

〈 r−1∑

ℓ=1

νℓ ⋄ nℓ + νr ⋄ k
〉−α

.

Therefore, since both u 7→ uνj⋄· and u 7→ ū are isometries on the Sobolev spaces, as a corollary of
Lemma 3.9, being given u(1), . . . , u(r−1) ∈ hs(Zd), the multi-linear forms

φ(u(1), . . . , u(r−1)) :





h−s(Zd) → R

v 7→ 2 r
∑

σ∈{−1,1}r−1

∑

n∈Zr−1
d

ℜ
[
Hσ,−1

n,k u(1),σ1
n1

. . . u(r−1),σr−1
nr−1

vk

]
.

are well defined, smooth and we have the bound

(34) ‖φ(u(1), . . . , u(r−1))‖(h(−s))′ .s,r,q,α,d ‖H‖q,α‖u(1)‖hs . . . ‖u(r−1)‖hs

where (h(−s))′ denotes the dual of h(−s). We denote Is : (h(−s))′ → hs the usual isometry associated
with the ℓ2 scalar product. Therefore, it follows of (33) that for all v ∈ h∞(Zd), we have

(∇H(u), v)ℓ2 = φ(u, . . . , u)(v) = (Isφ(u, . . . , u), v)ℓ2 .

Consequently, we have ∇H(u) = Isφ(u, . . . , u) which ensures that ∇H(u) ∈ hs. Finally, the continuity
estimate (34) proves that u 7→ ∇H(u) ∈ hs is smooth and satisfies the bounds (31) and (32).

�

As a corollary, we extend the differential of ∇H into some negative spaces. This technical corollary
is crucial to prove that the change of variable associated with the normal form preserves the time
differentiability. Its proof relies on the symmetry of d∇H(u) and duality arguments.

Corollary 3.11. If s ∈ (d/2− q, α− d/2+ q), s ≥ 0, α > max(d− q, d/2) and H ∈H r
q,α(Zd) for r ≥ 3

then for all u ∈ hs(Zd), d∇H(u) admits an unique continuous extension from h−s(Zd) into h−s(Zd).
Furthermore, the map hs(Zd) ∋ u 7→ d∇H(u) ∈ L (h−s(Zd)) is smooth and we have the bound

∀u ∈ hs(Zd), ‖d∇H(u)‖L (h−s) .s,r,d,q,α ‖H‖q,α‖u‖r−2
hs .
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Proof. Since the embedding of hs into h−s is continuous and hs is dense in h−s, applying the continuous
extension Theorem, we just have to prove that

(35) ∀u ∈ hs(Zd), sup
v∈hs

‖v‖h−s≤1

‖d∇H(u)(v)‖h−s .s,r,d,q,α ‖H‖q,α‖u‖r−2
hs .

First, by duality between hs and h−s, we note that

sup
v∈hs

‖v‖h−s≤1

‖d∇H(u)(v)‖h−s = sup
v∈hs

‖v‖h−s≤1

sup
w∈hs

‖w‖hs≤1

(w,d∇H(u)(v))ℓ2 .

Then by applying the Schwarz Theorem we have

(w,d∇H(u)(v))ℓ2 = d[(w,∇H(u))ℓ2 ](v) = d[dH(u)(w)](v) = d2H(u)(w)(v)

= d2H(u)(v)(w) = d[(v,∇H(u))ℓ2 ](w) = (v,d∇H(u)(w))ℓ2 .

Therefore, applying once again the duality between hs and h−s, we deduce that

sup
v∈hs

‖v‖h−s≤1

‖d∇H(u)(v)‖h−s = sup
w∈hs

‖w‖hs≤1

sup
v∈hs

‖v‖h−s≤1

(v,d∇H(u)(w))ℓ2 = sup
w∈hs

‖w‖hs≤1

‖d∇H(u)(w)‖hs

= ‖d∇H(u)‖L (hs).

As a consequence, (35) is just a corollary of the estimate (32) of Proposition 3.10. Finally, we note that,
the smoothness of u ∈ hs(Zd) 7→ d∇H(u) ∈ L (h−s(Zd)) is just a natural corollary of the homogeneity
of H (i.e. d∇H(u) could be replaced by a multi-linear map as we did in the previous proof). �

Proposition 3.12. If s ∈ (d/2 − q, α − d/2 + q), s ≥ 0, α > max(d − q, d/2) and χ ∈ H r
q,α(Zd) for

r ≥ 3, then there exist ε0 &s,d,α,q,r ‖χ‖−1/(r−2)
q,α and a smooth map

Φχ :

{
[−1, 1] ×Bhs(Zd)(0, ε0) → hs(Zd)

(t, u) 7→ Φt
χ(u)

solving the equation

−i∂tΦχ = (∇χ) ◦Φχ,

and such that for all t ∈ [−1, 1], Φt
χ is symplectic, close to the identity

(36) ∀u ∈ Bhs(Zd)(0, ε0), ‖Φt
χu− u‖hs .s,d,α,q,r ‖χ‖q,α‖u‖r−1

hs ,

invertible

(37) ‖Φt
χ(u)‖hs < ε0 ⇒ Φ−t

χ ◦Φt
χ(u) = u

and its differential admits an unique continuous extension from h−s(Zd) into h−s(Zd). Moreover, the
map u ∈ Bhs(Zd)(0, ε0) 7→ dΦt

χ(u) ∈ L (h−s(Zd)) is continuous and we have the estimates

(38) ∀u ∈ Bhs(Zd)(0, ε0),∀σ ∈ {−1, 1}, ‖dΦt
χ(u)‖L (hσs) ≤ 2.

Proof. Since the vector field i∇χ is smooth on hs(Zd) (see Proposition 3.10), the Cauchy-Lipschitz
Theorem proves that the flow it generates, denoted Φt

χ(u), is locally well defined and is smooth. Let
denote Iu the maximal interval on which Φt

χ(u) is well defined. Let us prove that if u is small enough
then [−1, 1] ⊂ Iu. More precisely, we are going to prove that if t ∈ [−1, 1]∩Iu then ‖Φt

χ(u)‖hs ≤ 2‖u‖hs .
By definition of Φχ, if t ∈ Iu, we have

Φt
χ(u) = u+ i

∫ t

0
(∇χ) ◦ Φτ

χ ◦ u dτ.
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As a consequence, applying the estimate (31) of Proposition 3.10, if |t| ≤ 1, it satisfies

‖Φt
χ(u)− u‖hs ≤ sup

τ∈(0,t)
‖(∇χ) ◦ Φτ

χ ◦ u‖hs ≤ Cs,d,α,q,r‖χ‖q,α sup
τ∈(0,t)

‖Φτ
χ ◦ u‖r−1

hs

where Cs,d,α,q,r > 0 denotes the maximum of the implicit constants in the estimates (31) and (32)
of Proposition 3.10. Let Ju ⊂ Iu be the maximal interval (with 0 ∈ Ju) such that for all t ∈ Ju,
‖Φt

χ(u)‖hs ≤ 3‖u‖hs . It follows that if t ∈ Ju ∩ [−1, 1] then

‖Φt
χ(u)− u‖hs ≤ 3r−1Cs,d,α,q,r‖χ‖q,α‖u‖r−1

hs ≤ ‖u‖hs

provided that 3r−1Cs,d,α,q,r‖χ‖q,α‖u‖r−2
hs ≤ 1. Therefore, by a standard bootstrap argument, we deduce

that provided that ‖u‖hs ≤ ε0 := (3r−1Cs,d,α,q,r‖χ‖q,α)−1/r−2, Φt
χ(u) is well defined for t ∈ [−1, 1],

‖Φt
χ(u)‖hs ≤ 2‖u‖hs and is close to the identity (i.e. (36) holds). The invertibility property (37) is a

classical corollary of the uniqueness provided by the Cauchy–Lipschitz Theorem.
Since Φχ is smooth, dΦt

χ is a solution of the linear equation

(39) ∂tdΦ
t
χ(u) = id∇χ(Φt

χ(u)) ◦ dΦt
χ(u) and dΦ0

χ(u) = idhs .

Therefore it is classical to check that Φt
χ is symplectic (it is a consequence of the Schwarz Theorem). If

t ∈ [−1, 1], applying the estimate (32) of Proposition 3.10, we have

‖dΦt
χ(u)‖L (hs) ≤ 1 +

∣∣
∫ t

0
‖d∇χ(Φτ

χ(u))‖L (hs)‖dΦτ
χ(u)‖L (hs)dτ

∣∣

≤ 1 + Cs,d,α,q,r2
r−2‖χ‖q,α‖u‖r−2

hs

∣∣
∫ t

0
‖dΦτ

χ(u)‖L (hs)dτ
∣∣.

Consequently, by definition of ε0, we have

‖dΦt
χ(u)‖L (hs) ≤ 1 +

∣∣1
3

∫ t

0
‖dΦτ

χ(u)‖L (hs)dτ
∣∣.

Applying the Grönwall’s inequality, we deduce that ‖dΦt
χ(u)‖L (hs) ≤ e

1
3 ≤ 2. For clarity, we denote

by E(u) : h−s → h−s the extension of d∇χ(u) provided by Corollary 3.11. Recalling that u 7→ E(u)
is continuous and bounded on bounded set of hs(Zd), applying the Cauchy–Lipschitz Theorem the
following non-autonomous linear equation

∂tAu(t) = iE(Φt
χ(u)) ◦ Au(t) and Au(0) = idh−s

admits a unique solution for t ∈ [−1, 1]. Moreover, the map u ∈ hs 7→ Au(t) ∈ L (h−s) is smooth.
Finally, we just have to check that Au(t) is an extension of dΦt

χ(u). Indeed, recalling that E is an
extension of ∇χ, if v ∈ hs(Zd) both Au(t)(v) and dΦt

χ(u)(v) are solutions of the linear non-autonomous
equation

∂tw(t) = iE(Φt
χ(u))(w(t)) and w(0) = v.

Therefore, as a consequence of the uniqueness in the the Cauchy–Lipschitz Theorem, Au(t)(v) =
dΦt

χ(u)(v). The estimate (38) when σ = −1 can be obtained as we did when σ = 1. �

Now, we prove that the class of Hamiltonians is stable by Poisson bracket.

Proposition 3.13. If α > max(d− q, d/2) and q ≥ 0 then for all Hamiltonians H,K ∈Hq,α(Zd) there
exists a Hamiltonian N ∈Hq,α(Zd) such that for all s ∈ (d/2 − q, α− d/2 + q) with s ≥ 0, we have

∀u ∈ hs(Zd), N(u) = {H,K}(u)
Moreover, if r, r′ ≥ 2, for H ∈ H r

q,α and K ∈ H r′
q,α, N ∈ H r+r′−2

q,α is of order r + r′ − 2 and satisfies
the continuity estimate

(40) ‖N‖q,α .α,d rr′‖H‖q,α‖K‖q,α.
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Proof. First we note that since α > max(d − q, d/2) and q ≥ 0, we have d/2 − q < α − d/2 + q and
α− d/2 + q ≥ 0. Consequently, there exists some s satisfying the assumptions of this proposition.

The uniqueness follows from Corollary 3.8. For the existence and the estimate, by linearity, it is
enough to consider homogeneous Hamiltonians, H ∈ H r

q,α(Zd) and K ∈ H r′
q,α(Zd). Let u ∈ hs(Zd) for

some s ∈ (d/2− q, α− d/2 + q) with s ≥ 0. We recall that we have (see (26))

(41) {H,K}(u) = 2i
∑

k∈Zd

∂ūk
H(u)∂uk

K(u)− ∂uk
H(u)∂ūk

K(u).

Since the coefficients of H and K are symmetric (i.e. satisfy (28)), we have

(42) ∂ūk
H∂uk

K = rr′
∑

σ∈{−1,1}r−1

σ′∈{−1,1}r′−1

∑

n∈Zr−1
d

n′∈Zr′−1
d

Hσ,−1
n,k uσ1

n1
. . . uσr−1

nr−1
Kσ′,1

n′,ku
σ′

1

n′

1
. . . u

σ′

r′−1

n′

r′−1

.

As a consequence, naturally, we study the convergence of the series
∑

k H
σ,−1
n,k Kσ′,1

n′,k . By definition of
the ‖ · ‖q,α norm, denoting n′′ = (n, n′) and r′′ = r + r′ − 2, we have

∑

k∈Zd

|Hσ,−1
n,k Kσ′,1

n′,k | ≤ 2−d(r+r′)‖H‖q,α‖K‖q,α
r′′∏

j=1

〈n′′
j 〉−q

×
( ∑

k∈Zd

〈k〉−2q
∑

ν∈({−1,1}d)r
ν′∈({−1,1}d)r′

〈
νr ⋄ k +

r−1∑

ℓ=1

νℓ ⋄ nℓ

〉−α〈
ν ′r′ ⋄ k +

r′−1∑

ℓ=1

ν ′ℓ ⋄ n′
ℓ

〉−α
)

and so

∑

k∈Zd

|Hσ,−1
n,k Kσ′,1

n′,k | ≤ 2−d(r+r′−2)‖H‖q,α‖K‖q,α
r′′∏

j=1

〈n′′
j 〉−q

×
( ∑

ν∈({−1,1}d)r−1

ν′∈({−1,1}d)r′−1

∑

k∈Zd

〈k〉−2q
〈
k −

r−1∑

ℓ=1

νℓ ⋄ nℓ

〉−α〈
k +

r′−1∑

ℓ=1

ν ′ℓ ⋄ n′
ℓ

〉−α
)
.

Therefore, since α+ 2q > d (because α > max(d− q, d/2)), applying Lemma 7.1 of the appendix14, we
deduce that

(43)
∑

k∈Zd

|Hσ,1
n,kK

σ′,−1
n′,k | .α,d 2

−dr′′‖H‖q,α‖K‖q,α
r′′∏

j=1

〈n′′
j 〉−q

( ∑

ν′′∈({−1,1}d)r+r′−2

〈 r′′∑

ℓ=1

ν ′′ℓ ⋄ n′′
ℓ

〉−α
)
.

Since this series converges, we define

Mσ′′

n′′ := 2irr′
∑

k∈Zd

Hσ,1
n,kK

σ′,−1
n′,k −Hσ,−1

n,k Kσ′,1
n′,k and Nσ′′

n′′ =
1

r′′!

∑

ρ∈Sr′′

Mσ′′◦ρ
n′′◦ρ .

Let us check that N ∈H r′′
q,α(Zd). By definition, the coefficients of N are obviously symmetric. Further-

more, the estimates (43) proves that

‖N‖q,α .α,d rr′‖H‖q,α‖K‖q,α.

14here we benefit of the choice of the harmonic mean in Definition 3.2.
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and the reality condition follows of the following calculation

M−σ′′

n′′

2rr′
= −i

∑

k∈Zd

H−σ,1
n,k K−σ′,−1

n′,k −H−σ,−1
n,k K−σ′,1

n′,k = −i
∑

k∈Zd

Hσ,−1
n,k Kσ′,1

n′,k −Hσ,1
n,kK

σ′,−1
n′,k =

Mσ′′

n′′

2rr′
.

Finally, we just have to check that N(u) = {H,K}(u). Note that the following formal computation are
justified rigorously by the Fubini Theorem, the estimate (43) and the multi-linear estimate of Lemma
3.6. Indeed, by (41) and (42) we have

{H,K}(u) = 2irr′
∑

k∈Zd

∑

σ∈{−1,1}r−1

σ′∈{−1,1}r′−1

∑

n∈Zr−1
d

n′∈Zr′−1
d

(Hσ,−1
n,k Kσ′,1

n′,k −Hσ,1
n,kK

σ′,−1
n′,k )

r′′∏

j=1

u
(σ,σ′)j
(n,n′)j

=
∑

σ′′∈{−1,1}r′′

∑

n∈Zr′′
d

Mσ′′

n′′

r′′∏

j=1

u
σ′′

j

n′′

j
= N(u).

�

The last lemma of this section concerns the computation of the Poisson bracket between a quadratic
integrable Hamiltonian and a α-inhomogeneous, q-smoothing Hamiltonian.

Lemma 3.14. If s ∈ (d/2− q, α−d/2+ q), s ≥ 0, α > max(d− q, d/2) and H ∈H r
q,α(Zd) where r ≥ 3,

and Z2 : h
s(Zd)→ R is a quadratic Hamiltonian of the form

Z2(u) =
∑

n∈Zd

ωn|un|2

where ωn ∈ R is such that (〈n〉−2sωn)n∈Zd
is bounded, then for all u ∈ hs(Zd) we have

(44) {H,Z2}(u) = −2 i
∑

σ∈{−1,1}r

∑

n∈Zr
d

(σ1ωn1 + · · ·+ σrωnr)H
σ
nu

σ1
n1

. . . uσr
nr
.

Proof. First, note that since, by Proposition 3.10, ∇H(u) ∈ hs(Zd) and by assumption ∇Z2(u) ∈
h−s(Zd), it makes sense to consider {H,Z2}. Moreover, the convergence of the series in the right hand
side of (44) is ensured by Lemma 3.9. We recall that, as usual, we have (see (26))

{H,Z2}(u) = 2i
∑

k∈Zd

∂ūk
H(u)∂uk

Z2(u)− ∂uk
H(u)∂ūk

Z2(u).

Therefore, computing ∂ūk
H(u) thanks to Corollary 3.7, we have

{H,Z2}(u) = −2 i r
∑

k∈Zd

∑

σ∈{−1,1}r

∑

n∈Zr−1
d

Hσ
n,ku

σ1
n1

. . . uσr−1
nr−1

σrωku
σr
k .

Since by Lemma 3.9, this series is absolutely convergent, applying Fubini’s Theorem, we deduce

{H,Z2}(u) = −2 i r
∑

σ∈{−1,1}r

∑

n∈Zr
d

Hσ
nu

σ1
n1

. . . uσr−1
nr−1

σrωnru
σr
nr
.

Therefore, since the coefficients of H are symmetric, we get (44). �
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4. A Birkhoff normal form theorem

The following theorem is the main technical result of this paper. It is a new generalization of the
classical Birkhoff normal form theorem for Hamiltonian PDEs. In its statement some parameters may
seem surprising. They aim at handling some critical situations (Nmax is useful for (NLS) on T and η to
deal with (NLS2)). Furthermore, the statement and the proof are quite heavy because we pay attention
to track most of the dependencies. This is especially useful to deal with intricate situations like (NLS2)
where we have to optimize some parameters (η and Zd) with respect to ε ≡ ‖u(0)‖hs . In the favorable
cases (e.g. the nonlinear Klein-Gordon or Schrödinger equations with Dirichlet boundary conditions in
dimension 1), we will choose η ≈ 1, Nmax = +∞, Zd = Z or Zd = N \ {0}.
Theorem 4.1. Let d ≥ 1, s ≥ 0, r > p ≥ 3, Zd ⊂ Zd, Nmax ∈ [1,+∞] and η > 0.

Let Z2 : h
s(Zd)→ R be a quadratic Hamiltonian of the form

Z2(u) =
1

2

∑

n∈Zd

ωn|un|2

where (〈n〉−2sωn)n∈Zd
is bounded and the family of frequencies ω ∈ Dβ,r

γ,Nmax
(Zd) is strongly non-resonant,

up to order r, for small divisors involving at least one mode of index smaller than Nmax and for some
positive constants (βj)3≤j≤r, (γj)3≤j≤r (according to Definition 2.3).

Let P : hs(Zd)→ R be a α-inhomogeneous, q-smoothing polynomial Hamiltonian of the form

P (u) =
∑

p≤j≤r−1

P (j)(u)

where P (j) ∈H
j
q,α(Zd) satisfies ‖P (j)‖q,α ≤ cjη

−(j−2) and (cj)p≤j≤r−1 is a sequence of positive constants
and (α, q) satisfy the estimates α > max(d− q, d/2), d/2 − q < s < α− d/2 + q and q ≥ 0 .

There exists some positive constants C depending on (r, s, γ, α, d, q, c) and b depending only on (β, r)
such that for all N ∈ [1, Nmax], there exists ε0 ≥ η/(CN b) and there exist two smooth symplectic maps

τ (0) and τ (1) making the following diagram to commute

(45) Bhs(Zd)(0, ε0)
τ (0)

//

idHs

22Bhs(Zd)(0, 2 ε0)
τ (1)

// hs(Zd)

and close to the identity

∀σ ∈ {0, 1}, ‖u‖hs < 2σε0 ⇒ ‖τ (σ)(u)− u‖hs ≤
(‖u‖hs

ε0

)p−2

‖u‖hs

such that, on Bhs(Zd)(0, 2ε0), (Z2 + P ) ◦ τ (1) admits the decomposition

(46) (Z2 + P ) ◦ τ (1) = Z2 +Q<N
res +R

where Q≤N
res ∈Hq,α(Zd) commutes with the low super-actions

(47) ∀n ∈ Zd, 〈n〉 ≤ N ⇒ {Jn, Q≤N
res } = 0, where Jn =

∑

ωk=ωn

|uk|2

and the remainder term R is a smooth function on Bhs(Zd)(0, 2ε0) satisfying

‖∇R(u)‖hs ≤ Cη−(r−2)N b‖u‖r−1
hs .

Moreover, for σ ∈ {0, 1} and u ∈ Bhs(Zd)(0, 2
σε0), dτ (σ)(u) admits an unique continuous extension

from h−s(Zd) into h−s(Zd) which depends continuously on u and we have the bounds

‖dτ (σ)(u)‖L (hs) ≤ 2r−p and ‖dτ (σ)(u)‖L (h−s) ≤ 2r−p.
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Proof. We are going to prove by induction on r⋆ ∈ Jp, rK that there exist15 some non-negative constants

• b(1), (b
(2)
j )p≤j≤r depending only on (β, r⋆) and b(3) depending also on r,

• C(1), (C
(2)
j )p≤j≤r depending only on (r⋆, s, γ, α, d, q, c) and C(3) depending also on r,

such that for all N ∈ [1, Nmax], there exists ε0 = η/(C(1)N b(1)) and there exist two smooth symplectic
maps τ (0) and τ (1) making the diagram (45) to commute and close to the identity

(48) ∀σ ∈ {0, 1}, ‖u‖hs < 2σε0 ⇒ ‖τ (σ)(u)− u‖hs ≤
(‖u‖hs

ε0

)p−2

‖u‖hs .

such that, on Bhs(Zd)(0, 2ε0), (Z2 + P ) ◦ τ (1) admits the decomposition

(Z2 + P ) ◦ τ (1) = Z2 +Q(p) + · · · +Q(r−1) +R

where Q(j) ∈ H
j
q,α(Zd) satisfies ‖Q(j)‖q,α ≤ C

(2)
j η−(j−2)N b

(2)
j and the firsts polynomials commute with

the low super-actions
|j| < r⋆ and 〈n〉 ≤ N ⇒ {Jn, Q(j)} = 0

and the remainder term R is a smooth function on Bhs(Zd)(0, 2ε0) satisfying

‖∇R(u)‖hs ≤ C(3)η−(r−2)N b(3)‖u‖r−1
Hs .

Moreover, for σ ∈ {0, 1} and u ∈ Bhs(Zd)(0, 2
σε0), dτ (σ)(u) admits an unique continuous extension from

h−s(Zd) into h−s(Zd) which depends continuously on u and we have the bounds ‖dτ (σ)(u)‖L (hs) ≤ 2r⋆−p

and ‖dτ (σ)(u)‖L (h−s) ≤ 2r⋆−p.

Note that when r⋆ = r this result is slightly stronger than the one of Theorem 4.1.

• Initialization r⋆ = p. We set τ (0) = τ (1) = idhs , ε0 = +∞, Q(j) = P (j), C(2)
j = cj , C(1) = C(3) = 0,

b(1) = b
(2)
j = b(3) = 0 and R = 0. Note that, since by assumption ‖P (j)‖q,α ≤ cjη

−(j+2), the estimate

on ‖Q(j)‖q,α holds. Here the decomposition of (Z2 + P ) ◦ τ (1) and its properties are obvious.

• Induction step (r⋆)⇒ (r⋆ + 1). In order to distinguish the constants and objects associated with the
index r⋆ + 1 from those corresponding to the index r⋆ , they are denoted with a symbol sharp ♯.

We aim at the removing the terms of Q(r⋆) which do not commute with the low super actions. As a
consequence, we decompose Q(r⋆) as

Q(r⋆) = L+ U

where L,U ∈H r⋆
q,α(Zd) are defined by

Lσ
n =

{
Q

(r⋆),σ
n if κω(σ, n) ≤ N
0 else

and Uσ
n =

{
0 if κω(σ, n) ≤ N

Q
(r⋆),σ
n else

Note that, since these Hamiltonians are extracted from Q(r⋆), they satisfy the same estimate.

⊲ U commutes with the low super actions. Indeed, applying Lemma 3.14, if 〈m〉 ≤ N , for u ∈ hs, we
have

{Jm, U}(u) = 2 i
∑

σ∈{−1,1}r

∑

n∈Zr
d

(σ11ωn1=ωm + · · ·+ σr1ωnr=ωm)U
σ
nu

σ1
n1

. . . uσr
nr

= 2 i
∑

σ∈{−1,1}r

∑

n∈Zr
d

( ∑

ωnk
=ωm

σk
)
Uσ
nu

σ1
n1

. . . uσr
nr
.

15note that in this proof almost everything depends on r⋆. Nevertheless we do not specify it explicitly.
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However, since 〈m〉 ≤ N , by definition of U and κ (see (8)), either
∑

ωnk
=ωm

σk vanishes or Uσ
n vanishes.

Consequently U and Jm commute : {Jm, U}(u) = 0.

⊲ The homological equation. We set χ ∈H r⋆
q,α(Zd) the Hamiltonian defined by

χσ
n =

Lσ
n

i(σ1ωn1 + · · ·+ σr⋆ωnr⋆
)

if κω(σ, n) ≤ N and χσ
n = 0 else.

Since the frequencies are strongly non-resonant (see Definition 2.3), if κω(σ, n) ≤ N then

|σ1ωn1 + · · ·+ σr⋆ωnr⋆
| ≥ γr⋆N

−βr⋆ 6= 0.

Therefore, we have

(49) ‖χ‖q,α ≤
1

2
γ−1
r⋆ Nβr⋆‖Q(r⋆)‖q,α ≤

1

2
γ−1
r⋆ C(3)

r⋆ η−(r⋆−2)Nβr⋆+b
(3)
r⋆ .

Note that, as a consequence of Lemma 3.14, χ solves the homological equation

{χ,Z2}+ L = 0.

⊲ The new variables. As usual, to define the new variables, we want to compose τ (σ) and Φt
χ. Conse-

quently, we pay attention to match their domains of definition (this is a little bit fastidious but it is
simple).

Applying Proposition 3.12, we get a constant K > 0 depending only on (s, d, α, q, r⋆) such that setting
ε1 = (K‖χ‖q,α)−1/(r−2), χ generates a smooth map

Φχ :

{
[−1, 1] ×Bhs(Zd)(0, ε1) → hs(Zd)

(t, u) 7→ Φt
χ(u)

solving the equation −i∂tΦχ = (∇χ) ◦ Φχ, and such that for all t ∈ [−1, 1], Φt
χ is symplectic, close to

the identity

(50) ∀u ∈ Bhs(Zd)(0, ε1), ‖Φt
χu− u‖hs ≤

(‖u‖hs

ε1

)r⋆−2

‖u‖hs ,

invertible

(51) ‖Φt
χ(u)‖hs < ε1 ⇒ Φt

χ ◦ Φ−t
χ (u) = u

and its differential admits an unique continuous extension from h−s(Zd) into h−s(Zd). Moreover, the
map u ∈ Bhs(Zd)(0, ε1) 7→ dΦt

χ(u) ∈ L (h−s(Zd)) is continuous and we have the estimates

(52) ∀u ∈ Bhs(Zd)(0, ε1),∀σ ∈ {−1, 1}, ‖dΦt
χ(u)‖L (hσs) ≤ 2.

Recalling the bound (49) on χ, we have

ε1 ≥ (
1

2
Kγ−1

r⋆ C(2)
r⋆ η−(r⋆−2)Nβr⋆+b

(2)
r⋆ )−1/(r⋆−2) ≥ 3η/(C

(1)
♯ N b

(1)
♯ ) =: 3ε♯0

where we have set

C
(1)
♯ = 3max(C(1), (

1

2
Kγ−1

r⋆ C(2)
r⋆ )1/(r⋆−2), 1) and b

(1)
♯ = max(b(1), (βr⋆ + b(2)r⋆ )/(r⋆ − 2)).

Note that with this choice, we have
3ε♯0 ≤ max(ε0, ε1).

As a consequence, since τ (0),Φt
χ are close to the identity (see (48),(50)) and p ≥ 3, we have

‖u‖hs ≤ 8

3
ε♯0 ⇒ ‖τ (0)(u)− u‖hs ≤ 1

3

(
‖u‖hs

ε♯0

)p−2

‖u‖hs ,
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‖u‖hs ≤ 2ε♯0 ⇒ ‖Φt
χ(u)− u‖hs ≤ 1

3

(
‖u‖hs

ε♯0

)r⋆−2

‖u‖hs .

Therefore, it makes sense to define

τ
(1)
♯ := τ (1) ◦Φ1

χ on Bs(0, 2ε
♯
0) and τ

(0)
♯ := Φ−1

χ ◦ τ (0) on Bs(0, ε
♯
0).

Since Φ−1
χ ◦ Φ−1

χ = idhs (see (51)), these new transformations still make the diagram (45) to commute.
Since 2/3 ≤ 1 and r⋆ ≥ p, they are still close to the identity (i.e. they satisfy (50)). Since Φt

χ is sym-

plectic, τ (0)♯ , τ
(1)
♯ are symplectic. Finally the existence of the continuous extensions of dΦt

χ,dτ
(0),dτ (1)

ensures the existence of such an extension for dτ
(0)
♯ ,dτ

(1)
♯ satisfying the expected bounds.

⊲ The new Hamiltonian. Now we aim at studying the expansion of (Z2 + P ) ◦ τ (1)♯ .

Let u ∈ Bs(0, 2ε
♯
0). Since t 7→ Φt

χ(u) is smooth and is the solution of the equation ∂tΦχ(u) =
i(∇χ) ◦ Φχ(u), if A is a smooth Hamiltonian on hs, we have

∂tA ◦ Φt
χ := {χ,A} ◦Φt

χ =: (adχA) ◦ Φt
χ.

As a consequence, realizing a Taylor expansion in t = 1 (and omitting the evaluation in u) we have

(Z2 + P ) ◦ τ (1)♯ = (Z2 + P ) ◦ τ (1) ◦ Φ1
χ = Z2 ◦ Φ1

χ +

r−1∑

j=p

Q(j) ◦ Φ1
χ +R ◦Φ1

χ

= Z2 +

r−1∑

j=p

Q(j) + {χ,Z2}+
r−1∑

j=p

mj∑

k=1

1

k!
adkχQ

(j) +

mr⋆∑

k=1

1

(k + 1)!
adk+1

χ Z2 +R ◦Φ1
χ

+

∫ 1

0

(1− t)mr⋆+1

(mr⋆ + 1)!
(admr⋆+2

χ Z2) ◦ Φt
χ +

r−1∑

j=p

(1− t)mj

mj!
(ad

mj+1
χ Q(j)) ◦Φt

χ dt

where mj denotes the smallest integer such that mj(r⋆ − 2) < r. Recalling that by construction
{χ,Z2} = −L ∈H r⋆

q,α(Zd) is of order r⋆, that χ ∈H r⋆
q,α(Zd) is of order r⋆ and that by Proposition 3.13

the Poisson bracket of Hamiltonians of order r1 and r2 is of order r1 + r2 − 2, it is natural to set

Q
(j)
♯ = Q(j) if j < r⋆, Q

(r⋆)
♯ = Q(r⋆) + {χ,Z2} = Q(r⋆) − L = U,

Q
(j)
♯ =

∑

j⋆+k(r⋆−2)=j

1

k!
adkχQ

(j⋆) −
∑

r⋆+k(r⋆−2)=j

1

(k + 1)!
adkχL if j > r⋆

R♯ = R ◦ Φ1
χ −

∫ 1

0

(1− t)mr⋆+1

(mr⋆ + 1)!
(admr⋆+1

χ L) ◦ Φt
χ +

r−1∑

j=p

(1− t)mj

mj!
(ad

mj+1
χ Q(j)) ◦Φt

χ dt.

where k and j⋆ are the indices on which the sums hold in the definition of Q(j)
♯ .

If j ≤ r⋆, it is clear that Q
(j)
♯ ∈H

j
q,α(Zd) and we have

‖Q(j)
♯ ‖q,α ≤ ‖Q(j)‖q,α ≤ C

(2)
j η−(j−2)N b

(2)
j =: C

(2)
♯,j η

−(j−2)N b
(2)
♯,j .

Note that by construction it is clear that these Hamiltonians commute with the low super-actions.
Applying Proposition 3.13, if p ≤ j < r, Q(j)

♯ ∈H
j
q,α(Zd). Moreover, if j > r⋆ and j⋆ + k(r⋆ − 2) = j

‖adkχQ(j⋆)‖q,α ≤ Kj⋆,r⋆,j‖χ‖kq,α‖Q(j⋆)‖q,α ≤ Kj⋆,r⋆,j

(
C(2)
r⋆ η−(r⋆−2)N b

(2)
r⋆
)k
(C

(2)
j⋆

η−(j⋆−2)N b
(2)
j⋆ )

≤ Kj⋆,r⋆,j

(
C(2)
r⋆

)k
C

(2)
j⋆

η−(j−2)Nkb
(2)
r⋆ +b

(2)
j⋆
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where Kj⋆,r⋆,j is the constant provided by the continuity estimate (40) of Proposition 3.13 and depending

only on (j⋆, r⋆, j, α, d). Since adkχL enjoys the same estimate as adkχQ
(r⋆), we deduce that ‖Q(j)

♯ ‖q,α ≤
C

(2)
♯,j η

−(j−2)N b
(2)
♯,j , where we have set16

C
(2)
♯,j = 2

∑

j⋆+k(r⋆−2)=j

1

k!
Kj⋆,r⋆,j

(
C(2)
r⋆

)k
C

(2)
j⋆

and b
(2)
♯,j = max

j⋆+k(r⋆−2)=j
kb(2)r⋆ + b

(2)
j⋆

.

⊲ Control of the remainder term. Finally we just have to control the terms of the new remainder term

R♯. We fix u ∈ Bhs(0, 2ε♯0). First we focus on R ◦Φ1
χ(u). By composition, we have

∇(R ◦Φ1
χ)(u) = (dΦ1

χ(u))
∗(∇R) ◦Φ1

χ(u).

where (dΦ1
χ(u))

∗ ∈ L (h−s) denotes the adjoint of dΦ1
χ(u). Note that since R ◦ Φ1

χ is a smooth real
valued function on a ball of hs, a priori its gradient belongs to h−s. Nevertheless since dΦ1

χ(u) ad-
mits a continuous extension in L (h−s), (dΦ1

χ(u))
∗ maps hs into hs and we have ‖(dΦ1

χ(u))
∗‖L (hs) =

‖dΦ1
χ(u)‖L (h−s) ≤ 2 . Therefore, ∇(R ◦ Φ1

χ)(u) belongs to hs and we have

‖∇(R ◦ Φ1
χ)(u)‖hs ≤ 2‖(∇R) ◦Φ1

χ(u)‖hs ≤ 2C(3)η−(r−2)N b(3)‖Φ1
χ(u)‖r−1

Hs ≤ 2rC(3)η−(r−2)N b(3)‖u‖r−1
Hs .

Now, we focus on (ad
mj+1
χ Q(j)) ◦ Φt

χ(u) where p ≤ j ≤ r − 1 and t ∈ [0, 1]. Reasoning as previously,
using Proposition 3.13 to estimate the norm of the Poisson brackets and Proposition 3.10 to estimate
the norm of the gradient, we have

‖∇((admj+1
χ Q(j)) ◦Φt

χ)(u)‖hs ≤ 2‖(∇(admj+1
χ Q(j))) ◦Φt

χ(u)‖hs

≤2Kj,r⋆,rj

(
C(2)
r⋆ η−(r⋆−2)N b

(2)
r⋆
)mj+1

(C
(2)
j η−(j−2)N b

(2)
j )Mrj‖Φt

χ(u)‖
rj−1
hs

≤
[
2rjKj,r⋆,rjMrj

(
C(2)
r⋆ )mj+1C

(2)
j

]
η−(rj−2)‖u‖rj−1

hs N b
(2)
r⋆ (mj+1)+b

(2)
j

where rj = j + (mj + 1)(r⋆ − 2) ∈ Jr, 2r − 4K and Mrj denotes the implicit constant in the vector field

estimate (31) of Proposition 3.10 (it depends only on (s, d, rj , q, α)). Recalling that ‖u‖hs ≤ 2ε♯0 =

2η/(C
(1)
♯ N b

(1)
♯ ) and C

(1)
♯ ≤ 1 we deduce that ‖u‖hsη−1 ≤ 2 so that

‖∇((admj+1
χ Q(j)) ◦ Φt

χ)(u)‖hs ≤ Aj η−(r−2)‖u‖r−1
hs N b

(2)
r⋆ (mj+1)+b

(2)
j .

where Aj := 22rj−rKj,r⋆,rjMrj

(
C

(2)
r⋆ )mj+1C

(2)
j .

We also recall that by construction ∇((admr⋆+1
χ L)◦Φt

χ)(u) and ∇((admr⋆+1
χ Q(r⋆))◦Φt

χ)(u) enjoys the
same estimate. As a consequence, we have17

‖∇R♯(u)‖hs ≤ 2rC(3)η−(r−2)N b(3)‖u‖r−1
Hs + 2

r−1∑

j=p

1

mj !
Aj η−(r−2)‖u‖r−1

hs N b
(2)
r⋆ (mj+1)+b

(2)
j

≤ C
(3)
♯ η−(r−2)N b

(3)
♯ ‖u‖r−1

Hs

where we have set

b
(3)
♯ = max

j=p,...,r−1
(b(3), b(2)r⋆ (mj + 1) + b

(2)
j ) and C

(3)
♯ = 2rC(3) + 2

r−1∑

j=p

1

mj!
Aj .

16in these sums we include the case k = 0.
17note that the rigorous justification of the permutation between the integral and the gradient could be done easily

using the smoothness of (ad
mj+1
χ Q(j)) ◦ Φt

χ.
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�

5. Dynamical corollary

The following theorem is the main abstract result of this paper. It is a corollary of the normal form
Theorem 4.1. We recall, to facilitate the lecture of the statement, that in the most favorable case η ≈ 1
and Nmax = +∞.

Theorem 5.1. With the same assumptions and notations as in Theorem 4.1 and two additional arbitrary
constants K > 0, ε1 > 0, if u ∈ C0

b (R;h
s(Zd)) ∩ C1(R;h−s(Zd)) is a global solution of

(53) i∂tu(t) = ∇Z2(u(t)) +∇P (u(t)) + F (t)

where F ∈ C0
b (R;h

−s(Zd)) and u satisfy

∀t ∈ R, ‖F (t)‖h−s ≤ Kη−(r−2)εr−1
1 and ‖u(t)‖hs ≤ ε1

and the frequencies are coercive18 (i.e. |ωn| → ∞ as |n| → ∞), then

(54) |t| <
(
ε1
η

)−(r−p)

and 〈n〉 ≤ Nmax =⇒ |Jn(u(t))− Jn(u(0))| ≤Mη−(p−2)〈n〉bεp1

where M depends only on (K, r, s, γ, α, d, q, c) and b depends only on (β, r).

Proof. Let n ∈ Zd be such that 〈n〉 ≤ Nmax. If ε1 ≥ η/(C〈n〉b), where C is defined in Theorem 4.1,
then

|Jn(u(t))− Jn(u(0))| ≤ ‖u(t)‖2ℓ2 + ‖u(0)‖2ℓ2 ≤ 2ε21 ≤ 2(Cη−1〈n〉b)p−2εp1.

Consequently, we only have focus on the case ε1 < η/(C〈n〉b). Therefore, we set

N = 〈n〉,
and we apply Theorem 4.1. Note that we have

∀t ∈ R, ‖u(t)‖hs ≤ ε1 < η/(CN b) < ε0.

As a consequence it makes sense to consider

v(t) := τ (0)(u(t)).

⊲ Time differentiability of v. First we have to check that v is time differentiable and to compute its
derivative. Since τ (0) is not defined on h−s, a priori this fact is not obvious. Nevertheless, dτ (0) can be
extended to L (h−s) and it is sufficient.
Let us clarify this point. We fix t ∈ R and we consider a small parameter h ∈ (−1, 1) \ {0}. Since τ (0)

is smooth on hs, we have

v(t+ h)− v(t) = τ (0)(u(t+ h)) − τ (0)(u(t)) =

∫ 1

0
dτ (0)(uν,t,h)(u(t+ h)− u(t)) dν

where uν,t,h = νu(t+h)+(1−ν)u(t). For clarity, we denote by L(0) (resp L(1)) the continuous extension
of dτ (0) (resp. dτ (1)) to L (h−s) and thus we have

v(t+ h)− v(t)

h
=

∫ 1

0
L(0)(uν,t,h) dν

(u(t+ h)− u(t)

h

)

18note that, if Zd is bounded, the frequencies are coercive by convention.
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and so, since ‖L(0)(uν,t,h)‖L (h−s) ≤ 2r−p, we have
∥∥∥∥
v(t+ h)− v(t)

h
− L(0)(u(t))(∂tu(t))

∥∥∥∥
h−s

≤
∥∥∥∥
∫ 1

0
L(0)(uν,t,h) dν

(u(t+ h)− u(t)

h
− ∂tu(t)

)∥∥∥∥
h−s

+

∥∥∥∥
∫ 1

0
L(0)(uν,t,h)− L(0)(u(t)) dν

(
∂tu(t)

)∥∥∥∥
h−s

≤2
∥∥∥u(t+ h)− u(t)

h
− ∂tu(t)

∥∥∥
h−s

+ ‖∂tu(t)‖h−s

∫ 1

0
‖L(0)(uν,t,h)− L(0)(u(t))‖L (h−s)dν

Since u ∈ C1(R;h−s), the first term goes to 0 as h goes to 0. To prove the same for the second term,
we apply the Lebesgue’s dominated convergence theorem. Indeed, on the one hand, we have the bound
‖L(0)(uν,t,h) − L(0)(u(t))‖L (h−s) ≤ 2r−p+1 and on the other hand, ν being fixed, since u ∈ C0(R;hs),
uν,t,h converges to u(t) as h goes to 0 and so, since L(0) is continuous, ‖L(0)(uν,t,h)− L(0)(u(t))‖L (h−s)

goes to 0 as h goes to 0.
As a consequence, v is time derivable and we have

∂tv(t) = L(0)(u(t))(∂tu(t)).

⊲ Computation of ∂tv. Since, by assumption, u solves the equation (53), denoting H = Z2+P , we have

∂tv(t) = −L(0)(u(t))(i∇H(u(t)) + iF (t)) = −L(0)(u(t))(i∇H(u(t))) − iF ♯(t)

where we have set F ♯(t) := −iL(0)(u(t))(iF (t)). First we assume the following relation (which is proven
at the end of this paragraph) on Bhs(0, ε0)

(55) L(0) i = i ((dτ (1)) ◦ τ (0))∗

where ((dτ (1)) ◦ τ (0))∗ ∈ L (h−s) denotes the adjoint of (dτ (1)) ◦ τ (0). Therefore, we have

∂tv(t) = −i (dτ (1)(v(t))∗(∇H(u(t))) − iF ♯(t).

However, since the diagram (45) commutes, we have u(t) = τ (1)(v(t)) and so

∂tv(t) = −i (dτ (1)(v(t))∗((∇H) ◦ τ (1)(v(t))) − iF ♯(t) = −i∇(H ◦ τ (1))(v(t)) − iF ♯(t).

As a consequence, recalling the decomposition (46) of (Z2 + P ) ◦ τ (1), we have

(56) i∂tv(t) = ∇Z2(v(t)) +∇Q≤N
res (v(t)) +∇R(v(t)) + F ♯(t).

Now we focus on (55). Since τ (1) is symplectic (see Definition 3.1), we have

((dτ (1)) ◦ τ (0))∗ i (dτ (1)) ◦ τ (0) = i.

However, since the diagram (45) commutes, we have τ (1) ◦ τ (0) = idhs and so

((dτ (1)) ◦ τ (0)) dτ (0) = idhs .

As a consequence we deduce that

((dτ (1)) ◦ τ (0))∗ i = i dτ (0).

Extending this relation by density from L (hs;h−s) to L (h−s;h−s), we get (55).

⊲ Estimation of ∂tJn(v(t)). Since the frequencies are coercive, the sum defining Jn (see (47)) is finite.
Consequently it is a smooth function on h−s. Therefore, t 7→ Jn(v(t)) ∈ C1(R;R) and recalling that ∂tv
satisfies (56) we have

∂tJn(v(t)) = {Jn, Z2}(v(t)) + {Jn, Q≤N
res }(v(t)) + {Jn, R}(v(t)) + (∇Jn(v(t)),−iF ♯(t))ℓ2 .
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First, we recall that by construction {Jn, Q≤N
res } = 0. Similarly, we have {Jn, Z2} = 0. Indeed, we have

{Jn, Z2}(v(t)) = (i∇Jn(v(t)),∇Z2(v(t)))ℓ2 = 2
∑

ωk=ωn

ωkℜ(i|vk(t)|2) = 0.

Therefore, we have |∂tJn(v(t))| ≤ |i(∇Jn(v(t)),∇R(v(t)))ℓ2 |+ |(∇Jn(v(t)),−iF ♯(t))ℓ2 | and so

(57) |∂tJn(v(t))| ≤ ‖∇Jn(v(t))‖ℓ2‖∇R(v(t))‖hs + ‖∇Jn(v(t))‖hs‖F ♯(t)‖h−s .

As a consequence, using that

‖v(t)‖hs ≤ ‖u(t)‖hs + ‖τ (0)(u(t))− u(t)‖hs ≤ ‖u(t)‖hs +

(‖u(t)‖hs

ε0

)p−2

‖u(t)‖hs ≤ 2‖u(t)‖hs ≤ 2ε1,

we deduce

‖∇Jn(v(t))‖2hs = 4
∑

ωk=ωn

〈k〉2s|vk(t)|2 ≤ 4‖v(t)‖2hs ≤ 16 ε21,

‖∇R(v(t))‖hs ≤ Cη−(r−2)N b‖v(t)‖r−1
Hs ≤ 2r−1Cη−(r−2)〈n〉bεr−1

1 ,

‖F ♯(t)‖h−s ≤ ‖L(0)(u(t))‖L (h−s)‖F (t)‖h−s ≤ 2r−pKη−(r−2)εr−1
1 .

Plugging these estimates in (57), we get

|∂tJn(v(t))| ≤M ♯η−(r−2)〈n〉bεr1
where we have set M ♯ = 2r+2(C +K). Therefore, by the mean value inequality, we have

|t| <
(
ε1
η

)−(r−p)

=⇒ |Jn(v(t)) − Jn(v(0))| ≤M ♯η−(p−2)〈n〉bεp1

⊲ Conclusion. To prove the same result for u(t), we use that u(t) is close to v(t) (i.e. that τ (0) is close
to the identity) :

‖u(t) − v(t)‖hs ≤
(‖u(t)‖hs

ε0

)p−2

‖u(t)‖hs ≤ Cp−2〈n〉b(p−2)ηp−2εp−1
1

and that Jn is quadratic

|Jn(v(t)) − Jn(u(t))| ≤ (‖v(t)‖ℓ2 + ‖u(t)‖ℓ2)‖u(t)− v(t)‖ℓ2
≤ 3Cp−2〈n〉b(p−2)ηp−2εp1.

As a consequence setting b = b(p− 2) and M = 3Cp−2 +M ♯, we get the estimate we wanted to prove
(i.e. (54)). �

6. Proofs of the applications

6.1. Application to nonlinear Klein-Gordon equations. In this section, we aim at proving the
results about the Klein–Gordon equations (KG) stated in the subsection 1.3.1.

First, we start with the proof of Lemma 1.3 about the ellipticity of the Klein–Gordon’s Hamiltonian.

Proof of Lemma 1.3. We are going to establish two estimates of which this lemma is a direct corol-
lary. On the one hand, the Poincaré inequality proves that the term associated with the mass can be
"absorbed" ∫ π

0
(Φ(x))2dx ≤

∫ π

0
(∂xΦ(x))

2dx.

On the other hand, in the estimate (58) below, we prove that the nonlinearity can be neglected. Indeed,
there exists an universal constant C > 0 such that

‖Φ‖L∞ ≤ C‖Φ‖H1 .
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As a consequence, since G is of order p (with respect to its second variable), there exists an universal
constant K > 0 such that we have

|y| ≤ C ⇒ ‖G(·, y)‖L∞ ≤ C‖G(·, y)‖H1 ≤ K|y|p.
Therefore, provided that ‖Φ‖H1

0
≤ 1, we have

(58)
∫ π

0
|G(x,Φ(x))| dx ≤ K

∫ π

0
|Φ(x)|p dx ≤ πKCp‖Φ‖p

H1 .

�

Now, we focus on the proof of the main result about Klein-Gordon equation: Theorem 1.5.

Proof of Theorem 1.5. We fix m > −1 in the set of full measure given by Lemma 2.5 which ensures
that the frequencies ω := (

√
n2 +m)n≥1 are strongly non-resonant (up to any order and for all modes,

i.e. Nmax = +∞). We consider the Hilbert basis of L2(0, π;R) diagonalizing ∂2
x with homogeneous

Dirichlet boundary conditions :

en(x) :=

√
2

π
sin(nx), n ≥ 1.

As usual, for all s ∈ R, we identify sequences in hs(N∗) with distributions of D′(0, π) through the formula

(un)n≥1 7→
∑

n≥1

unen.

Note that this identification induces the following isometries

(59) H1
0 ([0, π];R) ≡ h1(N∗;R), H−1(0, π;R) ≡ h−1(N∗;R) and L2(0, π;R) ≡ ℓ2(N∗;R).

For all s ∈ R, we define the diagonal operator Ω : hs(N∗)→ hs−1/2(N∗) by the relation

∀u ∈ hs, Ωu =
∑

n≥1

4
√

n2 +m un en.

As usual, in order to diagonalize the linear part of (KG), we define the complex variables

u(t) := ΩΦ(t) + i Ω−1∂tΦ(t).

Note that, thanks to the isometries (59), if (Φ, ∂tΦ) ∈ C0
b (R;H

1
0×L2)∩C1(R;L2×H−1), u ∈ C0

b (R;h
1/2)∩

C1(R;h−1/2) and if Φ solves (KG), then u solves the equation

(60) i∂tu(t) = Ω2u(t)− Ω−1g( · ,Ω−1ℜu(t)).
Furthermore, we have an upper bound on the norm of u. Indeed, as a consequence of the strong
convexity of H (see Lemma 1.3) and its preservation (Theorem 1.4), for all t ∈ R, we have the bound

(‖Φ(t)‖H1 + ‖∂tΦ(t)‖L2)2 ≤ ΛmH(Φ(t), ∂tΦ(t)) = ΛmH(Φ(0), Φ̇(0)) ≤ Λ2
m(‖Φ(0)‖H1 + ‖Φ̇(0)‖L2)2

= Λ2
mε2

and so there exists Cm > 0 such that

∀t ∈ R, ‖u(t)‖2
h1/2 =

∑

k≥1

〈k〉|uk(t)|2 =
∑

k≥1

〈k〉
(√

k2 +mΦ2
k(t) +

(∂tΦk(t))
2

√
k2 +m

)

≤ Cm

∑

k≥1

〈k〉2 Φ2
k(t) + (∂tΦk(t))

2 ≤ CmΛ2
m(‖Φ(t)‖H1 + ‖∂tΦ(t)‖L2)2 = CmΛ2

mε2 =: ε21.
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In order to use the class of Hamiltonian we introduced in section 3, we rewrite the equation (60) using
the Taylor expansion of y 7→ g(·, y) in y = 0 (we recall that by assumption g is of order p− 1 in 0):

(61) i∂tu(t) = Ω2u(t)− Ω−1
r+p−2∑

j=p−1

(Ω−1ℜu(t))j
j!

gj + F (t).

where gj := ∂j
yg(·, 0) ∈ H1([0, π];R) and

F (t) = −Ω−1

[
(Φ(t))r+p−1

∫ 1

0

(1− λ)r+p−1

(r + p− 1)!
∂r+p
y g(·, λΦ(t)) dλ

]
.

⊲ Identification of the Hamiltonian structure. First, recalling that ωk :=
√
k2 +m, we note that obvi-

ously, we have

Ω2u = ∇Z2(u) where Z2(u) =
1

2

∑

k≥1

ωk|uk|2.

So we only focus on the structure of the nonlinear part of (61). Using Sobolev embeddings it is clear
that

P (j) : v 7→ − 1

j!

∫ π

0
gj−1(x)(Ω

−1ℜv)j(x) dx

is a smooth function on h1/2 and that

∇P (j+1)(v) = − 1

j!
Ω−1

[
(Ω−1ℜv)jgj

]
.

Therefore, as a consequence of the Taylor expansion (61), u solves the equation

(62) i∂tu(t) = ∇(Z2 +

r+p−1∑

j=p

P (j))u(t) + F (t).

Hence, we just have to identity P (j) with a formal Hamiltonian in H
j
1
2
,1
(N∗). Indeed, we have

P (j)(v) = − 1

j!

∫ π

0
gj−1(x)

(∑

k≥1

ℜvk
(k2 +m)1/4

ek(x)
)j

dx

= −(−i)j
j!

(8π)−j/2

∫ π

0
gj−1(x)

(∑

k≥1

vk + vk
(k2 +m)1/4

(eikx − e−ikx)
)j

dx

=
∑

σ∈{−1,1}j

∑

k∈(N∗)j

P
(j),σ
k vσ1

k1
· · · vσj

kj

where we recall that v−1
k := vk and we have denoted

P
(j),σ
k := −(−i)j

j!
(8π)−j/2

∑

µ∈{−1,1}j

∫ π

0
gj+1(x)

j∏

ℓ=1

µℓ e
iµℓkℓx

(k2ℓ +m)1/4
dx.

It remains to estimate the coefficients P
(j),σ
k . Indeed, we have

|P (j),σ
k | .j,m

∑

µ∈{−1,1}j

∣∣∣∣
∫ π

0
gj−1(x)e

i(µ·k)xdx

∣∣∣∣
√
〈k1〉 · · · 〈kℓ〉

−1

and if µ · k 6= 0, integrating by part, we have
∫ π

0
gj−1(x)e

i(µ·k)xdx = −i(µ · k)−1

(
eiπ(µ·k)gj−1(π)− gj−1(0)−

∫ π

0
∂xgj−1(x)e

i(µ·k)xdx

)
.
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Therefore, since by assumption gj−1 ∈ H1, using the Sobolev inequalities, we deduce that

|P (j),σ
k | .j,m

∑

µ∈{−1,1}j
〈µ · k〉−1

√
〈k1〉 · · · 〈kℓ〉

−1

which proves that P (j) ∈ H
j
1
2
,1
(N∗) and ‖P (j)‖ 1

2
,1 .m,j 1 (here we choose19 η =

√
CmΛm = ε1/ε ≈m 1

to apply Theorem 5.1).
⊲ Estimate of the remainder term. Recalling that we have the a priori bound ‖Φ(t)‖H1 ≤ Λmε ≤ Λmεm
and using the Sobolev embedding H1 → C0, we get a constant Bm (depending only on m) such that

∀t ∈ R,∀x ∈ [0, π], |Φ(t, x)| ≤ Bm.

Moreover, since y 7→ ∂r+p
y g(·, y) is continuous, using the Sobolev embedding H1 →֒ C0, we get a constant

Am (depending only on m) such that

sup
|y|≤Bm

sup
x∈[0,π]

|∂r+p
y g(x, y)| ≤ Am.

Therefore, we have

sup
t∈R

sup
0≤x≤π

sup
0≤λ≤1

|∂r+p
y g(x, λΦ(t, x))| ≤ Am.

As a consequence, using once again the constant associated with the Sobolev embedding H1 →֒ C0, we
deduce that for all t ∈ R,

‖F (t)‖h−1/2 ≤ ‖F (t)‖ℓ2 .m

∥∥
[
Φr+p−1(t)

∫ 1

0

(1− λ)r+p−1

(r + p− 1)!
∂r+p
y g(·, λΦ(t)) dλ

] ∥∥
L2

.m,r ‖Φ(t)‖L2‖Φ(t)‖r+p−2
L∞ .m,r ‖Φ(t)‖r+p−1

H1 .m,r ε
r+p−1
1 .

⊲ Conclusion. Finally, observing that 0 = d/2 − q ≤ s = 1/2 ≤ α − d/2 + q = 1 and 1 = α >
max(d − q, d/2) = max(1 − 1/2, 1/2) = 1/2, recalling that u solves the equation (62) and applying
Theorem 5.1 (of which we have checked all the assumptions) with Nmax = +∞ and the change of
notation r ← r + p, we get the almost global preservation of the low harmonic energies which are the
super actions of the nonlinear Klein Gordon equation (KG). �

6.2. Application to nonlinear Schrödinger equations in dimension one. In this section, we aim
at proving the results about the nonlinear Schrödinger equations (NLS) in dimension d = 1 stated in
the subsection 1.3.2. We recall that the probabilistic results have been proven in Section 2.

6.2.1. Some properties of the Sturm–Liouville eigenfunctions. First, we need to collect some useful
properties on the Sturm–Liouville eigenfunctions fn (defined in Proposition 1.9). As in section 2, most
of the time, we do not specify the dependency of fn and λn with respect to V .

Lemma 6.1. For all V ∈ L2(0, π;R) we have

(63) ∀k, n ∈ N
∗,
∣∣
∫ π

0
fn(x) sin(kx)dx

∣∣ .‖V ‖L2
1n=k + (〈n − k〉〈n+ k〉)−1

(64) ∀k, n ∈ N,
∣∣
∫ π

0
f−n(x) cos(kx)dx

∣∣ .‖V ‖L2
1n=k + (〈n− k〉〈n + k〉)−1.

19it is just a convenient way to remove a constant in the statement of the Theorem.



BIRKHOFF NORMAL FORMS FOR HAMILTONIAN PDES IN THEIR ENERGY SPACE 41

Proof. We only focus on(63). The proof of (64) is similar. Since −∂2
x + V is self adjoint on L2, we have

λn(fn(x), sin(kx))L2 = ((−∂2
x + V )fn(x), sin(kx))L2 = (fn(x), (−∂2

x + V ) sin(kx))L2

= k2(fn(x), sin(kx))L2 + (fn(x), V sin(kx))L2 .

(65)

Moreover, by Theorem 4 page 35 of [PT87], we know there exists b ∈ ℓ∞(N∗) such that λn = n2 + bn.
Therefore, there exists C > 0 (depending on ‖V ‖L2), such that if n+ k > C and n 6= k then

|λn − k2| ≥ |n2 − k2|/2 & 〈n− k〉〈n+ k〉.
Since it is clear that |(fn(x), sin(kx))L2 | .

√
π/2 and since there are only finitely many indices such

that n+ k ≤ C, by (65) we get (63). �

Proposition 6.2. For all V ∈ L2(0, π;R), the following maps are isomorphisms of Banach spaces

ΨDir :

{
H1

0 (0, π;R) → h1(N∗;R)
u 7→ (

∫ π
0 u(x)fn(x)dx)n

ΨNeu :

{
H1(0, π;R) → h1(N;R)

u 7→ (
∫ π
0 u(x)f−n(x)dx)n

.

Proof. As usual we only focus on ΨDir. Note that assuming it is well defined, since (fn)n is an Hilbertian
basis of L2 (see Proposition 1.9), its injectivity is obvious. Furthermore, by the Banach isomorphism
Theorem, it is enough to prove that it is continuous and surjective (i.e. actually the continuity of the
inverse follows from the proof of the surjectivity).
⊲ Continuity. First, we check that ΨDir is well defined and is continuous. We define
(66)

cn,k =

√
2

π

∫ π

0
fn(x) sin(kx)dx, vk =

√
2

π

∫ π

0
u(x) sin(kx)dx, wn =

∫ π

0
u(x)fn(x)dx, zn = cn,nvn.

We aim at proving that ‖w‖h1 . ‖u‖H1 . We recall that it is well known that ‖v‖h1 . ‖u‖H1 . By the
triangular inequality we have

‖w‖h1 ≤ ‖z‖h1 + ‖w − z‖h1 . ‖v‖h1 + ‖w − z‖h1 . ‖u‖H1 + ‖w − z‖h1 .

Therefore, we only have to focus on ‖w − z‖h1 . Since (2/π)1/2(sin(kx))k is an Hilbertian basis of
L2(0, π;R), we have wn − zn =

∑
k 6=n vkcn,k. Consequently, applying Lemma 6.1, we deduce that20

‖w − z‖2h1 =
∑

n≥1

〈n〉2
(∑

k 6=n

vkcn,k
)2

.
∑

n≥1

(∑

k 6=n

|vk|〈n〉
〈n− k〉〈n + k〉

)2
.
∑

n≥1

(∑

k 6=n

|vk|〈k〉
〈n− k〉〈k〉

)2
.

However, by a straightforward generalization of Lemma 7.1 of the appendix, we have
∑

k 6=n

|vk|〈k〉
〈n − k〉〈k〉 .

‖v‖h1

〈n〉 and so ‖w − z‖2h1 . ‖v‖2h1 . ‖u‖2H1 .

⊲ Surjectivity. Let w ∈ h1 and let us set u =
∑

n≥1 wnfn (a priori in L2). We just have to prove that
u ∈ H1

0 . Naturally it is enough to prove that ‖v‖h1 ≤ ‖w‖h1 (where v is defined by (66)). Denoting
yn = wncn,n, it is clear that ‖y‖h1 ≤ ‖w‖h1 . Therefore, by the triangle inequality, it is enough to prove
that ‖v − y‖h1 ≤ ‖w‖h1 . Observing that, by definition, we have

‖v − y‖2h1 =
∑

k≥1

〈k〉2
(∑

k 6=n

wncn,k
)2

.
∑

k≥1

(∑

k 6=n

|wn|〈k〉
〈n− k〉〈n+ k〉

)2
,

arguing as we did for the continuity estimate, we deduce that ‖v − y‖2h1 . ‖w‖2h1 . �

As a straightforward corollary we get the following result on T.

20we do not pay attention to the dependency with respect to ‖V ‖L2 .
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Corollary 6.3. For all V ∈ L2(T;R) even, the following map is an isomorphism of Banach spaces

Ψper :

{
H1(T;R) → h1(Z;R)

u 7→ 1√
2
(
∫
T
u(x)fn(x)dx)n

Finally, the following lemma deals with the restriction of ΨDir to Hs ∩H1
0 for s ∈ [1, 3/2). We only

use it to prove Corollary 1.14.

Lemma 6.4. Let s ∈ [1, 3/2) and V ∈ L2(0, π;R). There exists C > 0, such that for all u ∈ Hs(0, π;R)∩
H1

0 (0, π;R), we have
∑

n≥1

〈n〉2s
( ∫ π

0
u(x)fn(x)dx

)2 ≤ C2‖u‖2Hs .

Proof. We use the notations (66) that we have introduced to prove Proposition 6.2. We aim at proving
that, being given u ∈ Hs ∩H1

0 , we have ‖w‖hs . ‖u‖Hs . It is proven, in Lemma 7.3 of the appendix
(since we did not find a proof in the literature), that ‖v‖hs . ‖u‖Hs . Therefore, by the triangular
inequality we have

‖w‖hs ≤ ‖z‖hs + ‖w − z‖hs . ‖v‖hs + ‖w − z‖hs . ‖u‖Hs + ‖w − z‖hs .

Finally, proceeding as in the proof of Proposition 6.2, since 2(s− 1)− 2 < −1 (i.e. s < 3/2), we deduce
that

‖w − z‖2hs .
∑

n≥1

〈n〉2(s−1)‖v‖2h1〈n〉−2 . ‖v‖2h1 . ‖u‖2H1 . ‖u‖2Hs .

�

6.2.2. Proofs of the results of the subsection 1.3.2.

Proof of Lemma 1.7. The proof is similar to the proof of Lemma (1.3), so we omit it. �

Proof of Theorem 1.10. The proof is almost the same as the proof of Theorem 1.17 below (excepted
that, thanks to the stronger non-resonance condition, most of the estimates are uniform with respect to
(r,N)). �

Proof of Theorem 1.17. We fix r ≥ 2 (an even number), N ≥ 1 and V ∈ L∞(T;R) an even potential
such that (λn(V|(0,π)))n∈Z is strongly non-resonant, up to order r, for small divisors involving at least
one mode smaller than N , according to Definition 1.15. We set ρ = ‖V ‖L∞ and ǫ0 = ερ (which is
defined by Lemma 1.7). Assuming that u(0) ∈ H1(T) satisfies ε = ‖u(0)‖H1 ≤ ǫ0, the solution of (NLS)
given by Theorem 1.8 satisfies

(67) ∀t ∈ R, Λ−1
ρ ‖u(t)‖2H1 ≤ H(u(t)) + (ρ+ 1)M(u(t)) = H(u(0)) + (ρ+ 1)M(u(0)) ≤ Λρε

2,

i.e. ‖u(t)‖H1 ≤ Λρε. Thanks to Corollary 6.3, we identify functions of H1(T)/L2(T)/H−1(T) with
sequences of h1(Z)/ℓ2(Z)/h−1(Z) through their decompositions in the Hilbertian basis (fn/

√
2)n∈Z. For

example, we denote un(t) =
1√
2

∫
T
u(t, x)fn(x)dx and we have ‖u(t)‖h1 ≈ ‖u(t)‖H1 . Defining ωn = λn,

(NLS) rewrites

i∂tun(t) = ωnun(t) + (g(·, |u(t, ·)|2)u(t, ·))n.
We introduce the Taylor expansion of y 7→ g(·, y) in y = 0 at the order r/2− 1

g(·, y) =
r/2−2∑

j=p/2−1

gj(·)
yj

j!
+ yr/2−1

∫ 1

0

(1− a)r/2−2

(r/2− 2)!
∂r/2−1
y g(·, ay) da
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where gj := ∂j
yg(·, 0) ∈ H2(T;R). Therefore, (NLS) rewrites

i∂tun(t) = ωnun(t) +

r/2−2∑

j=p/2−1

1

j!
(gj(·)|u(t, ·)|2ju(t, ·))n + Fn(t),

the remainder term being defined by

F (t, x) = |u(t, x)|r−2u(t, x)

∫ 1

0

(1− a)r/2−2

(r/2− 2)!
∂r/2−1
y g(x, a|u(t, x)|2) da.

Reasoning as in the proof of Theorem 1.5, it can be easily proven that ‖F‖h−1 ≤ ‖F‖ℓ2 = ‖F‖L2 . εr−1.
⊲ Identification of the Hamiltonian structure. First,concerning the linear part, we note that for all v ∈
h1

ωnvn = (∇Z2(v))n where Z2(v) =
1

2

∑

k∈Z

ωk|vk|2.

For the nonlinear part, we define

P (2j)(v) =

∫

T

1

2j!
gj−1(x)|v(x)|2jdx.

It is clearly a smooth function on h1 and we have

∇P (2j)(v) =
1

(j − 1)!
gj−1(x)|v(x)|2j−2v(x).

Therefore, (NLS) rewrites

(68) i∂tu(t) = ∇(Z2 +

r/2−1∑

j=p/2

P (2j))(u(t)) + F (t).

Hence, we just have to identity P (2j) with a formal Hamiltonian in H
2j
0,2(Z). Indeed, noting that the

formal permutation below are justified by convergence in H1 (thanks to Corollary 6.3), for v ∈ h1, we
have

P (2j)(v) =

∫

T

gj−1(x)

(2j)!

∣∣∣
∑

n∈Z

vnfn(x)
∣∣∣
2j
dx =

∑

n∈Z2j

vn1 · · · vnjvnj+1 · · · vn2j

∫

T

gj−1(x)

(2j)!
fn1(x) · · · fn2j(x)dx

=
∑

n∈Z2j

∑

σ∈{−1,1}2j
vσ1
n1
· · · vσ2j

n2j (P
(2j))σn

where (P (2j))σn := 0 if σ1 + · · · + σ2j 6= 0 and,

(2j)!

(
2j

j

)
(P (2j))σn :=

∫

T

gj−1(x)fn1(x) · · · fn2j (x) dx if σ1 + · · · + σ2j = 0.

To estimate these coefficients, we introduce the Fourier basis of L2(T;R) defined by

∀n > 0, en(x) = (π)−
1
2 sin(nx) and e−n(x) = (π)−

1
2 cos(nx) and e0(x) = (2π)−

1
2 .

We note that as a consequence21 of Lemma 6.1, we have

∀n, k ∈ Z, |(fn, ek)L2 | . 〈n− k〉−2 + 〈n+ k〉−2.

21if kn < 0, by parity, we have (fn, ek)L2 = 0
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Therefore, since gj−1 ∈ H2, applying Lemma 7.2 of the appendix, we have

|(P (2j))σn| .j

∑

k∈Z2j+1

|(gj−1, ek2j+1
)L2(fn1 , ek1)L2 · · · (fn2j , ek2j )L2 |

∣∣∣
∫

T

ek1(x) · · · ek2j+1
(x) dx

∣∣∣

.j

∑

ν∈{−1,1}2j+1

∑

k∈Z
2j+1

ν·k=0

‖gj−1‖H2

〈k2j+1〉2
2j∏

ℓ=1

1

〈nℓ − kℓ〉2
+

1

〈nℓ + kℓ〉2

.j

∑

ν∈{−1,1}2j

∑

k1+···+k2j+1=0

〈k2j+1〉−2〈νℓnℓ − kℓ〉−2 .j

∑

ν∈{−1,1}
〈ν1n1 + · · ·+ ν2jn2j〉−2.

As a consequence, P (2j) ∈H
2j
0,2(Z) and we have ‖P (2j)‖0,2 .j 1.

⊲ Conclusion. Since u is solution of (68), the frequencies are strongly non resonant, the remainder term
is of order r− 1 and the leading polynomial part are controlled in H

2j
0,2(Z), to conclude, we just have to

apply Theorem 5.1 with s = 1, α = 2, q = 0, ε1 = Λρε, η = Λρ, d = 1, Zd = Z, Nmax = N . Indeed, we
have 1/2 = d/2−q ≤ s = 1 ≤ α−d/2+q = 3/2 and 2 = α > max(d−q, d/2) = max(1−0, 1/2) = 1. �

Proof of Corollary 1.14. Without loss of generality, we assume that s ∈ (1, 3/2). We fix r and we
apply Theorem 1.10. Therefore assuming that ε = ‖u(0)‖Hs ≤ ǫ0, we know that

∀n ≥ 1,
∣∣ |un(t)|2 − |un(0)|2

∣∣ ≤ Cr〈n〉βr εp

where t ∈ R satisfy t < |ε|−r is fixed in all this proof. We choose θn(t) in order to have eiθn(t)un(0) ∈
R+un(t). As a consequence, we have

|un(t)− eiθn(t)un(0)| = ||un(t)| − |eiθn(t)un(0)||.
Therefore, as a consequence of Proposition 6.2, we have

(69)
∥∥u(t)−

∑

n≥1

eiθn(t)un(0)fn
∥∥2
H1 ≈

∑

n≥1

〈n〉2|un(t)− eiθn(t)un(0)|2 ≈
∑

n≥1

〈n〉2(|un(t)| − |un(0)|)2

.
∑

n≥1

〈n〉2||un(t)|2 − |un(0)|2| . CrN
βr+3εp +

∑

〈n〉≥N

〈n〉2|un(0)|2 +
∑

〈n〉≥N

〈n〉2|un(t)|2

where N ≥ 1 is a parameter we will optimize with respect to ε (you can think N = ε0
−

). Before, we
have to estimate the two last sums of (69) with respect to N and ε. Since u(0) ∈ Hs ∩ H1

0 satisfies
ε = ‖u(0)‖Hs , as a consequence of Lemma 6.4, we have

(70)
∑

〈n〉≥N

〈n〉2|un(0)|2 ≤ N−2(s−1)ε2.

Now we focus on estimating
∑

〈n〉≥N 〈n〉2|un(t)|2. By Theorem 4 page 35 of [PT87], we know that there
exists n0 > 0 such that

∀n ≥ n0, λn ≥ n2/2.

Therefore, assuming that N ≥ 〈n0〉, we have
∑

〈n〉≥N

〈n〉2|un(t)|2 ≤ 2
∑

〈n〉≥N

λn|un(t)|2

Since the Hamiltonian of NLS is a constant of the motion (see Theorem 1.8), we know that
∞∑

n=1

λn|un(t)|2 +
∫ π

0
G(x, |u(t, x)|2) dx =

∞∑

n=1

λn|u(0)n |2 +
∫ π

0
G(x, |u(0)(x)|2) dx
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Therefore, recalling that λn . 〈n〉2, we have

(71)
∑

〈n〉≥N

〈n〉2|un(t)|2 .
∑

〈n〉≥N

〈n〉2|un(0)|2 +
∑

〈n〉<N

〈n〉2||un(0)|2 − |un(t)|2|+ |
∫ π

0
G(x, |u(t, x)|2) dx|

+ |
∫ π

0
G(x, |u(0, x)|2) dx|

Reasoning as in the proof of Lemma 1.3, we prove that

|
∫ π

0
G(x, |u(t, x)|2) dx| . ‖u(t)‖p

H1 .

Moreover, using the convexity estimate of Lemma 1.7, we prove, as in (67) in the proof of Theorem
1.17, that ‖u(t)‖H1 . ε (we do not track the dependency with respect to ‖V ‖L∞). As a consequence,
estimating the two first terms of the right hand side of (71) as before, we deduce that

∑

〈n〉≥N

〈n〉2|un(t)|2 .r N
−2(s−1)ε2 +Nβr+3εp.

Consequently, plugging this estimate (and (70)) in (69), yield to
∥∥u(t)−

∑

n≥1

eiθn(t)un(0)fn
∥∥2
H1 .r N

−2(s−1)ε2 +Nβr+3εp.

Finally, to conclude, we just have to optimize this estimate setting N = 〈n0〉(ǫ0/ε)
p−2

2s+2+βr . Note that,
as a consequence, we have δ = (s−1)(p−2)

2s+2+βr
.

�

6.3. Application to nonlinear Schrödinger equations in dimension two. In this section, we aim
at proving the deterministic results of the subsection 1.3.3 about (NLS2).

Proof of Lemma 1.19. It is a direct corollary of the Sobolev embedding H1 →֒ L4. �

To prove our main result about (NLS2) (i.e. Theorem 1.21) we have to overcome a new issue: H1(T2)
is not an algebra. Fortunately it is almost an algebra in the sense that for all s > 1, Hs(T2) is an algebra.
Since we are only interested in the long time behavior of the low modes, we trade some extra smoothness
against arbitrarily small negative powers of ε (which correspond to the factor ε−δ in Theorem 1.21).
To achieve this, we optimize the constant η and the set Z2 of Theorem 5.1 with respect to ε. Such
an optimization is possible because we have paid a lot of attention in Theorem 5.1 to have estimates
uniform with respect to these constants.

Proof of Theorem 1.21. We fix a potential V ∈ H1(T2) such that the frequencies ωn = |n|2 + V̂n are
strongly non-resonant. We set ρ = ‖V ‖L2 and ǫ0 = min(1, ερ) (ερ is defined by Lemma 1.19). Assuming
that u(0) ∈ H1(T2) satisfies ε = ‖u(0)‖H1 ≤ ǫ0, the solution of (NLS2) given by Theorem 1.20 satisfies,
by conservation of the Hamiltonian and of the mass, ‖u(t)‖H1 ≤ Λρε for all t ∈ R (see (67) for the
proof). As usual, thanks to the isometries provided by the Fourier transform, we identify hs(Z2) with
Hs(T2) for all s ∈ R (we omit the symbol ·̂ to denote the Fourier transform). We fix r > 0 and, without
loss of generality, we can assume that it is larger than a given constant. Then we set

u≤N := (un)n∈Z2 where Z2 := {n ∈ Z
2, 〈n〉 ≤ N} and N := ε−3r.

Then we fix δ ∈ (0, 1/2) and we are going to deduce from Theorem 5.1 that

(72) |t| ≤ ε−r ⇒ ∀n ∈ Z2, ||un(t)|2 − |un(0)|2| ≤ Cr,δ〈n〉βr ε4−δ .

It turns out that it is enough to conclude the proof of Theorem 1.21 since, as ‖u(t)‖H1 ≤ Λρε and
assuming that βr ≥ 1, (72) trivially holds true for 〈n〉 > N . So we only focus on u≤N .
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⊲ Time regularity of u≤N . We recall that u is only a weak solution of (NLS2) in the sense that it belongs
to L∞(R;H1) ∩W 1,∞(R;H−1). Therefore, since Z2 is bounded, it is clear that u≤N ∈ C0

b (R;h
1(Z2)) =

C0
b (R;h

−1(Z2)). Moreover, we note that since ‖u(t)‖H1 ≤ Λρε, we have ‖u≤N (t)‖h1 ≤ Λρε. We aim at
proving that u≤N ∈ C1(R;h−1(Z2)).

A priori, we only know that u≤N is a Lipschitz function such that for almost all t ∈ R, we have

(73) i∂tu
≤N (t) = ∇Z2(u

≤N (t)) + Π≤N (|u(t)|2u(t))
where Π≤N : ℓ2(Z2) → ℓ2(Z2) is the natural restriction and Z2(u

≤N ) := 1
2

∑
n∈Z2

ωn|u≤N
n |2. We have

to prove that i∂tu≤N is continuous (we do not care about which topology since h−1(Z2) is finite dimen-
sional). Actually by (73), it is enough to prove that both t 7→ ∇Z2(u

≤N (t)) and t 7→ Π≤N (|u(t)|2u(t))
are continuous.

On the one hand, we note that since ∇Z2 is linear, it is continuous. Therefore, since u≤N ∈
W 1,∞(R;h−1) ⊂ C0(R;h−1), t 7→ ∇Z2(u

≤N (t)) is continuous.
On the other hand, we have the two following homogeneous estimates (namely Hölder and Gagliardo-

Nirenberg)
‖ · ‖L2 .

√
‖ · ‖H1‖ · ‖H−1 and ‖ · ‖L6 . ‖ · ‖2/3

H1 ‖ · ‖1/3L2

which imply, since u ∈ L∞(R;H1) ∩W 1,∞(R;H−1), that u ∈ C0(R;L6) (because it is 1/6-Hölderian).
Therefore, we have |u|2u ∈ C0(R;L2) and thus t 7→ Π≤N (|u(t)|2u(t)) is continuous.

⊲ Structure of the nonlinear part . The evolution equation of u≤N is actually non-autonomous (because
it depends on un, 〈n〉 > N). Therefore, we split it between its autonomous part and its non-autonomous
part. More precisely, if 〈n〉 ≤ N , we set

(|u|2u)n = (2π)−2
∑

k1+k2=ℓ1+n

uℓuk1uk2 = ∇P (4)(u) + Fn(t)

where

Fn(t) = (2π)−2
∑

k1+k2=ℓ1+n
max(〈k1〉,〈k2〉,〈ℓ〉)>N

uℓ(t)uk1(t)uk2(t) and P (4)(u) = (4π)−2
∑

k1+k2=ℓ1+ℓ2
max(〈k1〉,〈k2〉,〈ℓ1〉,〈ℓ2〉)≤N

uℓ1uℓ2uk1uk2 .

Up to a straightforward symmetrization, P (4) can be easily identified with a formal Hamiltonian in⋂
α≥0 H 4

0,α(Z) ⊂H 4
0,10(Z) (we choose α = 10 in order to fix it) whose norm satisfy ‖P (4)‖0,10 . 1. We

note that, since Z2 is bounded, for all q ≥ 0, we also have ‖P (4)‖q,10 . N4q. Therefore, defining

η = εδ/2/Λρ and q = δ/12r,

we have ‖P (4)‖q,10 . (ε−3r)δ/3r ≈ η−2.
⊲ Estimate of the remainder term . We aim at estimating ‖Fn(t)‖h−1 by η−(2r−2)ε2r−1. Applying the
Young’s convolution inequality ℓ3/2 ⋆ ℓ12/11 ⋆ ℓ12/11 →֒ ℓ2, we obtain

‖F (t)‖ℓ2 . ‖(1〈n〉>Nun(t))n‖ℓ3/2‖u(t)‖2ℓ12/11 .
Then by Hölder, (since 1/6 + 1/2 = 2/3 and 5/12 + 1/2 = 11/12), we have

‖u(t)‖ℓ12/11 ≤ ‖u‖h1‖(〈n〉−1)n‖ℓ12/5 . ε

‖(1〈n〉>Nun(t))n‖ℓ3/2 ≤ ‖u‖h1‖(1〈n〉>N 〈n〉−1)‖ℓ6 = ‖u‖h1

( ∑

〈n〉>N

〈n〉−6
) 1

6

≤ ‖u‖h1N− 4r−1
6r
( ∑

n∈Z2

〈n〉−2− 1
r
) 1

6 .r εN
− 4r−1

6r .

Therefore, since N = ε−3r, we have ‖F (t)‖ℓ2 .r ε3+2r−1/2 .r ε2r−1 .r η2r−2ε2r−1. In other words,
F (t) is a remainder term of order 2r − 1 (in the sense of Theorem 5.1).
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⊲ Conclusion. Since we have 1− q ≤ s = 1 ≤ α− d/2 + q = 9+ q and 10 = α > max(2− q, 1), applying
Theorem 5.1 (with r ← 2r), we get Cr,δ and βr such that

|t| ≤ ε−(2r−p)(1−δ/2) ⇒ ∀n ∈ Z2, ||un(t)|2 − |un(0)|2| ≤ Cr,δ〈n〉βr ε4−δ

Therefore it is enough to assume that r is large enough to ensure22 that (2r − p)(1 − δ/2) ≥ r to have
(72) and so to conclude this proof. �

7. Appendix

We collect some useful estimates on convolution products.

Lemma 7.1. For all d ≥ 1, a, b ≥ 0 such that a+ b > d there exists C > 0 such that for all x, y ∈ Rd

we have ∑

k∈Zd

〈k〉−a〈k − x〉−b〈k + y〉−b ≤ C〈x+ y〉−b

Proof. Applying the triangle inequality in the Euclidean space Rd+1, we get

〈x+ y〉 ≤ 〈k − x〉+ 〈k + y〉.
Therefore, for all k ∈ Zd, we have either 〈k − x〉 ≥ 1

2〈x + y〉 or 〈k + y〉 ≥ 1
2〈x + y〉. In any case, we

deduce that

∑

k∈Zd

〈k〉−a〈k − x〉−b〈k + y〉−b ≤ 2b〈x+ y〉−b


∑

k∈Zd

〈k〉−a〈k − x〉−b +
∑

k∈Zd

〈k〉−a〈k + y〉−b


 .

Finally, since a+b > d, we control these sums (independently of x and y) applying the Hölder inequality
with p = a+b

a (and so p′ = a+b
b ). �

Lemma 7.2. For all α > 1, there exists C > 0 such that for all n ∈ Zr with r ≥ 2, we have

∑

k1+···+kr=0

r∏

j=1

〈nj − kj〉−α ≤ Cr−1〈n1 + · · ·+ nr〉−α

Proof. We proceed by induction on r.

• Initialization : r = 2. It is a consequence of Lemma 7.1 with x = n1, y = n2, a = 0, b = α.

• Induction step. We assume that the estimate hold for an index r ≥ 2. Applying the induction
hypothesis and the change of variable kr ← kr −m we deduce that

,∀m ∈ Z, fn(m) :=
∑

k1+···+kr=m

r∏

j=1

〈nj − kj〉−α ≤ Cr−1〈n1 + · · ·+ nr −m〉−α.

As a consequence, since the convolution product is associative, we deduce that

∑

k1+···+kr+1=0

r+1∏

j=1

〈nj − kj〉−α =
∑

m+kr+1=0

fn(m)〈nr+1 − kr+1〉−α

≤ Cr−1
∑

m+kr+1=0

〈n1 + · · · + nr −m〉−α〈nr+1 − kr+1〉−α.

Finally applying the estimate we proved for r = 2, we conclude this induction. �

Finally, we provide a lemma about the representation of low order fractional Sobolev spaces (it is
probably well known but we did not find it in the literature).

22which is possible since δ ∈ (0, 1/2).
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Lemma 7.3. There exists C > 0 such that for all s ∈ [1, 2] and all u ∈ Hs(0, π;C) ∩ H1
0 (0, π;C) we

have ∥∥ΨDir(u)
∥∥
hs ≤ C‖u‖Hs

where ΨDir : L2(0, π;C)→ ℓ2(N∗;C) is defined by ΨDir
n (u) =

∫ π
0 sin(nx)u(x)dx.

Proof. We proceed by complex interpolation (whose definition and main properties are recalled, for
example, in [Tri78, Agra15]).

⊲ If u ∈ H1
0 (0, π;C), by integration by part, since u(0) = u(π) = 0, we have

ΨDir
n (u) =

[
− cos(nx)u(x)

]π
0
+ n−1

∫ π

0
cos(nx)∂xu(x)dx = n−1

∫ π

0
cos(nx)∂xu(x)dx.

The functions cos(nx) being orthogonal in L2 and of norm
√
π/2, we deduce that ‖ΨDir

n (u)‖h1 . ‖u‖H1 .
⊲ If u ∈ H2(0, π;C) ∩H1

0 (0, π;C), realizing a second by integration by part, we have

ΨDir
n (u) =

[
n−1 sin(nx)∂xu(x)

]π
0
− n−2

∫ π

0
sin(nx)∂2

xu(x)dx = −n−2

∫ π

0
sin(nx)∂2

xu(x)dx.

Therefore, as previously, we deduce that ‖ΨDir
n (u)‖h2 . ‖u‖H2 .

⊲ If s ∈ (1, 2), we have hs = [h1, h2]s−1 (Theorem page 130 of [Tri78]) and Hs∩H1
0 = [H1

0 ,H
2∩H1

0 ]s−1

(Theorem 13.2.2 page 198 of [Agra15]). Therefore, the natural property of the interpolation (see e.g.
Thm 13.2.1 page 197 of [Agra15]) provides the continuity estimate we wanted to prove. �
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