N
N

N

HAL

open science

INTEGRATING THE WIGNER DISTRIBUTION ON
SUBSETS OF THE PHASE SPACE, A SURVEY

Nicolas Lerner

» To cite this version:

Nicolas Lerner. INTEGRATING THE WIGNER DISTRIBUTION ON SUBSETS OF THE PHASE

SPACE, A SURVEY. 2021. hal-03145518v1

HAL Id: hal-03145518
https://hal.science/hal-03145518v1
Preprint submitted on 18 Feb 2021 (v1), last revised 28 Feb 2023 (v3)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-03145518v1
https://hal.archives-ouvertes.fr

1.

1.1.
1.2.
1.3.
1.4.
2.

2.1.
2.2.
3.

3.1.
3.2.
3.3.
3.4.
4.

4.1.
4.2.
4.3.
4.4.
D.
0.1
0.2
2.3.
0.4.

INTEGRATING THE WIGNER DISTRIBUTION
ON SUBSETS OF THE PHASE SPACE,
A SURVEY

NICOLAS LERNER

ABSTRACT. We review several properties of integrals of the Wigner distribution
on subsets of the phase space. Along our way, we provide a theoretical proof
of the invalidity of Flandrin’s conjecture, a fact already proven via numerical
arguments in our joint paper [4] with B. Delourme and T. Duyckaerts. We use
also the J.G. Wood & A.J. Bracken paper [37], for which we offer a mathematical
perspective. We review thoroughly the case of subsets of the plane whose boundary
is a conic curve and show that Mehler’s formula can be helpful in the analysis of
these cases, including for the higher dimensional case investigated in the paper
[27] by E. Lieb and Y. Ostrover. Using the Baire Category Theorem, we show
that, generically, the Wigner distribution of a pulse in L?(R") does not belong
to L'(R?"), providing as a byproduct a large class of examples of subsets of the
phase space R?” on which the integral of the Wigner distribution is infinite. We
study as well the case of convex polygons of the plane, with a rather weak estimate
depending on the number of vertices, but independent of the area of the polygon.
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1. PRELIMINARIES & DEFINITIONS

1.1. The Wigner Distribution. Let u,v be given functions in L*(R"). The func-
tion €2, defined on R™ x R" by

(1.1.1) R" x R" 5 (z,2) — u(z + g)l_}(x - %) = Qu,v)(x, 2),

belongs to L?(R*") from the identity

(112) [ 1900 0) e 2) Peds =l geny

We have also

(1.1.3) su]é)/ 1z, 2)|dz < 2"||u|| 2@nyl| V]| L2 7y
rEeR™ n

We may then give the following definition.

Definition 1.1. Let u,v be given functions in L*(R™). We define the joint Wigner
distribution W(u,v) as the partial Fourier transform' with respect to z of the function

For f € #(RN), we define its Fourier transform by f(&) = [,x 2™ f(z)dz and we obtain
the inversion formula f(z) = [on PRUERS f(é)dé“. Both formulas can be extended to tempered
distributions: for T € .#/(RY), we define the tempered distribution T by

(1.1.4) (T, 0) 1 @ny, @y = (Ty ) o1y, (RN
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Q defined in (1.1.1). We have for (z,§) € R} x R, using (1.1.3),

(1.1.6) W(u,v)(x,§) = /n e 2Ty (x + g)@(x — g)dz

The Wigner distribution of u is defined as W(u,u).

Lemma 1.2. Let u,v be given functions in L*(R™). The function W(u,v) belongs
to L*(R*™) and we have

(1.1.7) I, ) ey = [l o e
We have also

(1.1.8) W(u, v)(x, &) = W(v,u)(,§),

so that W(u,u) is real-valued.

Proof. Note that the function W(u,v) is in L?(R?") and satisfies (1.1.7) from (1.1.2)
and the definition of W as the partial Fourier transform of 2. Property (1.1.8) is
immediate and entails that W(u, u) is real-valued. O

Remark 1.3. We note also that the real-valued function W(u, u) can take negative

™ on the real line, we get

1
i)
In fact the real-valued function W(u, u) will take negative values unless u is a Gauss-
ian function, thanks to a Theorem due to E. Lieb (see [25] and the books [11] and

[29]). As a matter of fact, this range of W(u,u) intersecting R_ for most “pulses”

values, choosing for instance u;(z) = ze~

W(Uh ul)(xv f) = 21/2672”@2%2) (9‘52 + 52 -

u in L*(R") makes rather weird the qualification of W(u, u) as a “quasi-probability”
(anyhow the emphasis must be on quasi, not on probability).

Remark 1.4. We have also by Fourier inversion formula, say for u € .7 (R™),

(L19) e+ il — ) = Qx,2) = / W) (z, €) %7 g,
so that, with z = 22 = y, we get the Reconstruction Formula,
(1.1.10) u(y)u(0) = /W(u,u)(%,f)e%“y‘gdf,

as well as

(1.1.11) u()? = / Wi, )z, E)de,  [a(é)]? = / W(u, )z, €)d,

Note also that with this normalization, it is natural to introduce the operators DS defined for
a € NV by
ou

(1.1.5) Dgu=Dg}...Dytu, Dyu= m, so that Dyu = £Y0(§), with £* =¢£7* ... &Y.
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the former formula following from (1.1.9) and the latter from

(1.1.12) /W(u, u)(z,€&)dr = ff e 2y (x4 g)ﬂ(:v - g)dzda:
= || etz ya(ws)dw i das = [a(6)[,

Lemma 1.5. Let u be a function in L*(R™) which is even or odd. Then W(u,u) is

an even function.

Proof. Using the notation

(1.1.13) () = u(—x),
we check
W(u,v)(—z, =§) = /n 2 Sy (—x + g)@(—x - %)dz
= /n ez — g)f)(x + g)dz = /n e 2=y (y + g)f)(x _ §)dz
= W(u,0)(z,§),
so that if @ = +u, we get W(u, u)(—z, —§) = W(u, u)(z,§). O

N.B. This lemma is a very particular case of the symplectic covariance property
displayed below in (1.2.33).

It turns out that most of the properties of the Wigner distribution (in particular
Lemma 1.5) are inherited from its links with the Weyl quantization introduced by
H. Weyl in 1926 in the first edition of [36] and our next remarks are devised to stress
that link.

1.2. Weyl quantization, Composition formulas, Positive quantizations.

1.2.1. Weyl quantization. The main goal of Hermann Weyl in his seminal paper |30]
was to give a simple formula, also providing symplectic covariance, ensuring that
real-valued Hamiltonians a(x, ) get quantized by formally self-adjoint operators.
The standard way of dealing with differential operators does not achieve that goal
since for instance the standard quantization of the Hamiltonian x¢ (indeed real-
valued) is the operator xD,, which is not symmetric (D, is defined in (1.1.5));
H. Weyl’s choice in that case was

1
x€ should be quantized by the operator 5($Dz + D,x), (indeed symmetric),

and more generally, say for a € . (R*"), u € . (R"), the quantization of the Hamil-
tonian a(z, ), denoted by Op,(a), should be given by the formula
_ 2in(a—y)€, (LY
(Opy(@)u)(@) = [[ e a(—

&) uly)dyde.
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For v € (R"), we may consider

(Opy (@), ) 2y = [ alar. e ula + J)o(a — 3)dadwd
[] atw, W, v) (@, ) dwde,

R7 xR"™

and the latter formula allows us to give the following definition.

Definition 1.6. Let a € ./ (R*"). We define the Weyl quantization Op,,(a) of the
Hamiltonian a, by the formula

(1:21) (Op, ()u)(@) = [[ e éa (Y eyu(y)dyde.

to be understood weakly as
(1.2.2) (Opy(a)u, ) 7 @n),7®n) = (@, W(u,v)).7w2m), 7 m2n).
We note that the sesquilinear mapping
S (R") x L (R") 3 (u,v) = W(u,v) € .7 (R*™),

is continuous so that the above bracket of duality (a, W(u,v))sr(men) »@n) makes
sense. We note as well that a temperate distribution a € .#/(R?") gets quantized by a
continuous operator Opy,(a) from . (R") into .#/(R™). This very general framework
is not really useful since we want to compose our operators Op, (a)Op,(b). A first
step in this direction is to look for sufficient conditions ensuring that the operator
Op,,(a) is bounded on L?(R"). Moreover, for a € ./(R?*") and b a polynomial in
Clz,&], we have the composition formula,

(1.2.3)  Op,(a)Op,(b) = Op,(ath),

(124) @)@ =3 i CDA oeoba)(e, €)(@2008) . €),

T alB!
k>0 |a|+|8|=k B!

which involves here a finite sum. This follows from (2.1.26) in [21] where several
generalizations can be found (see in particular in that reference the integral formula
(2.1.18) which can be given a meaning for quite general classes of symbols).

Proposition 1.7. Let a be a tempered distribution on R?*™. Then we have
(1.2.5) 10w (@) 22y < min(2%|all g ] o1 o))
Proof. In fact we have from (1.2.2), u,v € #(R"),

(Op (@), v) 2y = [[[ ale, ©)u(2w — y)o(y)e =02 dydude,
so that defining for (z,&) € R*" the operator o, ¢ by

(1.2.6) (aLéu)(y) = U(QQ? — y>e*4iﬂ("r*y)-£’
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we see that the operator o, ¢ (called phase symmetry) is unitary and self-adjoint”
and

(1.2.8) Opy(a) =27 jj a(z,€)o, edade,

proving the first estimate of the proposition. As a consequence of (1.2.8), we obtain
that

(1.2.9)  (Op,(a))* = Op,(a), so that for a real-valued, (Op,(a))* = Op,(a).

To prove the second estimate, we introduce the so-called ambiguity function A(u, v)
as the inverse Fourier transform of the Wigner function W(u,v), so that for u,v in
the Schwartz class, we have

(A(u,v))(n,y) = Jf W(u,v)(z, 5)62”(“'”+5'y)d$d£,

1.e.
which reads as well as
_ g E ~ Q o E 2imz- g -n
(1211) (Al o)) = [ulf+3) G - 5) = Hdz 2
_ Y N on
_W(U>U)<27 2)2

Remark 1.8. With Q(u,v) defined by (1.1.1), we have
(1.2.12) W(u,v) = Fo(Qu,v)),

where JF; stands for the Fourier transformation with respect to the second variable.
Taking the Fourier transform with respect to the second variable in the previous
formula gives, with F; (resp. F) standing for the Fourier transform with respect to
the j*® variable (resp. all variables),

FoW =0CoQ, FW =FC ), A=CFW=FCQ,

where C (resp. C; or Cs) stands for the “check” operator C in R™ x R™ given by
(1.1.13) (resp. with respect to the first or second variable), the latter formula being
(1.2.10).

Applying Plancherel formula on (1.2.2), we get
(1.2.13) (Opy(@)u, v) L2y = (G, A(u, v)) 5 @2n), 7 (®2n).
We note that a consequence of (1.2.4) is that for a linear form L(z, ), we have
LEL = L?, and more generally L* = LV,
* Indeed we have
(127) (02 cu)(y) = (70, g0) (20 — e im0
= u(2w — (22 —y))e M @rmD)LemaimemE — 4y (y) 50 that 02 =1Id.

We have <O';’£U,’U>L2(Rn) = (U, 02,¢0)2@rny = W(v,u)(2,§) = W(u,v)(,§) = (0reU,v)12(Rn),
proving that o = 04.¢.



INTEGRALS OF THE WIGNER DISTRIBUTION 7

As a result, considering for (y,7) € R*", the linear form L, , defined by

(1.2.14) Lyy(@,§) =z-n+&-y,

we see that

(1.2.15) A(u, v)(1,y) = (Op (¥ ), 0) L2 gy,

and thus we get Hermann Weyl’s original formula

(1.2.16) Op, () = [[ @, y)e'r o) dydn,

which implies the second estimate in the proposition. (]

Proposition 1.9. Let a € '(R*"). The distribution kernel k,(z,y) of the operator

Op,,(a) s

rT+y
5

Let k € 7' (R*) be the distribution kernel of a continuous operator A from . (R")

into ' (R™). Then the Weyl symbol a of A is

(1.2.17) ka(w,y) = a@*(

y—x).

. t t
(1.2.18) a(w, €) = /627r2t'§/{;(x -

where the integral sign means that we take the Fourier transform with respect to t of

the distribution k(x 4+ £, — %) on R*" (see (1.1.4) in footnote 1 for the definition

of the Fourier transformation on tempered distributions).

Proof. With u,v € . (R"™), we have defined Op,(a) via Formula (1.2.2) and using
Remark 1.8, we get

<Opw(a)uﬂ7>5ﬂ/(nzan),y(w) = <a(l‘,§),Q[Q](Ia§)>,¢/(R2n),,¢(R2n)

A~ z — ?

= (@2t 2), u(t + §)v(t - §)>y/(R2n),y(R2n)
o] T+ Y .

= (@(—=,y — ), u(y)0(2)) 71 (@20 7 @2n),

proving (1.2.17). As a consequence, we find that kq(z + %,z — ) = a¥(z, —t), and

by Fourier inversion, this entails

t t » t t
a(z, &) = Fourier; (ko (z + 5%~ 5))(5) = /6_2’”t'5ka(m + 5%~ E)dt’
where the integral sign means that we perform a Fourier transformation with respect
to the variable ¢. 0J
A particular case of Segal’s formula (see e.g. Theorem 2.1.2 in [21]) is with F

standing for the Fourier transformation on R",
(1.2.19) F*Op, (a)F = Op, (a(€, —2)).
We define the canonical symplectic form o on R" x R™ by

(1.2.20) (0X,)Y)=[XY]=¢ y—n-z, withX=(2,8,Y = (y,n).
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The symplectic group Sp(n,R) is the subgroup of S € SI(2n,R) such that

(1.2.21) VX,Y e R, [SX,SY]=[X,Y], ie. S*0S=o,
with

(1.2.22) o= (_Ojn ]O") .

The symplectic group is generated by

(1.2.23) (i) (2,&) — (Tz,'T'¢), T e Gl(n,R),

(1.2.24) (i) (a, &) — (&, —xx), other coordinates unchanged,
(1.2.25) (iii) (z,8) — (2, +Qx), Q € Sym(n,R).

Now for S € Sp(n,R), the operator

(1.2.26) Opy(ao S) = M*Op,(a) M,

where M belongs to the metaplectic group, which is a group of unitary transfor-
mations of L*(R™). Let us describe the generators of the metaplectic group corres-
ponding to the symplectic transformations (i-iii) above. The metaplectic group is
generated by

(1.2.27) G) (Mu)(z) = |det T|"V2u(T  2),
(1.2.28) (jj) partial Fourier transformation with respect to z,
(1.2.29) (jij) multiplication by ™%

We note also that for Y = (y,n) € R*", the symmetry Sy is defined by Sy (X) =
2Y — X and is quantized by the phase symmetry oy as defined by (1.2.6) with the
formula

(1.2.30) Op,,(ao Sy) = 0y0p,(a)oy = oyOp,(a)oy.

Similarly, the translation 7y is defined on the phase space by Ty (X) = X + Y and
is quantized by the phase translation Ty,

(1.2.31) (Tym) () = ulz — y)e2im@=5)n,
and we have
(1.2.32) Opy(aoTy) = 740p,(a)7y = 7_yOp,(a)Ty.

Note also that the covariance formula (1.2.26) can be reformulated as the following
property of the Wigner distribution, thanks to (1.2.2),

(1.2.33) W (Mu, Mv) = W(u,v) o S~

Since the metaplectic group is continuous from . (R™) into itself, Segal’s Formula
(1.2.26) is valid as well for a € .%/(R?"). We note also that Sp(1,R) = SI(2,R).

N.B. Property (1.2.33) can be extended to the affine symplectic group and we have
with the phase translations defined in (1.2.31),

(1.2.34) V(X,Y) e R x R*™, W (ryu,1yv) (X) = W(u,v)(X = Y).
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Theorem 1 in E. Lieb’s classical article [25] gives a more precise version of (1.2.36),
(1.2.37) and (1.2.38) below.

Theorem 1.10. Let u,v be in L*(R™). Then W(u,v) is a uniformly continuous
function belonging to L*(R*") N L>(R*") and using the definitions (1.2.31), (1.2.6)
for the phase translations and phase symmetry, we have

(1.2.35) W(u,v)(X) = 2" (oxu, v) r2@mny = 2" (Tx U, Tx V) 12(rR)

= 2"(00T_2xU, V) L2(R7),

(1236) HW(U,U)HLz(Rzn) = ||u||L2(Rn)||U||L2(Rn),
(1.2.37) Vp € [1,+00],  [W(u,v)|l Lo @eny < 2" |ull o 10| o gy
More generally, for ¢ > 2 and r € [¢, q], we have®
n(g—2)
(1.2.38) IW(u, v)l|Lareny <277 ||ullLr@my V]| L gy

Moreover, we have

(1.2.39) lim [W(u, v)(X)] — 0.

R2"3X,|X|—=+oc0
Proof. We have with 0(x) = v(—z) = (oov)(z),

W(u,v)(x, &) =2" / u(z + 2)0(x — 2)e 14 dz

— on /U(Z . (—a:'))e%”(z*%z)(*é)ﬁ(z . x)€72i7r(zf%)§€f4i7rz£+2i7r(zf%z)§+2i7r(zf%)§dz

=2" /(T(—m,—g)u)(z)mdz = 2" (T(o.0) U T V) 127
or for short
(1.2.40) W (u, v)(X) = 2" (Txu, Tx0) 2 (rn).
As a consequence we find from (1.2.8) that
(Opu(ausv) = [ (02 (orriu,v)ax.
and since (0, ¢u)(y) = u(2z — y)e 4™@V)E we can verify directly that

(1241) 0oT—2x = O0Xx.

Indeed, we have composing the translation of vector —2X in R?" with the symmetry
with respect to 0,

1
YoV —2X = 2X Y=Y,  S(V+Y)=X

that is the symmetry with respect to X. Quantifying this equality, we use

—2z

(T(—22,—20)u)(2) = u(z + Qx)eQi”(z_ 2 )(=%) — u(z + 23:)6_4”(‘2”)5,

so that we obtain

—dim(—z+z)¢ _ (

00(T—20260)(2) = u(—2 + 2a)e 0ect)(2),

3We use the standard notation: for p € [1,400] we define p’ by the equality zl? + 1% =1.
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which proves (1.2.41) and thus (1.2.35). Formula (1.2.36) is already proven in (1.1.7)
and (1.2.37) follows from (1.2.35), Hélder’s inequality and the fact that 7x is an
endomorphism of LP(R™) with norm 1 (cf. the expression (1.2.31)). To prove (1.2.38)
we note that from the expression (1.2.12), the Hausdorff-Young’s inequality implies

/ 1 ni
(1.2.42) IW(w,0) | aore < 12w, )| agpe < Nlul® * [0l ]| },2

and since Young’s inequality® gives

el 5 1ol W s < Ml W g W01 | o

a,b > ¢ with
q q q . 11 q 11
1-L 1T 1T e g+ ) =1+L thatis ~+- =1
q oz+ p q(a+b) +q’ alsa+b ’
so that
el s [0l | o < Ml Fall0]1%,,
in such a way that (1.2.42) yields
1 1
W, 0) | agrs < 27 Ifull e ol a,b > d, St =L

which is (1.2.38) . We are left with the proof of uniform continuity of W(u,v). We
have for X,Y € R?",

Wit 0)(V) = W, 0)(X) = (0 — o)1, ) 2y
and since o3 = Id (see the footnote 2 on page 6), we find
W(u,v)(Y) = W(u,v)(X) = 2"((oyox — Id)oxu, v) r2@n)
= 2"(oxu, (oxoy —1d)v) r2@n).
According to Formula (2.1.16) in [21], we have
(1.2.44) ox0y = Tox_aye V]
and this implies
(1.2.45) W(at,0) (V) = Wit 0)(X)] < 2%l a1 vyoll e
We have from (1.2.30),
T..cv(w) —v(r) = v(r — 2)e*™ @ — ()
= (v(:c —2) — v(:v))em(x’%)g + U(x)(emﬂxfg)g _ 1)’
and thus

1/2
720 —v|| 2@ny < (/|v x—z)—v(x)] dw) (/|v )|? | @306 — 1|2dz) .

4 For p,q,r € [1, +o0] with i + % = L we have

r’

(1.2.43) 1 * glle < [[flleellgllza-
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We have the classical result, due to the density in L? of continuous compactly sup-
ported functions,

R"3z—0

lim / lv(z — 2) — v(z)[*dx = 0,

and moreover the Lebesgue Dominated Convergence Theorem implies

hm /]v )| |62”$’% —1]2 dr =0,
—(0,0) -

eLl(R") <4

so that limgensz_yo ||720 — v|| 2@y = 0. As a consequence (1.2.45) implies the
uniform continuity of W(u,v). Moreover, we have, for ¢, ¢ € . (R"),

W(u,v) = W(u— ¢,v) + W(o,v — ) + W(,¢),
so that

W)@ < [ 1w o)e+ 3ol - Did:
+ [[ 10 =)@ = S)llole + Dldz+ W(6, ¥) ()

< 2%lu — @l 2@ V]| L2@ny + 2””” - Q/JHLQ 'y || @] L2 @)

+ W(o,¢)(z,8)].

We choose now sequences (¢y), (¥) of .#(R") converging respectively in L?*(R™)
towards u,v. We obtain for all k € N,

(1.2.46)  W(u,v)(@,8)] < 2"lu — dill2n vl L2re) + 2" 10 — Vil L2y | Pl L2 )
so that using that W(¢x, ¥r) belongs to .7 (R?"), we get

limsup  |[|W(u, U)(X)’]

R2"3X,| X |00
< QHHU - ¢kHL2(Rn)HUHL2(Rn) + 2"”” - wkHLQ(R”)H¢kHL2(R")a

and thus, taking the limit when k — 400, we obtain

lim [|W(u,v)(X)| —0,

R2"5X,| X|—+o00
completing the proof of Theorem 1.10. 0
Remark 1.11. Let u be in L*(R") be an even function. We then have
(1.2.47) W(u,u)(0,0) = 2" ||ul|F2(gny = W (1, )| o (m2n).
On the other hand if u is odd we have
(1248)  W(,u)(0,0) = =2"[ull3agny = —IW(tt, w) e eon)

showing that for odd functions the minimum of the Wigner distribution is negative
(we assume u # 0 in L?(R")) and attained at 0. Let us check for instance the (odd)
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function u; of Remark 1.3. We have

+o00
13 1
2““1”%2(]12{) = 2/$2€_2Wx2dx = 4/ %G_t(2ﬁ)_1/2§t_1/2dt
0

- 2I'(3/2) B I'(1/2) 1
o (27r)3/2 o (27)3/2 o 93/27

1.2.2. On weak versions of the Wigner distribution. Let u,v be in the space . (R")
of tempered distributions. Then we can define as above the tempered distribution
Q(u,v) in R*: we set

(1.2.49) (Qu,v)(x, 2), ®(x, 2)) 7/ (R2n), 7 (R2M)
= (u(w1) @ 0(22),

= —W(uq,u1)(0,0).

T1 + To
2
and then we define the Wigner distribution W(u,v) as the Fourier transform with

y L1 — $2)>y'(R2n),y(R2n),

respect to z of Q(u,v), meaning that

(1250) <W(U, ’U), \If>y/(R2n)7y(R2n) = (Q(u, U), F2q1>y/(R2n)yy(R2n)’
where

(Fo)(z,€) = / BTG () e,

n

Of course W(u,v) is only a tempered distribution on R?" and we have the inversion
formula, using the notations of Remark 1.8,

(1.2.51) Qu,v) = FoloW(u,v).

The above remarks show that there is no difficulty to extend the definition of the joint
Wigner distribution W(u, v) to the case where u, v are both tempered distributions
on R™. Some properties are surviving from the L? theory, in particular the inversion
formula, but one should be reasonably cautious at avoiding to write brackets of
duality as integrals. Theorem 2 in [25] gives a more complete version of the following
result.

Theorem 1.12. Let u € L*(R™) such that W(u,u) € L*(R*"). Then u belongs to
LP(R™) for all p € [1,400]| and we have

[l 1 ey 2] ooy < 27 W (1w, w) || L1 2y

N.B. We refer the reader to our Section 6.5 and in particular to our Theorem 6.7
on page 97 showing that the set of u in L*(R™) such that W(u, u) belongs to L'(R*")
1S Meager.

Proof. Thanks to Theorem 1.10, we have W(u,u) € LP(R?") for all p € [1, +o0] and
we have in a weak sense,
e+ St~ 5) = [ =Wl u) (e, i,

so that
1+ X9

uan)a(r) = / e ey u) (T2 e)ge
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and thus
/ ulen)lfue) ey < [f e u) (P22, €)]deday = 27 W)l ey

ie.

Jull el ey < 2t 0 g
proving the lemma. O
1.2.3. Composition Formulas.

Lemma 1.13. Let u, v, f, g be in L*(R™). Then
(1.2.52) (U, 9) 2y (fs V) L2y f W(u, v)(z, YW(F, g)(x, €)dwde.

In other words, the Weyl symbol of the rank-one operator u — (u,g)r2mn)f is
W(f,q). In particular if f = g is a unit vector in L*(R") we find that W(f, f)
is the Weyl symbol of the orthogonal projection onto Cf.

Proof. Both functions W(u,v), W(f,g) belong to L?(R*"), so that the integral on
the right-hand-side of (1.2.52) actually makes sense. Also W(u,v) is the partial
Fourier transform with respect to the variable z of (x,z) — u(x + 2/2)v(x — 2/2),
thus applying Plancherel formula® we obtain that

[ W) (. W f. 9) (. )
= [J ule+2/20( ~ 2/2)f (@ = 2/Dg(z + 2/2)drd:

= <U79>L2(Rn)<f7 U>L2(Rn)~

The last property follows from (1.2.2). O
Using Section 2.1.5 in [21], we obtain that for a,b € . (R*")
Op,,(a)Op,, () H 2)22 0y 0 4dY dZ.
R2n xR2n
We get Op,,(a)Op,,(b) = Opw(aﬁb) with
(1.2.54) (atb)(X) = 22 ﬂ e XY X2 (Y \(Z)dY dZ
R2n xR2n
(1.2.55) = [ e"Eha(X + 502 + X)d=dz,
2
R2n xR2n
(1.2.56) = / X2 (X — T2)p(E)dz,
R2n 2
5We refer of course to the formula (@, 0) 2(rny = (u,v)p2(mn), Wwhen using the compler Hilbert

space L?(R™). Note however that Formula (1.1.4) is using the real duality between .#(R") and
Z'(R") so that to check, with .*(RY) standing for the anti-dual of .#(R¥) (i.e. continuous
anti-linear forms on .7 (RY)), we have also

(1.2.53) (T, 9)7-@n),r@n) = (T, 0) 5 @ry,o@n) = (T, 0) 5 @n),w@y) = (T 0) 5 @y, 2@
= (T, ¢) 5+ ®N), 7 ®N)-
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where [-,-] is the symplectic form (1.2.20) and o is (1.2.22). Formula (1.2.55) is
interesting since very close to the group J* defined in Formula (4.1.14) of [21].

1.2.4. L? boundedness.

Theorem 1.14. Let a be a semi-classical symbol on R*™, i.e. a smooth function of
(x,&) depending on h € (0,1] such that

(L257)  WIEN, pla)=  sup  |(80a)(x,&h)h " < 4oc.
(%,£)€ER?™ he(0,1]
laf+[8]<!
Then the operator Op,(a(x,&, b)) is bounded on L*(R™) and such that
(1.2.58) [0py(alz, & h)Br2mn)) < cnpe,(a),

where ¢, and ¢, depend only on n.

Proof. Theorem 1.2 in A. Boulkhemair’s article [3]| is providing that result (and
more) with £, = [n/2] + 1. Note also that Theorem 1.1.4 in [21] is providing an
elementary proof of the above result for the ordinary quantization of a given by

(1.2.59) (Opy(a)u)(z) = / (0, €, h)i(€)de

= [J e Ca(a, & hyuly)dyde.
[

N.B. Formula (1.2.56) appears as

o=
(1.2.60) (at)(X) = (Opy(a(X = Z5)b) (X),
where Op,(-) stands for the ordinary quantization in 2n dimensions.

The following classical result is a consequence of Theorem 1.14.

Theorem 1.15. Let us define C;°(R?") as the set of bounded smooth complez-valued
functions on R®*™ such that all derivatives are bounded. Let a be in C$°(R*"); then
the operator Op,(a) is bounded on L*(R™) and the B(L*(R™)) norm of Op,(a) is
bounded above by a fized semi-norm of a in the Fréchet space C5°(R*™).

1.2.5. On the Heisenberg Uncertainty Relations. Let u € .(R). We have, using the
notations (1.1.5),

. . 1
(1.2.61) 2Re(Dyu,izu) r2my = ([Dy, ix]u, u) r2m) = %HU“%Q(R),
implying in particular
1
(1.2.62) 1Datll 2yl 2@ 2 lullzz),

™

which is an equality for u(z) = e~™; moreover we infer also from (1.2.61) that

1
(1.2.63) (m(D2 + 2*)u, u) > §Huf|%2(m)>
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and for
1<j<n
the inequality
1

(12.65) (O, (763, ) w2y > [l O
1<j<n
——
defined as
trace (qu)

which is an equality for u(z) = e %", Note that the above (optimal) inequality can
be reformulated as
1
(1.2.66) ff 7qu(x, )W (u, u)(x, &)drds > HuH%z(Rn)§ trace; (q,)-
R2n

Note also that with the symplectic matrix o defined by (1.2.22), the so-called fun-
damental matrix of g, is defined by

(12.67) F,, =0'Q, = ((I) _0[) (Ag j&) = (PM _(])w) ;

with M = diag(juy, - - -, i),

so that
(1.2.68) Spectrum Iy, = {£ip;}1<j<n, tracei(qu) = Z A\i.
A eigenvalue of Fy,
with Im A>0

With the notations

(1.2.69) Cj =D, + i-xj, crefit‘ion.operators,
C; = D,, —ir;, annihilation operators,
we see that
W[C;, C]] = W[ij - Z'I'j, ij + lZL‘]] = I,
and
L 1
(1.2.70) Opy(qu) =7 Y wCiCl + 5 trace,(g,),

1<j<n

which provides another proof of (1.2.65).

Lemma 1.16 (Quantum Mechanics must deal with unbounded operators®). Let H
be a Hilbert space and let J, K € B(H); then the commutator [J, K| # 1d.

Proof. Let J, K be bounded operators with [J; K] = Id. Then for all N € N*, we
have

(1.2.71) [J, KN] = NKN7L

6Thus QM must involve infinite dimensional Hilbert spaces and unbounded operators on them.
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Indeed, this is true for N = 1 and if it holds for some N > 1, we find that
[, KN = JKNK — KNt = [J, KN|K + KNJK — KNt
=[J,KNK + KN(JK — KJ)=[J, K"K + KY = (N + )K", qed.

Note that (1.2.71) implies that for all N € N*, we have KV # 0: of course K # 0
since [ K] = Id and if we had K~ = 0 for some N > 2, (1.2.71) would imply

KN=1 = 0 and eventually K = 0. As a consequence, we get from (1.2.71) that for
all N > 2,

NIKEY s < 201 |sa KM se < 2117 1se 1K s 1KY s,
implying since || K™~ 5@y > 0, that
VN >2, N <2|lJ||| K],

which is impossible and proves the lemma. O

Lemma 1.17 (Hardy’s inequality: the study of non-self-adjoint operators may be
useful to determine lowerbounds of self-adjoint operators). Let n € N,n > 3; let u
in L*(R™) such that Vu € L*(R"), |z|'u € L*(R™). Then we have

n—2.2 _
(1.2.72) IVulfa@n > (=) 2l ullZzn.
Proof. We write first
1 .
> M(Da; =i ull ey = (|D[Pu, w) 2n) + ([l u, 1) p2(em) = = {(div O)u, ) r2eny,
1<j<n

so that with ¢(x) = we get the operator inequality

vx
27|z|2”
v S v(n—2)

2 -2
|D|* + T 2 A sothat —A>|z|™" v(n—2-v) ,
largest at v=(n—2)/2
proving the lemma. 0

N.B. A modern approach to the Heisenberg Uncertainty Principle should certainly
begin with reading C. Fefferman’s article [0] as well as E. Lieb’s book [20].

1.2.6. Non-negative quantizations formulas.

Lemma 1.18. Let x be an even function in . (R**) with L*(R*") norm equal to 1.
We define

(1.2.73) I'y = xix.
Then the function T belongs to .7 (R*"), is real-valued even and is such that

/ I (X)dX = 1.
R2n

Let u be in L*(R™). Then the convolution W(u,u) * 'y, is non-negative. As a result,
the operator with Weyl symbol a * I'y is a non-negative operator whenever a is a
non-negative function.
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Proof. According to the book [21], the composition formula (1.2.54) is bilinear con-
tinuous from . (R?")? into .#(R?*") and we have also
affb = bfa

so that Iy is indeed real-valued. Moreover, we have

/ I (X)dX = 22" ﬂf e XYY 215y (Z)dY dZdX
]RZn
(

R2H)3

= [Inv)pay =1,

I'(—X) = 92n ff e—4i7r[—X—Y,—X—Z]X(y)x(z)deZ
R2n xR2n
— 92n ff e—4i7r[—X+Y,—X+Z}X(Y)X(Z)deZ = I‘X(X)_
R2n xR2n
We have also
RQn

= W(u,u)(Y + X)I'(X)dX = W(u,u)(Ty (X)) (X)dX

R2n R2n

= W(r_yu, Ty u) (X)) (X)dX = W(r_yu, T_yu)(X) (xEx)(X)dX
R27 R2n
= (Op,, (XEX) Ty u, T_y ) 2@y = [|Opy, (X) 7oy ull 22 (ny > 0,

proving the first statement of non-negativity. Let a be a non-negative function, say
in L'(R*"); we have

Op,(a+T,y) =2" H a(Y)T (X — V)oxdYdX
= [atv) [(0x - V)ziaodxay
= [atr) [0y () 2oxdxay = [ a(v)nOp,(erydy
~ [ ) Op, (00, ()7-vaY

= [ ) [or.(07+] [Opu (V7-v] dY 20,

-

v
non-negative operator

if a(Y) > 0 for all Y € R?" and this concludes the proof.

We can write as well
(1.2.74)

Opy(a+Ty) = |

R2n

a(Y) [TyOpW(X)T_y]*[TyOpW(X)T_y]dY:/ a(Y)E,(Y)dY,

R2n
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with

(1.2.75) X,(Y) = [Tyopw<x)7’_y]*[TyOpW(X)T_y}
= (Opy(x(- = Y))) Opy (x(- = Y)).

Remark 1.19. The Gaussian case in the previous lemma gives rise to the standard

non-negativity properties of Coherent States. In fact choosing y(X) = 2"e 271X I,

we see that y is even, belongs to the Schwartz space and

X072 @eny = 2°" / D e

R2n

We have also”

FX<X) — 24n ff 674i7r[X7Y,XfZ]672W(|Y|2+|Z\2)deZ

(RQn)Q

:23n/ €4i7r[Y,X]6—27r(|X+Y|2+Y2)dY:23n/ e4z’7r[Y,X]6—2#(\Y+§|2—HY—%|2)dY
R2n R

2n

_ oBn—nlXP / LAY, X] —anlY 2 gy o3 —|X |2 g=n —|X |2 _ X(X).
RQn

In that case we find that Op,(x) is a rank-one orthogonal projection on the funda-
mental state ¥y of the Harmonic Oscillator (| D,|? + |z|*). According to (9.1.31)
the one-dimensional k-th Hermite function is

(1.2.76) Dp(z) = ;k__\}%gl/‘leﬂﬁ ( \/Eddx) (e=2me).

so that Wy(z) = 2%/4e " We calculate

[(x,&) = W(V, ¥o)(x,&) = 2"/2/ etz 2 a2 /2) o= 2imet

— on/2p—2nlal? / e 2o 2mE gy — g2l o= 2mIE x(, §).

The anti-Wick quantization of a symbol a is defined as (see e.g. M. Shubin’s book

321)

(1.2.77) Op,..(a) = / a(Y)SydY,
R2n

where Yy is the rank-one orthogonal projection given by

(1.2.78) Yyt = (U, 7y n Vo) 7y n Vo.

Remark 1.20. It is interesting to notice that to produce non-negativity of the
operator with Weyl symbol a * I', when a is a non-negative function, we do not
use the non-negativity of I'y as a function, which by the way does not always hold
(except in the Gaussian cases), but we use the fact that the quantization of I is
non-negative, as it is defined as Op, (xtx) = (Op,(x))* Op, (x)-

"Proposition 4.1.1 in [21] is useful to compute the Fourier transform of Gaussian functions and
is a notable asset of the Fourier normalization given in footnote 1 page 2.
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Remark 1.21. Another important remark is concerned with the Taylor expansion
of axI',: we have

(a*xI\)(X) = /a(X ~Y)[(Y)dY = /a(X + YY) (Y)dY
= /(a(X) + ' (X)Y + /1(1 —0)a"(X + 0Y)Y2)FX(Y)dY

= a(X) + / /0 1(1 — 0)a"(X + 0Y)Y2T (Y)dY.

As a result the difference (a*I'y) —a depends only on the second derivative of a. If
for instance a is a semi-classical symbol, i.e. a smooth function of (z, &) depending
on h € (0,1] such that

(1.2.79) V(o B) € N" x N", sup  [(0200a) (@, &, )| < +oo,

(z,£)ER?™, he(0,1]

then the difference Op,, (a) — Op,,(a) is bounded on L*(R") with an O(h) operator-
norm, so that if a happens also to be non-negative, we find

Opw<a) = 9pw(a) - Opw(a * FXZ+9pw(a * FXZ7

-~

O(h) >0
as an operator, as an operator
cf. Theorem 1.14

and we obtain a version of the so-called Sharp Garding Inequality,
(1.2.80) Opy(a) + Ch >0 (as an operator).
Theorem 1.22. Let x be an even function in the Schwartz space ./ (R*) with

L*(R*") norm equal to 1 and let Ty, be given by (1.2.73). For a € L>®(R*), we
define

(1.2.81) Op(x,a) = Op,(a*T).

Then Op(x,a) is a bounded operator in L*(R™) and we have

(1.2.82) 10p(x; a)llz2eny) < llall o).

Moreover, if a is valued in some interval J of the real line, we have the operator
inequalities

(1.2.83) inf J < Op(x,a) < supJ.

In particular if a(z,&) > 0 for all (z,§) € R®", we have the operator-inequality
Op(x,a) = 0.

N.B. The non-negativity of the anti-Wick quantization (1.2.77) and its avatars
Usimi, Coherent States are particular cases of the above theorem. More information
on this topic is available in Section 2.4 of the book [21|. Another remark is that
this result can easily be extended to matrix-valued symbols as in Remark 2 page 79
of L. Hormander’s [17] and even to symbols valued in B(H), where H is a Hilbert
space.
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Proof. We start with Formulas (1.2.74), (1.2.75), entailing

Op(v.a) = | a(Y)E(Y)aY.

R2n

with £, (Y) = [Op,, (x(- = Y))] "Op,(x(- = Y)) = 7v-Op,, (Xfx)7—y. We note that

Op(x. 1) = / ryOpo (V) 7y Y,
RQn

so has Weyl symbol X +— [,, (X —Y)dY = 1 from Lemma 1.18 and thus
Op(x, 1) = Id. We infer that for u,v € . (R"),

(Op(x, @)t 0) p2(zey = / a(Y){Opy (x(- — Y))u, Opy(x(- — Y)Y,

R2n
so that with any v > 0,

|<Op(X7 CL)U, U>L2(Rn)

1 -
< llall oo gan) /R 5 (I1OPy (x( = Y))ullZan) + 17 0Py (X(- = Y))0l Z2(n) ) dY

1 _
= llallze g 5 (1{Op (6 D, w) 2y + v~ {OP(X, )0, v) 2
1 -
= llallzeen 5 (llullzagn + v ol 2

and taking the infimum of the right-hand-side with respect to v, we obtain

[(Op(x, a)u, v) r2wm)| < [lal Lo @em) [Jul| 2 @)l 0]| L2(n),
proving (1.2.82). To prove (1.2.83), it is enough to prove the last statement in the

theorem which follows immediately from (1.2.74), (1.2.75) since each operator ¥y is
non-negative. The proof of the theorem is complete. O

It is nice to have examples of non-negative quantizations, but somehow more im-
portantly, it is crucial to relate these quantizations to the mainstream quantization,
that is to the Weyl quantization. This is what we do in the next theorem, dealing
with semi-classical symbols.

Theorem 1.23 (Sharp Garding Inequality). Let a be a function defined on R™ X
R™ x (0, 1] such that a(x,&, h) is smooth for all h € (0,1] and such that

(1.2.84)  VY(a,p) € N* x N sup ](Qfaga)(x,é, h)|h 1Pl < 0.

(z,&,h)ER™ xR™ % (0,1]
Let us assume that the function a is valued in Ry. Then, there exists a constant C
such that

(1.2.85) Op,(a) + Ch > 0.

Proof. We have given a proof of this result in Remark 1.21 but with a different
definition for a semi-classical symbol (see (1.2.79)). Starting with our definition
above in (1.2.84), we define

(1.2.86) b(z, &, h) = a(h?x, k=12, h)
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and we see that b satisfies the estimates (1.2.79) and is a non-negative function so
that, applying Remark 1.21, we can find a constant C' such that

Op,,(b) + Ch > 0.
We note now that Segal’s formula (1.2.26) applied to the symplectic mapping
(2,€) = (M2, h™1/2%¢),
shows that Op,,(b) is unitarily equivalent to Op,,(a), providing the sought result. [

N.B. Several versions of the above theorem can be found in the literature, in par-
ticular Theorem 18.1.14 in [17]. The first proof of this result was given in 1966 by
L. Hérmander in [11] for scalar-valued symbols and a proof for systems was given
by P. Lax & L. Nirenberg in [19] on the same year. Far-reaching refinements of
that inequality were given by C. Fefferman & D.H. Phong, who proved in 1978 in
[7] that, under the same assumption as in Theorem 1.23 for scalar-valued symbols,
they obtain the much stronger

(1.2.87) Op,,(a) + Ch* > 0.

A thorough discussion of these questions is given in Section 18.6 of [17] and in Section
2.5 of |21] (see also [1]).

1.3. Examples.

1.3.1. Hermite functions. We can easily calculate the Wigner distribution of Her-
mite functions and since the Wigner distributions respect tensor products as partial
Fourier transforms, it is enough to do so in one dimension. With 1y, given in (1.2.76),
the Wigner distribution W(1y, ¢,) appears as the Weyl symbol of Py.; = P as de-
fined in (9.1.32). We find that the Weyl symbol of Py.,, following (9.2.3), is

on o= 2m (|22 +€]?)

More generally, the paper [18] provides in one dimension
(1.3.1) Wk, i) (2, €) = (—1)k2e 2@+ 1, (4 (2? + €7)),

where Ly, is the standard Laguerre polynomial with degree k& (see (9.3.1)). As a
result, the Weyl symbol of Py, is equal to m,(x, &) with

(1.3.2) Ton(2,€) = (—1)F2ne=2m(aP+el) Z H Lo, (4m(2? 4+ €3)).
aeN” |a|=k 1<j<n

Note that the leading term in the polynomial (—1)*Ly(t) is t*/k! and this implies
that the set

{(:L‘7 5) € R27 W(¢k7 @bk)(% g) < 0}
where W (v, 1y) is given by (1.3.1) is a relatively compact open subset of R
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1.3.2. One-sided exponentials. Let us define for a > 0,

(1.3.3) fa(t) = H(t)a'/?e=/2,
We have

W(fm fa)(xy 5) = CLH(x) / 672”256*%(I+2/2)€*%(wfz/2)dz

|z|<2x

= aH(:U)em/ e~ 2K ],
|z|<2z

2z
= 2aH(x)em/ cos (22m&) dz
0
in (4
(1.3.4) _ aH (z)e-ee S UTEE)
S
We can check

[ W £zt = [

=0

teo [ sin (4mx€
. / %dgdlezufanim

and since

. 2t
(1.3.5) /Sm dt =,
R

t2

we verify (see Lemma 1.13 and (1.1.6)),
oo e [ sin® (4rag
[ W o)t = % [ eomor [ B CE gy 1 =, e
=0
On the other hand, the ambiguity function A(f,, f,) is the inverse Fourier transform
of W and we have

—iL‘(l 2 Slnf Z0
Alfur fa) ) = - [ H()emem2m =22 st dudg

: 2 ‘y|(a’ 2im ))
. Y

which corresponds to Formula (9) in [12| noting that with our notations, we have

where .,Z( f, f) is the normalization chosen in [12]. Going back to the Wigner distri-
bution, that simple example is interesting since we have

L, k1 k1
{(l’,f), W(faa fa)<w7£) < 0} = UkEN{<x7£) € (Oa +Oo) xR ) §+Z < 33‘5’ < §+§}7
and we see that the Lebesgue measure of

P S

2 A4
is infinite since

400 d
| B :2/ & e
o 4z
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Moreover the function W(f,, f.)(z, &) does not belong to L'(R?) since

IIH sm(47rx§)‘d i > jf

s
As a consequence, we have, using the notation for a € R,

dxdn = +00.

(0,+00)2

(1.3.6) ay = max(+a,0),

W37 [ OV fu)(@.9))  dwde = [[ (W(fur fu) ,€))_dadg = +oc,

since the real-valued function W(f,, f,) does not belong to L*(R?) and is such that

ff W(faafa)(l',f)dwdf = Hqu%%]R) =1.

We shall see in Section 6.4 several important consequences of that phenomenon for
the quantization of the indicatrix of some subsets of R?, such as

(1.3.8) Ey = {(2,8), 2W(fa, fa)(x,€) > 0}.

1.3.3. Box functions. We start with

(1.3.9) Bo(t) =11
for which a straightforward calculation gives

sm@ﬂ1—mﬂg)

(1310) W(ﬂo,ﬂo)(i[,f) = 1[7 7T€

](55)

303
More generally for real parameters a < b, defining
B=(b—a) 1,y (x)e*™",  we find
WIB,B)(2,) = [(b = (€ — )] (11250, (2) sinldm(€ — w)(z — )]
+ Ljap g (x)sin[dm(§ —w)(b — m)])
Checking now
(1.3.11) Bi(t) = 1[7%7%}(15) signt,
we find after a simple (but this time a bit tedious) calculation

B 1, 2sin(4n|z[€) — sin(2m(1 — 2|z])¢)
(1.3.12) W(B, B1)(w, &) = 1(J2] < 5) e
1sm@ﬂ1—Mﬂﬁ)

+1(

1 =
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1.4. Integrals of the Wigner distribution on subsets of the phase space.

Lemma 1.24. Let E be a measurable subset with finite Lebesgue measure of the
phase space R™ x R™ and let 1g be the indicatrix function of the set E. Then
the operator with Weyl symbol 1g is bounded self-adjoint on L*(R™) and for any
u € L*(R™), we have

(1.4.1) (O, (1p), u) 2y = [ W(u,u)(x, €)dad.

Proof. Tt follows immediately from (1.2.2) and (1.2.5). O

We shall see below several examples where the operator Op,(1g) is bounded on
L?*(R™) with an F having infinite Lebesgue measure. We may note in particular that

Opw(1R2") - Id,
and for a given non-zero linear form L(z,¢) on R*® and
(1.4.2) E={(r,&) e R*" L(x,&) € J}, where J is a subset of R,

we may find affine symplectic coordinates (y, ) on R*" such that L(z, &) = y;, imply-
ing with (1.2.26) that Op,(1g) is unitarily equivalent to the orthogonal projection

w = u(y)1s(y1)-

Although in that case, the quantization of the indicatrix of E given by (1.4.2) is
trivial, we shall see below that in many cases, including some rather explicit ones, the
Weyl quantization of the rough Hamiltonian 1z(x, ) could be far from a projection
and may have a rather complicated spectrum with a supremum which could be
strictly larger than 1 and an infimum which could be negative.

In some sense, although we have the trivial identity 1z(x,£)? = 1g(x, £), we shall
see that the quantization process by the Weyl formula is destroying that property;
to understand integrals of the Wigner distribution on subsets of the phase space,
Formula (1.4.1) forces us to consider the Weyl quantization of the function 1g(z, €)
and the Heisenberg Uncertainty Principle shows that non-commutation properties
are governing operators and these properties are of course distorting the classical
identities satisfied by classical Hamiltonians.

We must point out as well that we do not have here at our disposal a semi-
classical version of our quantization which could ensure some bridge between classical
properties and operator-theoretic results as it is the case for the quantization of
nice smooth semi-classical symbols depending on a small parameter h such as a
C function a(z,§, h) satisfying (1.2.84). In particular for a symbol a satisfying
(1.2.84), we have the following result: if for all (z,£,h) € R" x R™ x (0, 1] we have
a(x,&, h) <1, then there exists a semi-norm C' of the symbol a such that

(1.4.3) Id —Opy(a) +Ch* >0  ie. Op,(a) <Id+Ch?

an inequality following from the Fefferman-Phong Inequality (cf.(1.2.87)) which im-
plies as well the following lemma.
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Lemma 1.25. Let a be a semi-classical symbol of order 0, i.e. a smooth function
satisfying (1.2.84) such that for all (z,£,h) € R" x R™ x (0, 1] we have

0<a(x,&h)<1.
Then there exists a semi-norm C of the symbol a such that

—Ch* < Op,(a) < Id+Ch*.

2. QUANTIZATION OF RADIAL FUNCTIONS AND MEHLER'S FORMULA

This section and the following are essentially based upon the author’s paper [21].

2.1. Basic formulas in one dimension. In this section, we work in one dimension
and consider a function F'in the Schwartz class of R. We want to calculate somewhat
explicitly the Weyl quantization of F(x? 4 £?) and also extend that computation to
the case where F' is merely L>®(R). We have, say for I’ in the Wiener algebra
# (R) = Fourier(L'(R)),

Opo(F(a® + €2)) = / F(7)Opy (274 dr,
R

as an absolutely converging integral of a function defined on R (equipped with the
Lebesgue measure) valued in B(L?*(R)) (bounded endomorphisms of L?(R)). In fact
applying Mehler’s Formula (9.2.2), we find

; 2 ¢2 ; 2 ¢2
Opw(€21ﬁ7(:r +& )) _ cos(arctan 7_) eQzﬂ’(arctan 7)Op,, (z+E2) 7
" ~ ’, A\ -~ >4
operator with Weyl symbol exponential e*M,
62“”(12_‘_52) with M self-adjoint operator

=27 (arctan 7)Op,, (2 +£2)

so that, using the spectral decomposition (9.1.32) of the Harmonic Oscillator

Op,, (r(2? + &%),

we get

dt
Opw( (23 +§ / Z 2i(arctan 7) (k+ )]P)k—
k>0 V1+72

_ Z/ o2 (k+3)arctanT dr P,
k>0 V17
where the use of Fubini theorem is justified by
/|F ——— <400, Py>0,) Py=1Id.

k>0
We have
. , dr
F(r eQz(k—l—%)arctanT
fFe Vo

- d
= / F'(7)(cos(arctan 7) + i sin(arctan 7_))2k+1 T
R

it
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and, using Section 9.7.1, we get

A ) dr A
F(r 62z(k+%)arctanfr :/F (1 +
/R (7) 1+72  Jr ")

We have proven the following lemma.

. )2k+1 dr
(1 + 72)k+t

Lemma 2.1. Let F' be a tempered distribution on R such that Fis locally integrable
and such that

(2.1.1) /R|F(T)\\/% <+

Then the operator Op,, (F (2% + £%)) has the spectml decomposition

1 2k+1
(2.12) Op, (F(a* +€)) = 3 / T B

= 1+7-2 k+1
F(T)(1 +ir)
(2.1.3) = Z/ FOULTS . p,,

where the orthogonal projections Py are defined in (9.1.32).

2.2. Higher dimensional questions. We work now in n dimensions and consider a
function F' in the Schwartz class of R. We want to calculate somewhat explicitly the
Weyl quantization of F(Z1§jgn M(w? + 5]2)), where the j1; are positive parameters,
denoted by

Opy (F( D i@ +6))), qu(z,& = Y m(a?+&),
1<<n 1<5<n

and also extend that computation to the case where F' is merely L*(R). We have,
say for F' in the Wiener algebra # (R) = Fourier(L'(R)),

OpW<F<qﬂ(x7€>)) = /RF(T)Opw(e2iﬂ721§j§n#j(fB?-FﬁJQv))dT’

as an absolutely converging integral of a function defined on R (equipped with the
Lebesgue measure) valued in B(L*(R™)) (bounded endomorphisms of L?(R")). In
fact applying Mehler’s Formula (9.2.2), we find by tensorisation,
(2.2.1)

Opw(eQi“TZISJ‘Sn uj(z?—i{?)) _ H cos(arctan(rs;)) eZiW(arctan(T,u,j))Opw(x?-‘v{?l’

~
operator witarWeyl symbol lsjsn _ exponential M
e2imTap (w,8) with M) self-adjoint operator

—an(arctan(ri;))Opy, (42-+€2)

so that, using the spectral decomposition (9.1.36) of the Harmonic Oscillator we get

0 2i(arctan(T;) (a]+ )]P) B —
Py (F(qu(z,£))) / DN 1+ !

aeN? 1<j<n (T:u])

Z/ H €2i(aj+%)arctan(7-uj) 1 2dTPa,

aENT 1<j<n 1+ (74y)
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where the use of Fubini theorem is justified by

/\F —— < +00, IP’>OZIP’ =1d.

We have
1
/ H e 2t OZJ+ yarctan(rp;) _ ~ dr
1<5<n ]_ + (T/’(’])
g ai+1 1
= [ F(7) (cos(arctan(u~7)) + iSin(al”Ctan(M-T)))2 L
/R 12" ] ! 1+ (rp5)2

and, using Section 9.7.1, we get

/ H e 2i aj—&— Jarctan(rp;) _ ~ 1 dr
14

1<j<n (TM])

R 1 : ) 2a+1 1
_/F(T) | AL dr
R

1Zjen (LA (Ty)2) % 2 /1 + (Tp5)?

We have proven the following lemma.

Lemma 2.2. Let F' be a tempered distribution on R such that Fis locally integrable
and such that

(2.2.2) /R|F(T)|\/% <+

Then the operator Op,, (F(Zlgjgn [Lj(fl?? + 5?))) has the spectral decomposition

1 +iTMj>2aj+l
(223) Opy(F( Y. w22 +&))) = > / (=P dr Py
1<j<n aeNn 1<j< J
(1 + i7pa)%
o Z / +'ZTMJ24-+1dT Pa,
eNP 1<]< - ZTMj) J

where P, is the rank-one orthogonal projection onto V,, given by (9.1.33).

Lemma 2.3. Let I' be as in Lemma 2.3 and let us assume that all the pi; are equal
to p (positive). Then

T k
(2.2.4) Op (F(n Y (23 +&) Z/ a+ ‘)‘) dTPy,

_ k+n
1<j<n E>0 (I —irp
with
(2.2.5) P = Y Pa,
aceN"?
la|=k

where P, is the rank-one orthogonal projection onto W, given by (9.1.33).

Proof. With all the p; equal to p > 0, we find

(I +dTp;)™ (I +irp)® (1 +irp)
11 11
( (

1 —irp,)tt 1 —idrp)tt (1 —drp)leltn’

1<j<n 1<j<n
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which depends only on |a], so that applying the previous lemma gives

(F0 32 i) = X [ P

1<j<n

giving the sought result. 0

3. CONICS WITH ECCENTRICITY SMALLER THAN 1
3.1. Indicatrix of a disc. Let us assume now that, with some a > 0,
_ 2 2\ 2 2
F=1_a o) sothat F(2"+&) =1{2n(2" + &) < a}.

According to Section 9.7.3, we have F\() = ST 5o that (2.1.1) holds true. We find
in this case,

(B.11)  Op,(F®+&)) =Y Fula)Py, Fila) = /Rsmm A+in®

= 7 (1 —dr)k+l

so that (note that Fi(a) is real-valued since F' is real-valued and thus the opera-
tor Op,, (F(z* + £?)) is self-adjoint), and for a > 0, using the result (9.7.4) of the
Appendix page 146, we obtain

1 (1 + ir)*
F,i(a) = %/RCOSGdeT

1 iar (1+ iT)k (1 —ir)*
Com J (1- iT)k“ (1 +ir)k+1
1 . N
dw{< i*(7 — i) (=) (r + )" }dT
—1

~or NEFL( + )R L (7 — )Rt

o

We shall now calculate explicitly both integrals above: let 1 < R be given and let
us consider the closed path

(312) YR = [_R, R] U {Reie}ogggﬂ- .
%/_/
Y2;R
We have
1 - (r=9" (7 +i)F (r+i)f
- at ) d —R iar _\" T Y/ |
2 ), { reaen T g | SR )
N 1 d ZaT
k' {e T+ 1) }‘T -

and we note that, for a > 0,

_ , (1 — i)k (14 1)k
1 iat ) dr =
R - c { (T +3)k+1 * (1 —i)ktt =0,
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P

FIGURE 1. v = [~ R, R] U{Re®}o<p<r

since for R > 2,

/ | iaRe'?

Rew DF (Re® 4 i)k

Rett + Z) +1 (Rew )k-l—l
< /ﬂ e—aRsinG . (6 — ZR? ) (eiG + Z.Ril)k
- 0 (eié + ’iR_l)k+1 (eiG _ Z‘R—l)kz-i—l

™ k k
S / efaRsinOde sup { (1 + p) + (1 + p) } )
0

0<p<1/2 (]_ _ p>k+1 (1 _ p)k—H

For a > 0, we obtain limg . o foﬂ e~oftsin0dg — (0 by dominated convergence. As a
result, we get

i Re|df

do

d
de

M (i)Y, = (D

&|&

Fila) = (1) (5 et is i),

Q |-

that is

Fj(a) = (_;f;) €“<%>’“{66<2a+e>’“}ezo

We note that F}, belongs to L'(R. ) as the product of e~ by a polynomial. We have
also that

(3.1.3) lim Fi(a) =1 (see the Appendix page 147),

a——+400

and this yields

Fk(a)zl—i—/a F,g(b)dbzl—/m (DF - e @b+ 9"} b,

+0o0 a k
so that

(3.1.4) Fi(a) =1— e *Py(a),
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(3.1.5) Py(a) = (_%)k /+OO {e (a+t+e)*} dt

le=0

_1k 400 d o
= ( k‘!) /0 et(&)k{e 2 2t(a+t+e)k}|€:0dt

:%/0 Ooet(%)k{e%(a—i—t)k}dt.

2k gk
k!

We see that Py is a polynomial with leading monomial =3
tion) and Pg(0) = 1 (since 0 = Fy(0) = 1 — P,(0)) and moreover, using Laguerre
polynomials (see e.g. (9.3.1) in our Section 9.3), we obtain

(by a direct computa-

_1\k +o0
(3.1.6) Py(a) = %/0 e_t62t+2“(2icﬁ)k{e_2t_2“(2a + 2t)k}dt
(3.1.7) = (—1)’“/+oo e " Li(2t 4 2a)dt,

and this gives in particular
+00
(3.1.8) Pja) = (—1)'“/ e 2L} (2t + 2a)dt
0

+oo
= (—1)k{[e’th(2t +2a)|i=5> + / e "Ly (2t + 2a)dt}
0
= (=D Li(2a) + Pr(a).
Moreover we have from (3.1.5), for k > 1,

_1\k +oo
Pl(a) = ( k:l') /0 et(%)k{e_%k(ath)k_l}dt

-1 k +oo (1 d
:( )/0 edt dtkl{e’ztka—i-tkl}dt

= C e (= {2kt 1)) +°°_/0 A ka0 )

(= 1)k1 et k-1 G e dkl k-1
— {e7*(a+1) }|t0 = e(dt {e 7 (a+t)" ' }dt

. (—1)16*1 62t+2a(i)k_1{6_2t_2a(2a + 2t>k—1}
k—1) 2t t=0

_1k— +oo d

e e
= (—1)k_1Lk_1(2a) + Pr_1(a),

so that

(3.1.9) VE>1, Pl(a)=(=1)""Ly_1(2a) + P_1(a) = (=1)*"'L.(2a) + Py(a).
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This implies for N > 1,

1<k<N 1<k<N 0<k<N-1 0<k<N-1
yielding
Py(a)— Po(a) = > (=) Li(2a)+ > (=1)"Ly(2a),
—?Z-/ 1<k<N 0<k<N-—1
=1=Lo(a)
and
(3.1.10) Py(a)= Y (-DfLi2a)+ > (=1 Li(20).
0<Ek<N 0<k<N-1

Note that the previous formula holds as well for N = 0, since Py = 1 = L.

Although the function R, > a — Fy(a) has no monotonicity properties, we prove
below that R, 3 a — Py(a) is indeed increasing. For that purpose, let us use (3.1.9),
which implies

Pl(a) = (=1)*'Ly_1(2a) + Pr_1(a), k>1,

Pi_1(a) = Pyi_s(a) + (=1 2L, _5(2a) + (=1)* 1Lp_1(2a), k> 2,
Pl(a) = 2(=1)* 'L, _1(2a) + (=1)*2L;_5(2a) + Py_s(a), k> 2.

We claim that that for £ > 1,

(3.1.11) Pia)=2 Y (-1)'L(2a).

0<i<k—1

That property holds for £ = 1 since P;(a) = 1 + 2a: we check Pj(a) = 2. Moreover
we have

P, 4(a) = (—1)kLk(2a) + Py(a) (from the first equation in (3.1.9))

(D Le(2a) + Y (-)'Li(2a) + Y (=1)'Li(2a)

(using (3.1.10))

0<i<k 0<i<k—1
=2 (—=1)'L;(2a), qed
0<i<k
As a byproduct we find from (9.3.3)
(3.1.12) Ya>0, Pla)>0,

which implies that for a > 0, Py(a) > P(0) = 1. We have proven the following
Lemma 3.1. The polynomial Py(a) = e*(1— Fi(a)) is increasing on Ry, P,(0) = 1.

Let us take a look at the first P: we have
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Po(a) = 1,
Pi(a) =1+ 2a,
Py(a) = 1+ 2d?,
4 3
Pg(a):1+2a—2a2+%,
8a®  2a?
Pi(a)=1+4a? - 22 20
1(a) +4a 3 + 3
16a® 4ab
Ps(a) =1+ 2a — 4a® + —— — 2a* + ——,
3 15
. 14a* 16a®  4aS
Ps(a) =1+ 6a® — 8a® - —
sa) =1+ 6a” —8a” + = 5 1

26a* N 44a® 448 N 8a”
3 15 9 315’
44a*  32a®  64a® 1647 248

Pr(a) =1+ 2a — 6a® + 12a° —

Pg(a) = 1+ 8a® — 16a® + 3 "% + 15 7105+ﬁ’
3 4 5 6 7 8 9
Ju@:1+mf&ﬁ+%f—6?A+f?Af%f+i§§f%%+§%,
Pro(a)= 1+ 10a> — 80a3_+ 100a* 64a5_+ 344a® 496a7_+ 58¢%  32a° 4a107
3 3 3 45 315 315 2835 14175
Hd®:1+%%4&f+1m&__Mmﬁ+1mf{_%aﬁ+1waﬂ_2m8
3 3 3 45 315 45
148a°  4a'® 8all
\ i . 2835 _'1525'+ 155%25’
Pra(a)= 1+ 124 — 40a° + 192@ B 16ga N 11i§a B zi;i? N 4;§§ "f;;;;
184a®  16a'! 4al?
14175 31185 ' 467775

We note as well that

(3.1.13) Pr)= Y =% 2%—<Uk‘l(?>,

since from (3.1.5),

= (=" Y /+OO etézi):: (k—l:z)!m! 2 (k_lm>dt

0<m<k 0 0<i<k—m
—2)k-m k! k—m
= (—1)" ( Nk —1—m)
(=1) 0<;<k (k—m!(k—m)!m!a( m) [
0<I<k—m

_ ()b k1 = d ok
- 2 (k—m)l ml" 1~ D 2 (CuEme ), ged.

0<I<k  I<m'<k
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Lemma 3.2. With the polynomial Py, defined by (3.1.7), we have
Pila) =2 gcicp 1 (—1D'Li(2a) + (—1)* Ly (2a),
(3.1.14) , <is l
Pi(a) =2 Zoglgk—1(—1) Li(2a).

Proof. We may use the already proven (3.1.10), (3.1.11) but we may also prove this
directly by induction on k. 0
Proposition 3.3. Let F} be given by (3.1.4) with Py defined by (3.1.5). We have
(3.1.15) Fila)=1—€ePgla) <1—e*=Fy(a) fora>0,

(3.1.16) Fy(a) = e *(Pyla) — Pj(a)) = e “(—1)"Ly(2a),

(3117 F(0)= (=1 lm Fi(a) =0, F(0)=0, lim Fi(a) =1,

Proof. We use (3.1.4), (3.1.11) and (3.1.10) for the three first equalities, Lemma 3.1
for the first inequality. The fourth equality follows from L;(0) = 1, while the fifth is
due to the fact that the leading monomial of (—1)¥Ly(2a) is 2*a*/k!. The two last
equalities are a consequence of the first line. 0

Remark 3.4. The zeroes of F}, on the positive half-line are the positive zeroes of the

Laguerre polynomial Ly divided by 2. When £ is even (resp. odd) the function Fj, is

positive increasing (resp. negative decreasing) near 0, then oscillates with changes of

monotonicity at each a such that Li(2a) = 0 and when 2q is larger than the largest

zero of Ly, the function F}, is increasing, smaller than 1, with limit 1 at infinity.
Typically we have Fy(0) = 0, F3,(0) = +1,

(3.1.18) 0<ary<ay<---<ag_12 <ayy the zeroes of Ly(2a),

Fy vanishes simply at by = 0 and at b; € (aj,a;41) for 1 < j < 20 — 1, also at
by > ag: 21 + 1 zeroes with a positive (resp. negative) derivative at by, bo, . .., by
(resp. at by, bz, ..., by 1).

Moreover, we have Fy1(0) =0, Fy,,(0) = —1,

(3119) 0< a1 21+1 < 22141 < - < Q912141 < G2041,2141, the zeroes of L2l+1(2a),

Fy41 vanishes simply at by = 0 and at b; € (a;,a;41) for 1 < j < 21, also at by >
agi1: 20 + 2 zeroes with a positive (resp. negative) derivative at by, bs, ..., byi1
(resp. at b, by, ..., by).

We note as well that a consequence of the previous remark is that

(3.1.20) min Fy(a) = 11;1;2[{ng<@2]‘721)},
(3.1.21) 15121(1)1 Forpi(a) = Oféljilgll{FzzH(a2j+1,2z+1)},

where (a,x)1<p<i are defined in (3.1.18), (3.1.19).

Theorem 3.5. Let a > 0 be given and let
(3.1.22) Do={(2,6) e R, 22+ €2 < 2i}.
T
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Then we have
(3.1.23) Op,(1p,) = > Fila)Pp <1—e
k>0
Proof. An immediate consequence of (3.1.1) and (3.1.15). Note that the inequality

in the above theorem is due to P. Flandrin in 9] (see also the related references [13],
[10]). O

Curves. Let us display some curves of Ry 3 a — Fy(a) =1 — e *Py(a).

BT
.

FIGURE 2. Functions Fy, Fg.
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FIGURE 3. Functions F},

3.2. Indicatrix of an Euclidean ball. The following result displays an explicit
spectral decomposition on the Hermite basis for the Weyl quantization of the char-
acteristic function of Euclidean balls.
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Theorem 3.6. Let a > 0 be given and let
(3.2.1) Qun = Op, (1{27 (x> + [¢[*) < a}),

be the Weyl quantization of the characteristic function of the Euclidean ball of R*"
with center 0 and radius /a/(2m). Then we have

(3.2.2) Qun =Y Frin(a)Ppin,
k>0
with P, = ZaeNn,\a|:k P, where P, is the orthogonal projection onto ¥, (defined

in (9.1.33)), with |a| =32, o, a; = k and

sinar (1 +i7)"
T.
71 (1 —dr)ktn

(3.2.3) Fn(a) = /R

The spectral decomposition of the previous theorem allows a simple recovery of
the result of the article [27] by E. Lieb and Y. Ostrover.

Theorem 3.7. Let a > 0, Qg 1, Fi., be defined above. Then we have

I ['(n,a)
3.24 Fin(a) <1 — — Tl =1 — ’
(324 @ <1-gs [ o
and thus we have
['(n,a)
2. <1-—
<3 5) Qa,n — F(n) )

where the incomplete Gamma function U'(-,-) is defined in (9.7.8).

Proof of Theorems 3.6 and 3.7. We use the results of (the previous) Section 3.1: Let
us assume now that, with some a > 0,

F'=1_2a aj, so that F(|lz* + [€]?) = 1{2n(|z* + |£]?) < a}.

According to Section 9.7.3, we have F/(r) = ST 5o that (2.1.1) holds true. We find
in this case, following the results of Lemma 2.3,

(326) (F(|$‘2 + |£|2))w = Z Fk;n<a)Pk;na ]P)k;n = Z Paa

k>0 aeN" |a|=k

(327) ka(a):/RSinaT (1_{_“-)1@

7T (1 —ir)ktn T

where P, is the orthogonal projection onto V¥, (defined in (9.1.33)), with |a| =
Z1gjgn a; = k. This completes the proof of Theorem 3.6.

We postpone the proof of Theorem 3.7 until after settling a couple of lemmas.
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Lemma 3.8. Let (k,n) € N x N*. With Fy.,(a) given by (3.2.7), we have
(3.2.8) Fynla) =1—e"Pyn(a), where Py, is the polynomial

_1)k+n—1 +o0 . . d o N
(3.29)  Pin(a) = %/ﬂ e (t+a)"” {e (75) o se }}ls—2t+2adt’
_ 1\k+n—1 +o0
(3.2.10) pk;n(a) — (k j_ nl)_ 1)!2n71 /0 (t + a)n—let(%)n-l-k—l{(t + a)ke_%}dt.

Proof of the lemma. The lemma holds true for n = 1 from Proposition 3.3. We have
fora > 0,n> 2,

1 14 i7)*
Fy..(a) = —/cos aTﬂdT
R

T (1 —ir)ktn
_ 1 iaT (1 + ZT)k i iaT (1 B 27—)k
Conm fg o (1 —ir)kin 21 Jg (14 ir)ktn
[ =) [ e (SR
2im g (=a)ktn (1 + i)kt 2T g iktn(r —q)ktn =
so that
-1—n waT (T + Z)k .
F,;n(a) = Zl (—1)kRes(e m, )
ilin(_]')k d k4+n—1f iat Nk
N (l{:—i-n—l)!(E) {e (T +1) }\T=i
and thus
il_n _1>k d n— —a—e/(; € .
F];m(a) = (k+7i_1)!(1de)k+ l{e <Z+Za+z)k}|6:0
ilin<_1)kan71 d k+n—1f _—a—c¢ k
B T RGOl T
o (=D)Fnlgn=t g ktn—1f —2a—2e k
(k+n—1)! (g e (20 +26)"} .
that is
(_1)k’+n—1 n—1 d k4+n—11 —s k
L) = G e g
(—1)F+n-t ton—1, D \kbn—1g —2tk
= t — tr b,
Gen—noic G {7}

We have also that lim,_, o Fi.n(a) = 1 (following the arguments of Section 3.1) and
this yields

F 1 (—1)ftn-t oo a1, d kbn—1f =2tk g
en(a) = 1= (k+n—1)12n-1 ) {e

Lo (=1)Ft oo ne1 t; D\ krn—1y —ot k
:]_—6 (kj—}-n—l)'2n_1 ) (t—i—a) 6(&) {6 (t—l—a) }dt,

concluding the proof of the Lemma. 0
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Let us go back to Formula (3.2.9), written as

(_1)k+n—1 /-I—oo e—t{(2t+2a)n_1 d
0

on—1 (k‘+n— 1)!(% - 1)n+k_1 [(6+2t—|—2a)k]} dt =

le=0
(_1)k+n—1 +00
(3211) Pkm(a) = T/ e_tLlng_rzfl(2t + 2a)dt,

0

1-n

where the generalized Laguerre polynomial L, ", is defined by (9.3.6) (note that
1 —n+ k+n— 1=k which not negative).

Lemma 3.9. Let n € N*, k € N and let Py, be the polynomial defined in Lemma
3.8 (and thus in (3.2.11)). Then we have

-1 k+n—1
3212) R0 - B0 = S0 ex). BL0)=1.
(3.2.13) forn>2, Pl = Pun_1.
Proof. From (3.2.11), we find
/ (_1)k+n71 e —t 1-n

(3214) Pk;n(a) = ? . (& Z(Lk’—i-n—l) (Qt + 2a)dt

(_1)k+n71 —t(71l-n t=+00 oo —trl-n

T on-1 { e (Lyno) (2t + 2a)]t:0 + ; e Ly (2t + 2a)dt}
(_1)k+n

= 5L, (20) + Peala),

and since 0 = Fj.,,(0) = 1 — P, (0), this proves (3.2.12). Using now (3.2.11) and
(9.3.8), we find that

<_1)k+n e d —t 1-n
Pkm(a) - 2n71 E{e }Lk+n71(2t + 20,)dt
0
<_1)k+n —tyl-n t=+o0 i —t 1-n
= S { e 2+ 20)) 5 - e (2t + 2a)dt }
(-1 s
- S {tnea [ et e 20
0
(_1)k+n—1 . (_1)k+n—2 o0 B Y
= on-1 Lllc+n—1(2a)+v ; e "L (2t 4 2a)dt,
from (3.2.12) from (3.2.11)

so that for n > 2, k € N, we obtain (3.2.13), completing the proof of the lemma. [

Lemma 3.10. Let k,n, Py, be as in Lemma 3.9. Then we have

(3.2.15) Vi e [0.n—1], (i

J
P, = Py
dX) kin kin—j

Moreover, for all a > 0 and all k € N,

1 e —t n—1 _ea

(3.2.16) Pin(a) > Pon(a) =
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Proof. Formula (3.2.15) follows immediately by induction from (3.2.13) since the
latter is proving (3.2.15) for j = 1,n > 2,k € N. Assuming that (3.2.15) holds true
for some 1 < j < n, all £k € N, we have Pk(jy)l = P n—j and if j + 1 < n, we obtain
from (3.2.13) that
Prn—j1 = Plé,nfj - Pk(;jrjl)v

proving (3.2.15). The property (3.2.16) holds true for n = 1. From (3.2.13) and
Piin41(0) = 1, we find that Pyyi1(a) = 14 [ Pin(s)ds and assuming that (3.2.16)
holds true for n, we obtain for a > 0,

1

a 400
. > —t n—1
Prnyi(a) > 1 +/0 T /0 et + s)" 'dtds

s [Ty

n! ls=o
L[ |
=1+ e ((t+a) —t)dtza e (t +a)"dt,
completing the proof of the lemma O
We can now prove Theorem 3.7: since Fj.,(a) = 1 — e *Pj.(a) the estimate
(3.2.15) implies indeed Fj.,(a) < FIEZ’S), concluding the proof. O

Remark 3.11. Our methods of proof in one and more dimensions are quite similar:

e Using Mehler’s Formula, we diagonalize in the Hermite basis the quantization
of the indicatrix of the Euclidean ball

Doy = {(z,€) € R*", 21 (|z|> + |¢]%) < a}.
e Once we get the diagonalization

Opw(]'Da;n) = Z Fk;n(a)Pk;nv
keN

we study explicitly the functions F}., and prove that
Fin(a) =1— e *Pyy(a),

where Py, is a polynomial given in terms of the generalized Laguerre poly-

nomials
(_1)k+n—1 400 o
Piin(a) = T/O e " Lin (2t + 2a)dt.
e Following the Flandrin paper [9], we use Feldheim inequality in [3] to tackle

the case n = 1, and next we use an induction on n, made possible by the
relationship between the standard and the generalized Laguerre polynomials.
It is interesting to note that the functions £}, have no monotonicity proper-
ties: with value 0 at 0, they have an oscillatory behavior for a < ay,, and for
a large enough, increase monotonically to 1 (see for instance Figures 2 and
3 in the 1D case); the inequality Fy.,(a) < 1 —e~ holds true for all a > 0 in
all dimensions. On the other hand the polynomials P, are increasing and
larger than 1 on the positive half-line.
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The key ingredients are thus Mehler’s formula and Feldheim inequality, but it should
be pointed out that the arguments proving Feldheim inequality (Formula (6.8) and
Theorem 12) in the R. Askey & G. Gasper’s article 2] are also based upon a version
of Mehler’s Formula which appears thus as the basic result for our investigation.
The paper [27] by E. Lieb and Y. Ostrover has a slightly different line of arguments
and takes advantage of symmetry properties of the sphere. We shall go back to this
in a situation where the symmetry is absent, such as for some general ellipsoids.

3.3. Ellipsoids in the phase space.

3.3.1. Preliminaries. We provide below a couple of remarks on Ellipsoids in higher
dimensions. Let us first recall a particular case of Theorem 21.5.3 in [17].

Theorem 3.12 (Symplectic reduction of quadratic forms). Let ¢ be a positive-
definite quadratic form on R™ x R"™ equipped with the canonical symplectic form
(1.2.20). Then there exists S in the symplectic group Sp(n,R) of R*™ and py, . . ., fin
positive such that for all X = (x,£) € R" x R",

(33.1) ¢(SX) = Y pila] +&).
1<j<n
Note that an interesting consequence of this theorem is that, considering a general
ellipsoid in R?" (with center of gravity at 0),

E={X € R™ q(X) < 1}

where ¢ is a positive definite quadratic form, we are able to find symplectic coordi-
nates such that ¢ is given by (3.3.1). Note however that no further simplification is
possible and that the ; are symplectic invariants of E. In particular the volume of
E is given by

n

T
Bl = ———.
nlpy ... iy
3.3.2. Spectral decomposition for the quantization of the characteristic function of the
ellipsoid. Let ay,...,a, be positive numbers. We consider the ellipsoid E(ay, ..., a,)
given by
(3.3.2) E(a) = E(ay,...,a,) = {(z,§) e R* xR", 27 Y =L <1},
1< Y
We define on R™ the function
27 2w
F(Xl, . ,Xn) = 1[_171}(a—X1 + -+ a—Xn)
1 n

Theorem 3.13. Let a = (a;)1<j<n be positive numbers and let E(a) be defined by
(3.3.2). Then we have

(3.3.3) Opy (L) = Y Fala)Pa,

aeN”
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where P, is defined in (9.1.36) and

(3.3.4) Fo(a) =1— K,(a),
with
_ —(t14-+tn) 1)y )
(3.3.5) Ka(a)—/th/aj>le 1 H( 1)% Lo, (2t;)dt,
;>0 1<j<n

Remark 3.14. For all o € N”, the functions F,, K, are holomorphic on
(3.3.6) U={aeC"Vje[l..n],Rea; > 0}.
Indeed let K be a compact subset of U; there exists p > 0 such that

V(a1,...,a,) € K, min Rea; > p,

1<5<n

and as a result for a € K, we have for s € R}

|6—(als1+ +ansn) H Ol]L 2ajsj)| <e” (51+'“+s")CK,a(1 + ‘8‘)|a\’

1<5<n
so that
/ZSJ>1 Sg}g ’6 (1814 +ansn) H (—1)%[/@].(2@]'8]')’618
5,20 ¢ 1<j<n
[ T (14 Js])lds < O / e=Ponlsl(1 4 Js])lolds < oo,
S5 =2 n
5520

Since we have

Ka<a) :/Z o1 67(a181+m+an8n) H (_ a]L (2aj$j)d8a1 . Qp,

520 1<j<n

this proves the sought holomorphy.

Proof of the theorem. We have

Opy(1p) = (F(zi+&1,....22 + &))" = / F(r)Opy (27 S5 +)) 4

1 2a+1
Z / +’l7‘) dTPa
(14 77)tt

acN” 1<]<n
(L 4amy)
———d7P,,
(1 —irj)td
acNm 1<]<n

where P, is defined in (9.1.36). On the other hand we have

- ; 27 2w
F(r)= /6_2”7'501[1,1](&—551 +- a—xn)d:rl ...dz,
1

n

=a... an(QW)”/eiZj Tjajyjh—l,l}(Z Yj)dy,
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so that, with M}, defined in (9.3.4), using (9.3.5), we get

Opy (1))
LS e (1+i277y)
=aqai...a, Z ff 2T 35T ”yjl[ 1,1] Zyy dy H 1—1i2 jaJHdTP
aeEN"R? xR™ 1<5<n E WT
/ / e T2 T q( Zy] )dy H G (75)dTP,
aenn YR JRT 1<j<n
. Qp Z / [—1,1] Zyj H Goz] a;y; dy]P)
aeNn 1<5<n
_ Z/ Lan(Xti/an) T (—0) H(t)e Lo, (21) 1P,
aeNnP 1<j<n
with
(3.3.7)  Fala) = / Lo (O tifag)) T (D)™ H(tj)e " La, (2t;)dt
R 1<j<n
. / Voo (S t5/a5) T (—1)% H(t)e La, (28,
R 1<j<n

where we have used that Py.1(0) = 1 (see page 30) , so that setting

Ka(a) - /th/aj>1 6_(t1+m+tn) H ( 1>aJL (Qt )d
;>0

1<j<n

we have F,(a) = 1 — K,(a), concluding the proof of the theorem. O]

Remark 3.15. We have from (3.3.7)

(33.8) Fa(ar, ... an) = / Lou( Y 5) T] (C1)% H(s))e 5 La, (2a;5;)ayds.

8 1<j<n 1<j<n
and since the set {s € R}, 3 <, 8 < 1} is compact, we obtain that F, is an entire
function, as well as K, which is indeed given by (3.3.5) on the open subset U defined

Lemma 3.16. With the notations of Theorem 3.13, we have with p; = 1/a;,
sin T (a; +iT)%

39 0~ (I] o) [20(T] L2802

( ) (a) H a; e H (a; — iT)2+d T

1<j<n 1<j<n
. 1 i)
:/51117'( H ( +.ZT,UJ])'7 )dT.
R TT (1 —irp,)tt

1<j<n

Proof. Mehler’s formula implies in one dimension that
(3.3.10) Op,, (2™ H+E)) — (1 4 7)1 2 exp [2mi(arctan 7)(2* + D2)],
and a simple tensorisation gives

Op,, (€27 251 (#5+6)) = H(l + (r)2) V2 exp [2mi Z(arctan(T,uj))(x? + Dij)},

J J
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so that we have

O, (F(Y pia? +€)

= / F’(T)Opw (627Ti7— 25 H ($§+512'))d7
R

= / F(r )H(l + (tu;)*) " exp [2mi Z(arctan(T,uj))(x? + Dij)}dT

J

_ Z/ < [T+ (7p)*) ™ exp [2i(arctan(rp;)) (e ;ﬂ)dﬂp’

aeN"

—Z/ < [+ (g e LT 11>dTPa

aenr (1+ (7p5)2) 72

Z 14 ir ;)%
(1 —irp,)ot

aENn 1<]<

and for F'(t) = 1;_14(2nt), we find F(7) = #27 and the sought result. O

Remark 3.17. It is also possible to provide a direct checking for the above lemma,
since with the notations (9.3.4), (9.3.5), we have

(1 + i) .
(1 — ’L.T/ijaj—i_l — Ga]- (Tluj/(2ﬂ-))7

and thus

Fala) = /RFW [1Ge (ras/ 2m))ar
:/F<7)/ H(—l)aj[/aj(2tj)H(tj)@—tj@%iwﬂj/(?ﬂ)dth
= /n H(_l)ajLaj(th)H(tj)e*tjF(Z ,thj/Qﬂ)dt

Now since we have F(Z] pit;/2m) = 110(2_, Hyt;), this fits with the expression
of F,, in Theorem 3.13.

Remark 3.18. Another interesting remark is that the expression (3.3.9) depends
obviously only on |a| and a = a; = - -+ = a, in the case where all the a; are equal:
indeed in that case, we have with y = 1/aq,

11 (L+irp)™ (L irp)e
1<j<n (1 —drpy)tt (1 — drp)led+n’
and this gives another (a posteriori) justification of our calculations in the isotropic

case of Section 3.2. On the other hand, we get also the identity

(3.3.11) Fon (a1, . ay) :/SmTRe< [T (= irm) ),
R

T
1<j<n




44 NICOLAS LERNER

where the explicit expression (3.3.13) is given for the left-hand-side.

Lemma 3.19. With the notations of Theorem 3.13, the function Ka, .. o, (a1, .., ay)

1s symmetric in the variables (a1, aq;. .. ;an,ay), i.e. for a permutation m of {1,...,n},
we have
(3.3.12) Kam),._,,aﬁ(n)(a,r(l), s Orm)) = Koy an(ar, . ay).

Proof. Formula (3.3.5) yields

Ka(a) - /Zs]‘>l H (e_aijaj(_l)ajLaj(2aj3j)) ds,

520 1<j<n

and the domain of integration is invariant by permutation of the variables, entailing
the sought result. O

Lemma 3.20. With the notations of Theorem 5.13, we have
Koy .onlar, ... a,) =€ P, (ay)

+ / (1) Lo, (2t)e " Koy s (a1(1 —tn/an),. . an_1(1— tn/an))dtn
0

=e P, (an)

1
+ / (—1)“”[/%(20%(9)6’(’7‘1"KalMOMH1 (a1(1 —0),...,a,1(1 — 0))d0an.
0

Proof. The domain of integration is the disjoint union

t o t t t
{1+---+ nl zl-”,tjzo,og"§1}u{">1,tjzo,1gjgn—1},

ai an—1 Qnp Qp, Qn

so that
Kal,...,an (ala cee >an> = efanpan (an)

n / (1) Lo, (2ta)e " Koy o (@11 — b/ an), s ans(1 — tfan))dt
0
=e P, (a,)

1
+ / (—1)*" L, (2a,0)e " Ko an i (a1(1—0), ... ap,_1(1 — 0))dbay,,
0
which is the sought result. O

Lemma 3.21. With the notations of Theorem 3.13, we have, assuming that the
(a;)1<j<n are positive distinct numbers,

Hk;é j Ok
(3.3.13) Ko, olar,...,a,) = e J .
1<JZ<n [Tizs(ar — a;)
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Proof. The latter formula is true for n = 1 since we have Ky(a;) = e~*. We have
also

1
KOEN"(ab NP ;an) =e + an/ 679anK0€Nn—1 (al(l — 6), oo ,an,1(1 — 9))d6
0

1
:e_“"—I—an/ e~ fan Z e~ (1-0) Hk#jak do
0

1<j<n—1 Hk;éj(ak — a;)

1
— e 4 g, Z Hksﬁj ak / 6—9ane—aj(1—9)d9
1<jen—1 Hk;éj(ak —a;) Jo

1
—e Y VL / eflas=an) gg
1<j<n—1 Hk;ﬁj(ak —a;) 0

—e "+ an 1 Ligy @ g et — 1

1<j<n~1 Hk#J(ak - a]) a; — Qp
On Hk#j ai e 9 —e Y

1<j<n—1 Hk;éj(ak —a;) (a; —ay)

annk]ak 1
- (”Z : ><aj—an>>

1<j<n— 1Hk¢1 k. —

= eian +

G, Hk# ay e~ %

+ .
1<j<n—1 [Lizj(ax — a;) (an — ay)

J/

OK
We need to prove that

Qp, . ne1@ 1 n1@
<1+ Z Hk;s],lgkg 1%k )_ H1§l§ 1%

1<j<n—1 Hk;éj,1gk§n—1(ak —a;) (a; — an) B H1gzgn—1(al —an)

that is

H ap = H (al - an) <1 + Z - Hk#ﬂ'vlﬁkﬁn_l ak. idn)) )

1<j<n—1 Hk;éj,lgkgn—l(ak - %) (aj

1<i<n-1 1<i<n—1
which is
= On Hk#j,lékénfl Ak nglgn_l(al — ap)
H a = H (a;—an)+ Z ’ . 7
1<l<n—1 1<i<n—1 1<j<n—1 Hk;éj,lgkgn_1(ak - aj) (a] — an)
i.e.
a ; aglar — a
(3.3.14) H a; = H (ay — an) + Z n Hk;éj,lgkgn—l k(ak n).

1<i<n—1 1<i<n—1 1<j<n—1 Hk;éj,lgkgn—1(ak — aj)

Let us reformulate (3.3.14) as an equality between polynomials (to be proven) with

3315 [ @-x)+ Y A L cpn-n arlai = - I] a-=

4 ap — a;
1<i<n—1 1<j<n—1 Hk#,lékﬁn*l( k J 1<l<n—1
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and let us assume that the (a;)1<j<,—1 are distinct and different from 0. The poly-

nomial Q on the left-hand-side has degree less than n — 1 and we have

Q(0) =0, and Vje€[l.n—1],

a; . ap(ap — a;
Q(aj): Jnk;ég,gkgnq k( k ])_ H a =0,

Tisji<nen—i(ar —aj) 1<i<n—1

so that Q has degree less than n—1 with n distinct roots and this proves the identity
(3.3.15) when the (a;)1<j<n—1 are distinct and all different from 0, proving (3.3.13)
in that case; of course we may assume that all a; are positive and noting from (3.3.5)

that K, is continuous on (R* )", we get Formula (3.3.13) in all cases where all the

a; are positive, concluding the proof of the lemma.

Lemma 3.22. With the notations of Theorem 5.153, we have, assuming
0<a; <---<ay,
the inequality

- Ay .
e—aj H1S1<] > —MINI<5<n @ max e—

(3.3.16) Koenn(as, ..., a,) > EE: (j—1! = 1<j<n

1<j<n

aj'

OJ

Remark 3.23. The above estimate is sharp in the sense that when all the a; are

equal to the same a > 0, we have proven in (3.2.4) that

—a +o0 !
_ € —s n—1 _ _—a a .
Ko(a)—m/ e(s+a)"ds=e Z —(n—l—l)!llr(n )
0 0<i<n—1
a al w a’ 1 oI a
= AT G 2 G
0<i<n—1 1<j<n 1<5<n ai an=a

Proof. The property is true for n = 1 since Ky(a;) = e~*. We check the case n = 2

with a; < ao, and we find

ai
Kwﬂﬁ#ﬂ=6”“+/ e~heme(=t/a) gy
0

ema _ ] enma

=e M+e P——m— = "+ Pag— > e M+ e “ay.

az _ =
o 1 a9 aq
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Let us consider for some n > 3,0 < a; < -+ < a, and inductively,

KOeNn(al, Ce ,an)

ai
= e_‘“Po(al) + / e_thOEN"*1 (CL2<1 — tl/al), ce ,an(l — t1/a1))dt1
0
1
= _al.P()((ll) +a / —&19K0€Nn 1 (a2(1 - 9), c. ,an(l - 6))d9

Ut / —af Z e~ (1=0) H2<l<] l(l —0)2do

2<j<n (7-2)
1
1 .
 —m —aj (aj—a1)0 . —2
=e M+ Z e (al H‘al>/0 e —(j—2)!(1 6)7=2d#
2<j<n 2<1<;j
N——
H1<k<jak
e "+ Z e “J< H ak)/ —2(1—6)3"2619
2<j<n 1<k<j 0o (7-2)
1
s 3 e (1] w) g
2<5< 1<k<j (‘7 N 1)'
<j<n <k<j
concluding the proof of the lemma. 0

Remark 3.24. The reader may have noticed that it is not obvious on Formula
(3.3.13)

ITiz; o
—a: k
Ko, olay, ... a,) = g e ] 5
1<<n Hk;ﬁj(ak — a;)
that Ky is an entire function. Let us start with taking a look at
e "ay e 2q, Ao~ M — qre”*?
Koo(ar, az) = + =
Q2 — a1  Gp — Qa2 a2 — a1
aj az , a1
(artap age” 3T EF — e~ 33
= € 2
g — ay
a2—a : a2—a al—a : al—a
Y ag(cosh 5% + sinh 9224 ) — g (cosh #5% + sinh 41542)
Qg — ay
_(ag4ag) T a9 — Ay (CLQ + al) Sinh(%)
=e  z |[cosh( )+
L 2 a9 — a1
_ e Gy — 3(az + ar) sinh(#23*)
=€ 2 COS ( 2 ) + az—ai
- 2
_(agtag) [ ag — aq 1 Ao — aq
(3.3.17) =e 2 |cosh( 5 )+ §(a2 + ay) she( 5 )|,

where shc stands for the even entire function defined by

inh ¢
(3.3.18) shet = 2020
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We have also from Lemma 3.16

(3.3.19) Fu(a) = /R sinr( H ((1 —f'.Z'T,U/j)C'Yj )dT,

T 1 —iTp;)tt
1<j<n i)

and defining the function F,(a, \) as the absolutely converging integral,

sin(A7) (14 irp )™ B
(3.3.20) Fa(a,)\):/R—< 11 Jdr. Fu(a) = Fafa,1).

T 1 —arp;)ott
1<j<n )

we get

a;;“ (@) = /R cos(A) (I ((1 * i)™ )r

T \Zien 1 —drp,)ett

1 , 1+ &
- 62)\7‘( ( +ZT,U]) ’ )dT

27 (1 — Ty )%t

1 — ZTMJ )
d

1 o\ ( (1 —|— ZT,U/]') (1 —irp;)™
L [ L 0,

2r g 191_‘£n (1 —iTp,)tt 1§]1_'£n (14 irp,)tt
=9 Z Res | 7 H (1 _,Z’Tﬂjiil;rzi/uj:iaj

1<j<n 1<jzn (L HITHG)

. : (—w )a'(m +T)°“'
=1 Res [ e ] J T =ia;

ixr B a-aj(ijrT) B
1<j<n 1<j<n

so that assuming that the a; are positive and distinct, we get

y 1 [d “ N1V (g 4 ) ey liag + 1)
_Z a;! (dT) ( (=1)% (ia; +7) H (=1) (T_Z'ak)aHl)

1<k<n,k#j

|T=ia;
1 1
=18 | KO
1<k<n 1<j<n 7
d “ . /- . Nas g (iak—i—z’a)o‘k
X (%) (e (—=1)% (ia; +io)™ H .(—1) (i0 — iag)o+l
1<k<n,k+#j

lo=a;
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=TT e Y

1<k<n  1<j<n
d)aj -\ . (ak+0)ak
X | — e (a; + o) —_
(da_ ( J 1<kgk¢j (0- _ ak)ak+l
=R, lo=a;
(_1)04]- d “ —Ao a; (ak + U>ak
= ( H a’k’) Z Oé]' % € (a'] +0-) ! H ' (@k _ O—)ak+1
1<k<n 1<j<n 1<k<n,k#j lo=a;
Since F,(a,+00) = 1, thanks to Lemma 9.7, we find eventually that
' OF,
F,(a) = F,(a,1) = (a,N)dA+1=1— K,(a)
oo OA
P (1)
= w Y D
1<k<n 1<j<n 7
+o00 d\ % (a +O->ak
—Ao a; k
— e (a;+ o) —_— dA\
/1 (da) ( ’ 1sk£z[,k¢j (@ = o)™ jo=a;
-y O
1<j<n i
too d % (ax + 0)*a
—\a o k k
e — = A (a; + 0)%a, — d\.
/1 (da > < ’ éignl,kaéj (@ = o)t jo=a,
1) [t d Qj ag
- Z (Gl )' / e M (d_ - )\> ((aj +0)% H Lon 1 O-c)xk—i-l) dA
15G<n YN 4 1<k (@ T O) jo=a;
aj +o00
-y E e
15<n YT Y
d t. Qg . )%
( _ _J) (a;+a;5)™ [] ar(a + aﬂj)H dt;
dajs  aj kgn ks (W ) js=1

(=D /+oo (4 “ - ax(ag + a;s)™
— — - 1 & dt
[s=1

1<j<n J 1<k<n.k#j
—1) [t d “ 5/)%
Ly I () (e [ ),
1Sen Y Jay ds <kgn ks (O 058/ |s=t
= Z (—=1)% /+oo€_t
|
1<z YT e

d Y ) ta(t(ax — az) + a;(s +1))*
(d(s +1) 1) <(t +3) H (t(ar + aj) — aj(s + 1))+l ) ot “

1<k<n,k#j
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1<j<n
" /+°° ot (i _ 1) Vs I1 tay(t(ar — a;) + a;s)™ gt
a; ds ;! et (t(ar + aj) — ajs)ox+l o
—+oco
— Z (_1)aj€—aj/ e—t
1<j<n 0

d Qg s% (t —+ aj)ak((t + CLj)(a,k — Clj) + ajs)ak
X (£ — 1) <—' H ap+1 dt.
|s=2t+2a;

Q! \<h<n.ktj ((t —+ aj)(ak + aj) — ajs)
We have also to deal with
H (t + aj)ax ((t + a;)(ar — a;) + a;s)™

ap+1
L <k bk ((t+a;)(ax + a;) — a;s)"™"

and

((t+ a;)(ax + a;) — a;(2t + 2a;)) = a;(ax + a;) — 243 + t(ap — a;) = (t+ a;)(ar — a;)
(t +aj)(ar + a;) — ajs = (t + a;)(ar — a;) + a;(2t + 2a; — s)

so that

+00
(3.321) Kola)= Y _ (—1)%—%/0 et

1<j<n

y (di B 1) aj(i: H(t + aj)ay ((t + a;)(ar + a;) + aj(s — 2t — Qaj))“’“> ”

. 1
ajl e (6 +aj)(ax — a;) — a;(s — 2t — 2a5))™

|s=2t+2a;

3.4. A conjecture on integrals of products of Laguerre polynomials. We
formulate in this section a conjecture on the behaviour of the functions K,(a); as
displayed in the previous sections, we know several useful elements for the analysis
of these functions, including some quite explicit expression. However, in the non-
isotropic case, we were not able to prove the estimate F,(a) < 1, equivalent to
K,(a) > 0, except for the case @ = 0. We are thus reduced to conjectural statements.

Conjecture 3.25. Let n > 1 be an integer and let « = (aq,...,ap) € N*. For
a=(ay,...,a,) € (0,400)" we define

_ —(t1+-tn) 1) .
(341)  Ka(a) = ﬂ(th”_’tn)em e T (—1) Lo, 2t)dt,

Z1§j§ntj/a7'21 1<j<n
where Ly, stands for the classical Laguerre polynomial
d k XF

)

(3.4.2) Li(X) = (ﬁ -1) o
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Then we conjecture that, assuming 0 < a; < --- < a,, we have

(3.4.3) )= Y e H1<Z<J

1<j<n (7 —1)!
Remark 3.26. A slightly stronger and more symmetrical version of the above con-
jecture is that for n, a, a, K, as above, we have
(3.4.4) K,(a) > Ko(a).

It is indeed stronger since we have proven in Lemma 3.22 that K(a) is greater than
the right-hand-side of (3.4.3).

Theorem 3.27. The previous conjecture is a proven theorem in the following cases.
(1) Whenn =1.
(2) For alln > 1, when all the a; are equal.
(3) For alln > 1, when a = Oyn.
(4)

When n = 2 and min(aq, az) = 0.

Proof. (1) When n = 1, we have proven above (in Proposition 3.3) that for a € N,
a> 0,

(3.4.5) Ky(a) =e*P,(a) > e ?,

which is indeed (3.4.4) in that case. With the notations of Theorem 3.5 (and in
particular where D, is defined in (3.1.22)) this implies

(3.4.6) Opy(1p,) <1—e7,

an inequality due to P. Flandrin in the 1988 paper [9].

(2) Assuming that all the a; are equal to a > 0, we have proven in Theorem 3.7 that
fora € N, |a| =37, .., @,

I'(n,a u al~!
(3.4.7) Ko(a,....a) > é(m) = 1<]Z<nm = Ko(a,...,a)
since from (3.3.5), we have
Ko(a,...,a) = 4> e~ (tttn) gy
;>0
_ / e~ (titttn) 1y +/ n/ e~ (it Ftn_1) gy
i”ig S ti>a—tn

a _ tn j—1
(inductively) =e ¢ +/ e tne(amtn) Z udtn

a’ al~!
= Gfa(l + —> =e“ >
> ey
proving (3.4.4) in that case. With

(3.4.8) Dy = {(z,&) e R*, 27 <1},

|z|* + |€]?
a
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this implies that
i—1

(3.4.9) Op,(1p,)<1—e Y ( o

._ '7
1<5<n Lt

an inequality proven in the 2010 article [27] by E. Lieb and Y. Ostrover.

(3) When a = Oyn, we have proven (3.4.3) in Lemma 3.22.

(4) When n = 2, from the case n = 1 we have K,,(a2) = e~ *P,,(as), so that from
Lemma 3.20, we obtain

1
Koy on(ar,as) = e P, (a1) + al/ 6_0‘”_(1_9)“2(—1)0‘1La1(20a1)Pa2(a2(1 —6))do,
0

and if a;=0, it means that
1
Koay(ar,a2) =™ + @1/ et p, (ay(1 - 6))df
0

1
>e "+ al/ e 01700240 = Ko o(ar, az),
0
and the reasoning is identical for a.y = 0, concluding the proof of the theorem. [J

We are interested in the Weyl quantization of the indicatrix of

(3.4.10) Da,.oan = {(x,€) eR™ 27 >~ Lt <1}, a; >0,

a
1<j<n J

and we have a weaker conjecture.

Conjecture 3.28 (A weak form of Conjecture 3.25). With n,«,a, K, as in Con-
Jecture 3.25, we conjecture that

(3.4.11) K,(a) > 0.
Note that Inequality (3.4.11) is equivalent to
(3.4.12) Opy (1p,,

,,,,,

Remark 3.29. In the first place, although the second conjecture is much weaker
than the first, there is no reason to believe that the weak conjecture should be easier
to prove than the first: in particular, in the known cases, it is indeed the proof of
the precise statement (3.4.3) which leads to (3.4.11) and we are not aware of a direct
proof of (3.4.11), even in one dimension.

A summary of our knowledge on the functions K. As proven in Remarks 3.14
and 3.15, the functions K, are entire functions given on the open subset (3.3.6) by
Formula (3.3.5) (see also Formula (3.3.17)). Moreover the function F,(a) = 1—K,(a)
can be expressed as a simple integral for a; > 0,

(3.4.13) Fa(al,...,an):/RSinT( I1 ((Hm‘j)% )dr. P

T 1 —irp;)tt a;
1<j<n 1) j
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and we have an explicit expression of the function K, as a sum of simple integrals
in (3.3.21). However, having an explicit expression does not mean much and for
instance, we do have several explicit expressions for the Laguerre polynomials but
Inequality (9.3.3) remains very hard work, requiring a deep understanding of these
polynomials. We have also an induction formula in Lemma 3.20. As a further
remark, we have the following

Lemma 3.30. Let n,«a,a, K, as in Conjecture 3.25. Then we have

(3.4.14) i lgfrloo Koy an 1om(@1y ooy ano1,an) = Koy an (01, ..y Gp-1),
(3.4.15) alli_r}(%+ Koy oo.an(a1,02, ... a,) = 1.

Proof. Formula (3.3.5) and Lebesgue Dominated Convergence Theorem imply the
first equality (3.4.14). Lemma 3.20, in which we may swap the variables a; and a,
gives for a; > 0

Kozl,ag,...,an (Cll, ag, ... 7an> = eialpal (al)
1
+a; / e " (=1)* Ly, (2010) Ko, ..., (a2(1 = 0), ..., a,(1 — 0))d0,
0

and since P,, is a polynomial such that P,,(0) = 1, we get (3.4.15). O

Reasons to believe in the conjecture. This is true in one dimension, also in n
dimensions for spheres and it is a quadratic problem in the sense that ellipsoids are
convex subsets of R?" characterized by an inequality

{X € R*" p(X) <0},

where p is a polynomial of degree 2 with a positive-definite quadratic part. We
shall see below in this paper that convexity of a set A does not guarantee that
the quantization Op,(14) is smaller than 1 as an operator and that Flandrin’s
conjecture is not true, but it is hard to believe that such a phenomenon could occur
for ellipsoids. We must point out a specific feature of anisotropy related to Mehler’s
formula (2.2.1): if all the p; are equal to the same g > 0 (this is the isotropic case),
then, with q,(z, &) = u(|z|* + |£[*), we have

Opw(€2i7r7—q” (:c,f)) _ ¢(T,U)€2i arctan(Tu) X1 <j<p 7F($?+D]2»)

Y

where ¢(7p1) is a scalar quantity. As a consequence, if we quantize F(q,(z,§)), we
get

A~ 24arctan(‘ru)

Opw(F(gu(2.€))) = [ Flo)olmn)e™5=r0n0ir,

R
and thus

arctan(Tp) A

Opy, (F(QM(x,€)>) = ﬁ(Opw(qﬂ))v ﬁ()\) = /RF(T)Qb(Tu)eQmu dr,
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and Op,, (F(qy(:r;,ﬁ))) appears as a function of the self-adjoint operator Opy,(q,).
Following the same route in the anisotropic case, we get, with

(3.4.16) (.0 = > il +&),
1<j<n

arctan(f,uj

(3.4.17) Opw(F(qH(x7£))) — / F’(T>¢(TM>62i7T21§j§n( . )Hj(ac§+Dj2.)dT’
R

and since Hiarctan(ﬂz]) does depend on p; (and not only on 7), the operator

Opw( (qﬂ(x 5))) is not a function of the self-adjoint operator Op,,(q,).

As a final comment on the strongest form of the Conjecture (3.4.4), we would say
that it could be seen as a property of the Laguerre polynomials, known in the case
n = 1, where it stands as follows: we define for k£ € N, the polynomial P, by

(3418) Pk(i[) = /+OO eit(—l)kLk(Q.ﬂj + Qt)dt,

and we have P(0) = 1 from (9.3.5). Moreover, we have the inequality (equivalent
0 (3.4.4) forn =1)

We note that e * Py (z) = f;oo e~*(—1)¥Ly(2s)ds, so that the unique solution P, of
the Initial Value Problem for the ODE

(3.4.20) Py(x) = Pi(x) = (=1)"Ly(22), Pi(0) =1,

does satisfy (3.4.19). We note that from Lemma 3.2, we have
=2 ) (-1)'L(2X),
0<i<k
so that (3.4.19) is a consequence of Feldheim Inequality (9.3.3). Let us reformulate
(3.4.4), using the polynomials Pj: for a; > 0,

o .
(3.4.21) Ka(a):ﬁ:(tl 7777 . 11 %{_e tJPaj(tj)}dt

Sicjentifa;>11<j<n

0 .
ZKO(G):ﬁ:(tl ..... tn)ER? H %{_6 tj}dt’

S icjen tifaj=11<i<n Y

which is equivalent to

(3.4.22) /H 1— 3] H H( 3] { aijPaj(ajsj)}ds

1<j<n 1<j<n
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where H = 1g, (Heaviside function). This is equivalent to

(3.4.23) /H(l =3 s) [T Hsy)e o (aj . a%) {Paj(ajsj)}ds

1<j<n 1<j<n
S/H(l— Z s;) H a;H(s;)e”“%ds,
1<j<n 1<j<n
Le. to
(3.4.24) /H(l— > si) [ Hspe
1<j<n 1<j<n
X ( H a; — H (a] — %) {Pa](a]s])}> ds >0
1<j<n 1<j<n J

Note that for n = 1, it means for a > 0,

1 1
/ e~ (a — aPy(as) + aP(as))ds =1 —¢* + / di{e_“SPk(as)}
0 0o @s
=1—e"+¢e “Pyla) — Py(0) = e *(Py(a) — 1) >0,
which holds true from (3.4.19).

Remark 3.31. There are several classical results on products of Laguerre polyno-
mials, in particular the article [5|, On some expansions in Laguerre polynomials by
A. Erdélyi and also the paper [28|, Linearization of the products of the generalized
Lauricella polynomials and the multivariate Laguerre polynomials via their integral
representations by Shuoh-Jung Liu, Shy-Der Lin, Han-Chun Lu and H. M. Srivas-
tava. However it seems that the non-negativity of the polynomials P, P,.; do not
suffice to tackle the conjecture in two dimensions and more.

4. PARABOLAS

4.1. Preliminary remarks. We start with a picture, demonstrating that the epi-
graph of a parabola is an increasing union of ellipses. It is easy to see that the
epigraph of a parabola, i.e. the set {(x,£) € R* £ > z?} is a countable increasing
union of ellipses in the sense that

(4.1.1) P ={(z,6) € R’ &> 2"} = Upsr {(w,) € R, € > 2” + k7€) .

Ek

Note that for k¥ > 1 we have & C &1 C P since 22+ k722 > 22+ (k+1)72¢2 > 22,
from the fact that £ > 0 on &. Moreover, if & > 2% and k > £/1/€ — 22, we get
(l‘ag) € 5k
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FI1GURE 4. The epigraph of a parabola is an increasing union of ellipses.

Remark 4.1. The ellipse & is symplectically equivalent to a circle with area ’TTkg
since
k2 k2 k2 k2
x? +k—2£2 _gz .IQ +k_2(£ o _)2 _ M ()\—1y)2 +k_2()\77 . _)2 v
2 4 2 4
k% o k?
— )\—2 2 )\2k—2 v v
Yy’ + =5 =7

so that choosing X such that A\=2 = A2k~ 2, e.g. A\ = vk, we get
2 | 1.—2¢2 —1(,2 kL k?
TAHRTC =+ - 5))

and & = {(y,¢) e R, y? + (? < %3}, where (y, () are the affine symplectic coordi-
nates

/{33/2

2

Lemma 4.2. Letu € #(R). Then W(u,u) belongs to .7 (R?) and with &, & defined
by (4.1.1), we have

I Wi (@, ©dede = tim [ Wlu,u)(, dedg < lulfam.
Ex

E>a2

y= ok (= ek -
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Proof. Since W(u, u) belongs to .(R?*") C L'(R*"), we may apply the Lebesgue
Dominated Convergence Theorem and (4.1.1) to obtain the equality in the lemma.
On the other hand Theorem 3.5 and Remark 4.1 imply

[[ Wi, u) (. €)drde = (Op, (e Ju,u) < (1~ [ullagmy < lullFage

and the sought result. O

Remark 4.3. Moreover, Theorem 3.5 and the expression of Fy(a) =1 — e~ imply
that with vy defined in (9.1.31), we have

f W(to, o) (z, €)dzdg = (Opy(1e,) b0, o) = [[VollZae) (1 = €™,

so that from Lemma 4.2, we have [[,, W(vo, ¢0)(,§)dzd€ = ||vbo| |2 (g, entailing

(4.1.2) sup fj W(p, ¢)(x,&)dxdE = 1.

6€7 ®).]|6l 12 =1 5

Remark 4.4. We want to study the operator with Weyl symbol H(§—z?) (H = 1g,
is the Heaviside function) and since ¢ — 2% is a polynomial with degree less than 2,
see from (1.2.4) that Op,,(H (& — 22)) commutes with D, — a2 = ¢27#°/3 D ¢=2miz?/3,
and the latter has (continuous) spectrum R: we expect thus that Op, (H (¢ — 2?))
should have continuous spectrum and be conjugated to a Fourier multiplier.

4.2. Calculation of the kernel. The Weyl symbol of the operator Op,,(1p) is
H(g - ‘T2)7

(P is defined in (4.1.1), H is the Heaviside function H = 1g_ ), corresponding to the
distribution kernel kp(z,y) obtained from Proposition 1.9 by (we use freely integrals
meaning only Fourier transform in the distribution sense),

kp(z,y) = /62iﬁ(r—y)€H(§ _ (x + y)2)d§ — /€2iﬂ(w—y)(€+(T’)2)H<§)d§

2
z 1 1
2in(e—y)(=52)2 L (5 _
~ ¢ 3 (ol = Hm(y—x))
5ol — 2im(a—y) (242)?
_ oy — ) L6
2 2im(y — x)
We have
r+y
o=y = (@ =)o +y) =" =y’ + 2%y —y'x
4 1
= S =)+l — o),
so that

o - i55(y—2) .
(4.2.1) kp(z,y) = €3 (50(‘” v, o= - )>e—z%y3,
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and the operator Op,,(1p) is unitarily equivalent to the operator with kernel

- Soly —x) s
4.2.2 = .

We have proven the following result.

Lemma 4.5. The operator with Weyl symbol R* > (z,&) — 1g, (§ — 2?) has the
distribution kernel

o _ ig(y—z)? o
kp(z,y) =5 (50@ z) = )) eiEY

2 2im(y — x

and 1s thus unitarily equivalent to

Id : —int3 /6 1
(4.2.3) <+ convolution with = pv—.
2 s t
;L — T 3
Lemma 4.6. The distribution * 27: & pv% has the Fourier transform
1 [ sin(2mast + %) 13
(4.2.4) Dy ds, a=(2/m)"/".
T s

The operator (4.2.3) is the Fourier multiplier w(Dy) with

1 1 [ sin(sy + 2) i3
(4.2.5) w(r) == (1 + —/ —— s |, n=2"3x3r,

2 T J oo s

Proof. We calculate in the distribution sense (t = as,a = (2/7)'/?),

/e%”th’emgm _ L [ irasr o—ima’s’/6 e — L (—1) sin(% + 2masr) s
27t 2 s 2m S
1 [ sin(2rast + %)
= — ds,
2m S
so that with n = 2war, we get
() =+ 1+1/+wsm(sn+§)d Y- Fw) = cm)
w(T) = — — —_—AaS = — —_ —
2 T o s 2 77 77 9
proving the lemma. 0

Lemma 4.7. We have, with n = 2*/372/31,

(426)  w(r) =+ (1 + 1/_ N Mds> — Gy, w(0) = % — G(0),

2 T J oo s
1 83 3

(4.2.7)  G'(n)=— / cos(sn + —)ds = Re € / expi(sn + s—)ds = A (n),
R 3 2w R 3

428 Gl =3+ [ mEds

where M is the Awry function defined as the inverse Fourier transform of t
i(2nt)3/3
e .
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Proof. We have

oo .+ (83 0o -
(4.2.9) l/+ wds:l/Jr sin(o) 31/310—2/3d0

T S 7 ) o 3Y3g1/3 3

o0

proving (4.2.6). We have also

1 , 1
G(n) = 5t Im{Inverse Fourier Transform{y 61(2”3”)3/3pv(%)}},

and thus

G'(n) = Im{Inverse Fourier Transform{y 2’/ 32}}

— Im (/ eZmynez(Zﬂy)J/S;Z-dy) — Im (g/elme”g/gidt) — Al(??),

which is (4.2.7), implying (4.2.8). O

Lemma 4.8. With G defined in Lemma 4.7, we get that G is an entire function,
real-valued on the real line such that

(4.2.10) lim G(n)=1, lim G(n) =0,
n——00

n——+oo

and moreover with ny the largest zero of the Airy function (ny ~ —2.33811), the
function G has an absolute minimum at ny with G(ng) ~ —0.274352,

(4.2.11) vneR, G(np) <Gn) <1l

Proof. The first statements follow from Lemma 4.7 and (4.2.10) is implied by (4.2.8)
and (9.6.34), (9.6.38). The strict inequality in (4.2.11) follows for n > 0 from (4.2.7)
since Ai is positive on [0, +00) so that G is strictly increasing there from G(0) = 2/3
to G(+00) = 1. The other statements are proven in Section 9.6 of the Appendix. [J

4.3. The main result. Collecting the results of Lemmas 4.5, 4.6, 4.7, 4.8 and of
Section 9.6 in the Appendix, we have proven the following theorem.

Theorem 4.9. Let H(¢ — 2%) = 1{(z,&) € R* & > 2?} be the indicatriz of the
epigraph of the parabola with equation & = x%. Then the operator with Weyl symbol
H(& — 2?) is unitary equivalent to the Fourier multiplier G(24/37%/31) where

9 U 7
(43.1)  G(n) = 3 +/ A (&)dE = / Ai(&)dE, (AL is the Airy function).
0 —00
The function G is entire on C, real valued on the real line and such that
G(R) = [G(m), 1),
where ng is the largest zero of the Airy function

(4.3.2) we have 1o ~ —2.338107410,  G(1) ~ —0.2743520591.
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The operator with Weyl symbol H (& —x?) is self-adjoint bounded on L*(R) with norm
1, with spectrum equal to [G(no), 1] (continuous spectrum) and

(433)  Vue P®),  G)lulfam < [f W u)(e,§)deds < ullfa

£>a?

0.2

yA\/\/\/\AA/\/\/\/\/\Aﬂ\/’\/’\mm |
V\/\f\/\/\/V\/\/\/\l/\yV”W W

G(m)

FIGURE 5. The function G. More details on G are given in the Ap-
pendix 9.6.

4.4. Paraboloids, a conjecture. We are interested now in multi-dimensional ver-
sions of the previous results, namely, we would like to find a bound for integrals of
the Wigner distribution on paraboloids of R?" for n > 2. Let us start with recalling
Theorem 21.5.3 in [17], a version of which was given in our Theorem 3.12 in the
positive-definite case.

4.4.1. On non-negative quadratic forms.

Theorem 4.10 (Symplectic reduction of quadratic forms, Theorem 21.5.3 in [17]).
Let q be a non-negative quadratic form on R™ x R™ equipped with the canonical
symplectic form (1.2.20). Then there exists S in the symplectic group Sp(n,R) of
]R2n’

re€{0,...,n}, ui,...,p positive, and s € N such that r + s < n,



INTEGRALS OF THE WIGNER DISTRIBUTION 61

so that for all X = (z,£) € R" x R,
(4.4.1) g(SX)= D i+ + D

1<j<r r+1<j<r+s
Definition 4.11. Let n € N* and let R*" be equipped with the canonical symplectic
form (1.2.20). Let q be a non-negative quadratic form on R*" with rank 2n — 1 and
T be a non-zero vector in R*" such that q(cT) = 0. A paraboloid P of R*" with
vertex 0 and shape (q,T) is defined by

(4.4.2) P={XecR™" qX)<I[X,T]}.
A paraboloid Q with vertex m € R®*™ and shape (q,T) is defined as
(4.4.3) Q=P+m,

where P is a paraboloid with vertex 0 and shape (q,T).

Remark 4.12. We can find some symplectic coordinates such that
¢(X) = [X.T)= ) i +)+ D 2+ > (1= ty),
1<j<r r1<j<r+s 1<j<n
with 2r +s = 2n — 1. We can get rid of the linear terms z;7; — &;t; when 1 < j <r
by writing
2 2 Ti \2 tj \2 L 2
pi(xs +&5) +am — ity = pyley + =——)" + (& — =—) — — (@ +77),
VAN J 2% Y} J( J 2;“/]') J(J 2Nj) 4Mj J J
and also of z;7; for r +1 < j <r 4 s, since

Tig T
@ + 27y = (a5 + 5])2 v

We are left with using affine symplectic coordinates (y,7n) so that

¢ X) = (X, T = wi+m)+ >

1<j<r rH1<j<r+s
- > mt+ Y (ym—nty) —a
r+1<5<r+s r+s+1<5<n

Since we have 2r+s = 2n—1, we get r+s+1 = 2n—r: we cannot have r+s+1 <n
since it would imply that 2n — r < n and thus » > n, which is incompatible with
2r+s =2n—1,r,s > 0. We get then that s = 2l + 1, = n — 1 — [ and since
r+s<n,1<s, wehavel=0,s=1,r=n—1, and
o(X) = [X,TI= > iy +n) + i — nuta —a,
1<j<n—1
and t, € R*. With vy, = t"/3¢,,n, = t~1/37,, we get
o(X) = (X, T)= Y iy +n}) + 302 — i — at /),
1<j<n—1
and the inequality ¢(X) — [X,T] < 0 is equivalent to

S 7B 4 n)) + < i+ at
1<j<n—-1



62 NICOLAS LERNER

We can thus assume ab initio that our paraboloid is given by the inequality
(4.4.4) Y i+ ) +al <&
1<j<n—1
4.4.2. On the kernel for the paraboloid. We shall consider the paraboloid
(4.4.5) Po={(& eR™ a2+ Y (2?+&) <&}
1<j<n—1

We have, with X’ = (2/;&) = (21, ..., Tn_1:&1, - -, €n1)s

P = OpW(H(f — X' /H )Op,, (e (S )Opw( —2imr| X' |2)d

(n=1)
— Z/H ]P)kn 1 ®Opw( 2inT(En—1;, ))e—z(arctanT)(2k+n 1)(1 +r ) T dr

k>0
N
2

1 1 — 1T 2k+n—1
§ 2in7(En—12) 2\—
227? Prin- 1®/Opw ) ((1+72)1/2> (1+77)

k>0

1 — i)k
~ il ZPM 1®/Opw T ) N Cnlp S

2 k>0 imT (1 4 o)kt

Let k(x,,y,) be the kernel of the operator in the integral: we have

3

] . . . k
e R L S R o
W(xn - yn) (]- - Z(Zl'n — yn))k‘-i-n—l

As a result, we find that P is unitarily equivalent to P, with

im

iem 5" (14 ix,)"

(4.4.6) 2P = Z Prn—1 ® ([n + convolution with wrn (1= iz )bt

k>0

We define

1 ie= 5t (14 it)k ‘
4.4.7 ne1(T) = = AT
(447) wrn-a(7) 2+/ omt (1 — at)k+n—1°

(n—

).

2

1))

dr

i 43 .
— 1 + / €s o <1 _ Zt)k €2i7rt7—dt,
2 2imt (1 4 it )k+n—1
and we get that
(4.4.8) P=> Prni1 @wini1(Ds,).
k>0

We note that for n = 1, the sum is reduced to £ = 0 with Py,p = I, so that we

recover Formula (4.2.6) with wgo = w. We find also that

(4.4.9) W1 (7) = / ez-gtg( (1—t)

2imtT
Tt
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in the sense that the inverse Fourier transform of ¢ — 6%1&3% is the distribu-

tion derivative of wy 1. Going back to the normalization of Lemma 4.7, we have,
with n = 24/372/37

(4.4.10)  Grn-1(n) = wrn_1(7),
- - i3 (1—2’15)’“ ~3ik
fn—1(1) = 2 437 2/3/e6t WQQ Simin gy

1 [ w3 (1—an 'B328s)k
pr— _— ZST’ =
(44]‘]‘) ~ 27T /6 ’ (1 + 2‘71.71/321/35)k+n716 dS : Akm—l(n)'
1 1

t=m 323s

We have Apy = Al and Ay, is an entire function, real-valued on the real line; we
have

n
Grn-1(n) Z/ Apno1(8)dE,  Grp—i1(+00) = 1.

—00
Remark 4.13. We claim that the asymptotic properties of the functions Ay ,,_; are

analogous to the properties of the standard Airy function and we have indeed from
(4.4.9),

(4412) w;c,n—l(T) — (1 _ ZD)k(l + Z-D)fkfn+1ffl(e%t3)'
We claim as well that

1
——< inf G(n) <0, sup G(n) =1,
2 k>0meR () kzo,fe]R ()

so that P is bounded on L?(R™) and

(4.4.13) Wi, u) (2, €)dade < fJul2a(zm-

/ﬁn21%+21§j§n—1(93?+§]2)
5. CONICS WITH ECCENTRICITY GREATER THAN 1

We want to consider now integrals of the Wigner distribution on “hyperbolic”
convex subsets of the plane such as

(5.0.1) Co = {(2,6) € R? 2 > 0,2 > 0},

where o is a non-negative parameter. It is convenient to start with the limit-case
where o = 0 and Cy = {(z,£) € R* x > 0, > 0} (we will label Cy as the quarter-
plane). The indicatrix function of Cy is H(x)H (§) where H = 1g, is the Heaviside
function.

Acknowledgements. The author is grateful to Thomas Duyckaerts for sharp com-
ments on a first version of this section.

N.B. The reader will see a great similarity between our calculations below in this
section and the J.G. Wood & A.J. Bracken paper [37]|. This article is very important
for the problem at stake — Integrating the Wigner distribution on subsets of the phase
space — and was a wealthy source of information for us, although as a mathematician,
the author has a quite rigid relationship with calculations, and feels the need to
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justify formal manipulations; for instance, we may point out that the test functions
used in [37] are homogeneous distributions of type

l .
—2+zw

Ty , weR,

which are not in L?(R) (not even in L

ic), a situation which raises some difficulties,

first when you try to normalize in L? these test functions and also when trying
to give a non-formal meaning to their images under the operator with Weyl sym-
bol H(x)H(§), images which are not clearly defined. In our joint paper [!| with
B. Delourme and T. Duyckaerts, proving that Flandrin’s conjecture is not true, we
followed numerical arguments which were quite apart from the arguments of [37].
However, in this article, we do follow many of the arguments of [37], avoiding formal
calculations.

5.1. The quarter-plane, a counterexample to Flandrin’s conjecture.

5.1.1. Preltminaries. We study in this section the operator
(5.1.1) Ay = Op,,(H(z)H(E))

where H = 1, that is the Weyl quantization of the characteristic function of the
first quarter of the plane.

Lemma 5.1. The operator Ay given by (5.1.1) is bounded self-adjoint on L*(R).

Proof. Since the Weyl symbol of Ay is real-valued, Ay is formally self-adjoint and
it is enough to prove that Ay is bounded on L%*(R). Let us start with recalling the
classical formulas

(5.12) i) = 2+ oo (3) . = v (7).

2 2w t T t

useful below. The kernel® of A4 is

(5.1.3)  ko(z,y)=H(z+y)H(y —z) = H(z + y)%@o(y — )+ %va i x)

For A > 0, we define Ay, = (H(z)1lp(€))", whose distribution-kernel is the
L>(R?") function

(r(x —5))

, sin
kor(z,y) = H(z +y e (@=y)A

8There is no difficulty at defining the product S ((z+y)/2)T(z—y) for S, T tempered distributions
on the real line since we may use the tensor product with
T+ T
(8(—; NI (2 — Y), ®(2,9)) o (m2), 7 ®2) = (S(x1) @ T(22), ®(21 + 327901 - ?2)>Y’(R2),y(]R2)-

However, we shall not use directly Formula (5.1.3), since want to avoid formal manipulation involv-
ing for instance meaningless products such as H(x)H (y)ko(z,y). We refer the reader to footnote
9 on page 65 and to Remark 5.2 for more details on this matter.

T
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We can thus notice that

(5.1.4) kox(z,y) = H(x)H(y)em(x—y)A .

m(r —y)
(o4 ) () HU) + o) () I e
| kf \ (2.9) |

and the operator with distribution-kernel k(b)’ ) 18
HOpW(l[oy)\] (5))]‘[, that is H1[07>\1<D)H,

where H stands for the operator of multiplication by the Heaviside function H. On
the other hand, the operator with distribution kernel kg ) 1s such that

H(—x)H(y) + H(x)H(—y)

| —yl

k(2. )| < H(z +y)

H(—z)H(y) H(z)H(~y)
m(y — ) m(x—y)
According to Proposition 9.13 in our Appendix, the Hardy operator and the modified
Hardy operators are bounded on L?(R) and we obtain that, for ¢, € . (R"), with

H=H(x),H = H(—x),

(5:15) | [[ H@)10q(©W (6, ) (@, €)dwds

3 1 .
< NHO| 2wl HY || 2wy + §||H¢||L2(R)||H¢||L2(R) + §||H¢||L2(R)||H@/}||L2(R)a
so that

(5.1.6) [{(A00, V) 7 m),7®)|

.7 (R?)

—|[[ H@HEW (6, 0) (&) dudg| = lim | [{ H(@) Lo (€W (9, )(r,€)drde

< | Hol 2w | HY || 2w) + §HH¢HL2(R)HH¢HL2(R) + §||ﬁ¢||L2(R)||H¢||L2(R)a

yielding the L?-boundedness of the operator Ay, and this concludes the proof of the

= H(z +y) + H(z +vy)

lemma. O

Remark 5.2. That cumbersome detour with the operator Ay ) is useful to ensure
that the operator A is indeed bounded on L?(R). The kernel kg of Ay is a distribution
of order 1 and the product H(x)H (y)ko(z,y) is not a priori meaningful, even when k
is a Radon measure’. However with the proven L?-boundedness of Ay, the products

9Even a wave-front-set approach, which would allow the product H(z)pv(1/(y — z)), does not
offer a meaning for the product H(x)H (y)pv(1/(y — x)) since the wave-front-set of pv(1/(y —x)) is
located on the conormal of the first diagonal (i.e. {(z,x;§, —&)}zer,ccr-), whereas the wave-front
set at (0,0) of H(x)H (y) contains all directions and in particular is antipodal to the conormal of
the diagonal at (0,0).
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of operators HA H, HA H, HAyH, HAyH make sense and for instance we may
approximate in the strong-operator-topology the operator HAygH by the operator
x(-/e)Ax(-/e), where x is a smooth function supported in [1,+00) and equal to 1
on [2,+00). We have indeed

HAH = (H — x(-/e)) AH + x(-/e)A(H — x(-/¢)) + x(-/e) Ax(-/e),
so that for u € L*(R), HAHu = lim. o, x(-/¢)Ax(-/¢)u. The operator with kernel

1 1
H - - -
(z + y)x(m/é‘)x(y/é)pvm(y 2 x(:v/é)x(y/é)pvm(y —2
converges strongly towards the operator H(sign D)H

Proposition 5.3. Let Ay = Op,(H(z)H(&)) be the operator with Weyl symbol
H(z)H(E), a priori sending ./ (R) into ' (R). Then Ay can be uniquely extended
to a self-adjoint bounded operator on L*(R) with

14/3
+2f ~ 1.207

(5.1.7) [ Aol 5(z2r)) <

N.B. The bound above can be significantly improved (see Proposition 5.30 for optimal
bounds) and moreover we will show below that the spectrum of Ay actually intersects

(1,400). In fact it is easier to start with the information that Ay is indeed bounded
on L*(R).

Proof. The L?(R)-boundedness of Ay is given by Lemma 5.1. We are left with
proving the bound (5.1.7): we note that (5.1.6) implies

[{(Aou, ) 2y | < | HullFagy + 1 Hull 2| Hull 2wy

proving the proposition, since the eigenvalues of the quadratic form R? > (zy, x9) —
23 4 2129 are (1 £+/2)/2. O

We can do much better and actually diagonalize the operator Ay, using as in
Proposition 9.13 logarithmic coordinates on each half-line. We state a lemma on
“diagonal” terms whose proof is already given above.

Lemma 5.4 (Diagonal terms). Let Ay be the operator with Weyl symbol H(x)H ().

With H standing as well for the operator of multiplication by H(x), we have

(Id +sign D)
2

Lemma 5.5 (Off-diagonal terms). Let By = 2Re HA H = HAH + HAyH. Then

we have for all u € L*(R),

(5.1.8) HAyH = HH(D)H = H H.

1 .
(519) |<Bou, u>L2(R)‘ < §HHUJHL2(R) HHu||L2(R)

Proof of the Lemma. For u € .#(R) such that 0 ¢ supp u, we define for ¢ € R,
(5.1.10) P1(t) = u(e)el’?,  o(t) = u(—et)et/?,
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so that
(5.1.11) HHUH%Z(R) = ||¢1H%2(R), HHUH%Q(R) — ”¢2H%2(R)-
We have
) H H(z)H
—e’ +6 e =5 e —e 2t -
H 2in(e +€5 &1 () o (s)dsdt — H 227r e o (£) By (s)dsdt
H(t - s) (s —1) _
— J:[ din COSh s t gbl( )¢2 det fj m¢2(t)¢l(s)dsdt
so that
(5112> <B0U; U>L2(R) = < ~() * qbl, ¢2>L2(R) + <SO * ¢27 ¢1>L2(R)
oy H) ~iH(1)
(5.1.13) So(t) = Timcosh(T/2)" Solt) = o7

We calculate

o dt 1 1 0 dt
— _ — _Jarctan(sinh(t/2))]{* =-= [ ——
/0 4 cosh(t/2) 27 [arctan(sinh(t/2))l, 4 /_Oo 47 cosh(t/2)’

so that
1 1 .
(5.1.14) [{Bow, ) 2®)| < Slldillzzmlidellizm) = Sl Hull 2l Hul 22

proving the estimate of the lemma for u € .#(R) such that 0 ¢ suppu. We use now
that we already know that By is a bounded self-adjoint operator on L*(R): let u
be a function in L*(R) and let (¢%)r>1 be a sequence'” in .%(R) such that each ¢
vanishes in a neighborhood of 0 so that limy ¢, = u in L*(R). We find that

|(Bow, w) 2ry| < [{(Bo(u — ¢r),w) r2w)| + [(Bodwk, u — dx) r2w)| + [{Bodr, k) L2(m)]
< | Bollce2@y) (1w = dxll 2@y lull 2wy + lw — drll 2yl ol o))

1 .
+ 5HH(kaLQ(R)HH¢kHL2(R)a

providing readily the result of the lemma since the multiplication by H and H are
bounded operators on L*(R). O

Remark 5.6. The estimate (5.1.9) and Lemma 5.4 are already improving (5.1.7),
since the eigenvalues of the quadratic form R? > (z1,2) + 22 + %xlxg are (2 +
v/5)/4, so that the right-hand-side of (5.1.7) can be replaced by (2++/5)/4 ~ 1.059.
Anyhow, we shall provide below a diagonalization of Ay and optimal bounds.

10gych a sequence is easy to find: a first step is to find a sequence (ék) k>1 in the Schwartz space
converging in L?(R) towards u, then consider with a given w € C*°(R;[0,1]) such that w(t) = 0
for [t| <1 and w(t) =1 for |t| > 2, dr(x) = w(kx)dr(x).
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N.B. We shall be a little faster in the sequel on the “cumbersome” detours to avoid
formal multiplication of kernels by Heaviside functions but the reader should keep in
mind that it is an important point to secure L?(R)-boundedness before any further
manipulation of the kernels.

5.1.2. An isometric isomorphism.

Remark 5.7. The mapping ¥ defined by
U: [(R) —» L*(R; C?)
(5.1.15) u o (), (Hu)(~e)e”)

is an isometric isomorphism of Hilbert spaces: indeed we have

]uHLz /\u )|%e tdt—l—/\u HPetdt.

Moreover if (¢1, ¢2) € L*(R; C?), we may define for z € R*
u(z) = H(z)¢1(Inz)z™"* + H(x)do(ln |z]) |z,
and we have W(u)(t) = (¢1(t), ¢a(t)).

Remark 5.8. Using Lemma 5.4 and Notations (5.1.10) we see that
o(s+t)/2

<HAQHU U)LQ(R |¢1 ||L2 + jj —pV 1( )&1(S)d8dt
_ —||¢1||L2 + H PV t_)gb L{(1)br(s)dsdt
2

(5.1.16) /|¢1 +To( ))dr,

with
(5.1.17) To(#) ! !
. . = —-—— V_
O = Ysinn(e/2)Y
We have
T . . t —2imtT
(5118) T() = s1g1 * g, with po(T) :/me Zimt dt,

and we note that the function py belongs to .#(R), as the Fourier transform of a
function in .(R). Also we have

[ miryir = () = ;.

and this yields with & {% + To} = 2po (which follows from (5.1.18)) and

1 +oo
(5.1.19) 3 +To(r)=1— / 200(7")d7’,

since

~

d 400 1
{5+t [ amiiar} =0 and i Giena)(r) =

T—400 2
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Theorem 5.9. Let Ay be the operator with Weyl symbol H(z)H (§). The operator Ag
is bounded self-adjoint on L*(R) so that we may define, with ¥ defined in (5.1.15),

(5.1.20) Ay = WA UL

The operator ZO is the Fourier multiplier on L*(R; C?) given by the matriz

(5,1‘21) Mo(T) _ 2 ‘I:TO<7') SO(T) |
So(T) 0

where Ty, So are defined respectively in (5.1.17), (5.1.13). In particular we have with
¢ = <¢17¢2) € LQ(Ra C2);

(5.1.22) (Ag®, ®) 12 (mc2) = /R 2T (Mo (T)D(7), B(7))c2dr.

Remark 5.10. As a consequence of Theorem 5.9, we find that the spectrum of
the self-adjoint bounded operator Ag is the closure of the set of eigenvalues of the
matrices Mo(T) when T runs on the real line.

Proof. The proof follows readily from Remarks 5.7, 5.8 and Lemmas 5.4, 5.5. O
Lemma 5.11. Let N be a 2 x 2 Hermitian matrix

N = (an Cl12) ‘

a; 0

Then the eigenvalues A < A of N are such that
(5.1.23) Ao <0<l <Ay,
iof and only if
(5.1.24) ary #0  and |apl® >1—aq.

Proof. The characteristic polynomial of A/ is p(A\) = A\ — aj; A — |az|* and since
ap; is real-valued, has two real roots A\_ < ;. If (5.1.24) holds true, the roots are
distinct and

p(0) = —law|* <0, p(1) =1—an —|an|* <0,
implying (5.1.23). Conversely, if (5.1.23) is satisfied, then p(0), p(1) are both nega-
tive, implying (5.1.24), completing the proof of the lemma. O

Lemma 5.12. Let us define for w € R,

L [+ sin(tw)
1.2 I(w) =— ———=dt.
(5.1.25) (@) 47 /0 cosh(t/2)
Then we have
1
(5.1.26) I(w)=—+0wW™), |w| = +oo.
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Proof. Indeed we have for w € R*,

1 e gcos(tw) 1 T cos(tw) 1,
Iw) = Cdnw Jy  cosh(t/2) dt = drw (1 _/0 (cosh(t/Z))2§Smh(t/Q)dt)

= (14 9w)),

with

g(w) = — /0 h %{sin(tw)}sech(t/Q)%tanh(t/Q)dt

I

) d
=55 i sm(tw)%{sech(t/Q) tanh(t/2) }dt

1 [™d d
=57 i %{cos(tw)}a{sech(t/Z) tanh(t/2) }dt
+o00 2
1 {/0 cos(tw)%{sech(t/Q) tanh(t/2) }dt + %} = 0O(w™?),

R

proving the lemma. 0

Proposition 5.13. The matriz Mo(T) defined in (5.1.21) is equal to

(IH(T) CL12(T)

(5.1.27) Mo(r) =
CL12(T) 0
with
e / / i e 1 —2imTt
(5.1.28) 1—ay(r) = /T 2p0(T")dT",  ara(T) = E/o me dt.
We have
(5.1.29) 1—ay(r)=0(N) for any N when 7 — +o0,
1
(5.1.30) Re(a2(71)) = St +O(t7*)  when T — +oo0.

Proof. Formulas (5.1.27), (5.1.28) follow from Theorem 5.9, (5.1.19) and (5.1.13).
The estimates (5.1.29) follow from the fact that py belongs to the Schwartz class
and (5.1.30) is a reformulation of Lemma 5.12. O

Theorem 5.14. Let Ay be the operator with Weyl symbol H(x)H (§), where H is
the Heaviside function. Then Aq is a bounded self-adjoint operator on L*(R) such
that

(5.1.31) inf (spectrum(A4y)) < 0 < 1 < sup(spectrum(4y)).

Proof. Using Remark 5.10 and Proposition 5.13 we find that for 7 large enough,
Conditions (5.1.24) are satisfied, proving readily (5.1.31). O
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Corollary 5.15 (A counterexample to Flandrin’s conjecture). There exists a func-
tion ¢g € (R), with L*(R) norm equal to 1 such that

(5.1.32) H W(do, ¢o)(x, £)dade > 1.

x>0,£>0

There exists a > 0 such that [, _. o<e<a (o, do)(z, §)dadg > 1.

It il S

Remark 5.16. On page 2178 of [9], we find the sentence “it is conjectured that
(5.1.33) vu e LAR), [ W(u,u)(x, ©)dwdg < ulPa),
c

is true for any conver domain C”, a quite mild commitment for the validity of
(5.1.33), although that statement was referred to later on as Flandrin’s conjecture in
the literature. The second part of the above corollary is providing a disproof of that
conjecture based upon an “abstract” argument used in the proof of Theorem 5.14;
the result of that corollary was already known via a numerical analysis argument
after our joint work 1] with B. Delourme and T. Duyckaerts.

Proof. From Theorem 5.14, we find ug € L*(R) such that
HuOH%Z(R) < (Aouo, o).
Let ¢ € Z(R): we have
[(Aouo, uo) — (Ao, )| = [{(Ao(uo — ¥), uo) + (Ao, ug — ¥)|
< [l Aolls(zagyllvo — ¥llza@) (luoll e + ¥l r2w)),
and thus if (¢5)g>1 is a sequence of .¥(R) converging towards ug in L*(R), we get
HUOH%Q(R) < (Aouo, uo)

< (Ao, Vi) + | Aol Berzy lwo — Yl r2@) (Juoll 2y + [[¥n]| 2w)) -

=0}, goes to 0 when k — +oo0.

There exists kg > 1 such that for k£ > ky, we have

0< oy < %((Aouo,uo) ~luolae) = 2, >0
We obtain that for k > ko,
ool ey < (Aouo, wo) < (Aot ) + 5,
and thus

el Zo@) = I¥lZo@) — luollZa) +HiuollZz)

~
=0}, goes to 0 when kK — o0

S
= ek + <AOU0,UO> — &0 S ek -+ <A0’l7bk, ¢k> + 50 — €0

= (Ao¥r, V) + O — %0-
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Choosing now k > kg and k large enough to have 0, < g¢/4, we get

[rll72) < (Aotor, Pr) — 64_0 < (Ao, ¥r),

and since for ¢ = ¢, the Wigner distribution W(é, q;) belongs to . (R?), we have
16l13:m) < (Ao, &) = [{ H(@)HEW(,)(x, §)dade,

and noting that this strict inequality above implies that gz~5 # 0, we may set ¢y =
®/||¢|| and get the first statement in the corollary.

N.B. The proof above is complicated by the fact that the identity

(a"u, u) r2(mn)y z, W (u, u)(x, &)dxdé,

Ul
is valid a priori for u € .(R") (and in that case W(u, u) belongs to .(R*")), but
could be meaningless as a Lebesgue integral even for Op(a) bounded on L*(R")
and u € L*(R"), since we shall have W(u,u) € L*(R?") but not in L*(R?") (we shall

see in Section 6 that generically the Wigner distribution of a pulse u in L?(R") does
not belong to L'(R?")).

Since W(¢, ¢) belongs to the Schwartz space of R? the Lebesgue Dominated
Convergence Theorem provides the last statement in the Corollary. 0J

N.B. The reader will notice that the results of the incoming Section 5.2 in the
special case ¢ = 0 imply the results of Section 5.1, which could be then erased,
say at the second reading. However, as far as the first — and maybe only — reading
is concerned, we checked that most of the computational arguments in the next
section are much more involved and it seemed worth while to the author to avoid
unnecessary complications for the disproof of Flandrin’s conjecture via the quarter-
plane example and set apart the more involved examples of the hyperbolic regions
tackled in Section 5.2.

5.2. Hyperbolic regions. We consider in this section the (5.0.1) set C, with a
non-negative o.

5.2.1. A preliminary observation. We want to consider the operator A, with Weyl
symbol H(x)H (€ — o) and as in Section 5.1.1, we would like to secure the fact that
A, is bounded on L?*(R).

Claim 5.17. For all ¢ > 0 the operator A, is bounded self-adjoint on L*(R).

Proof of the Claim. Let us choose

(t) =0, for t <1,

. X0
5.2.1 € C*(R;[0,1]) with
(5.2.) Xo € C(R: [0,1]) wi {an):L for ¢ 2.
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For ¢,¢ € .Z(R), we have
(522) (Ao — A0)6, )y = || H(@)H(E)H (o — 2€) W(0,v)(x,€) dwdg
—————

€7 (R2)

= Jim [[ xola/ Y H () H (o = 2€)W(6, ), €)dwde.

e—04

The kernel k, . of the operator with Weyl symbol xo(x/€)H (§)H (0 — z€) is

/ T+y 2imo L ySln(%rz(fy_y))
e Yy — =
(5.2.3) oe(T,Y) Xo( 5 ) e
and we have
2o (x—y)
.I' +y 2171’0'— Sln( T4y ) 7,
dydx = _ dxd
| toelap)ow)d@)dyde = [ xo(= —5)e =gy CWY(@)dedy
2wo(z—y)
x—i— S ysm( . ) _
= [ 0= —— ey (ex) P dady
me(x —y)
. 2ro(z—y)
T4 Y\ gimge ST 12 7 1/2
5.2.4 = —=)e " ————=—— ¢(ey)e /“Y(ex)e“ dydx.
(5.2.4) ﬂfa)( =) ) <¢(>) (c0)
mg?;,y) e\Y ¢e($)
We note that, assuming as we may that o > 0,
. 2no(x—y)
x4y sin(=— ) 20H (z)H (y)
(525) |ma(xay)H(I>H<y)’:X0( 9 ) Qﬁo(xirz) Tty
r+y
< 20H (x)H (y)
- r+y
and
. 2mo(z—y)
. Tty Sln(w) -
2. H = H(x)H
(5:26) mo(e. ) H@)H)| = x0(* ) |2 A@HE
_ H()H()
- om(y— )
as well as
. 2mo(x—y)
5 r+y, (ST
(5:27) mo{e. ) B H()] = xo () |2 | AW
H(y)H ()

Y

m(r—y)

73
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As a consequence, since we have also m, (2, y)H (z)H (y) = 0, the inequalities (5.2.5),
(5.2.6), (5.2.7), the identities (5.2.4), (5.2.2) and Proposition 9.13 imply that

(Ao = A0, )+ m) )| < 270 | Hoel 2wy |1 HY el 12y + | H el 2wy 1 H Ve 120wy
—_——— ——
IH® L2 (x) 1Hll 2 ()
+ "H¢e|‘L2(R)"H¢e‘|L2(R)a
proving that Ay — A, is bounded on L?*(R); with Proposition 5.3, this implies that
A, is also bounded on L?(R), proving the claim. O

N.B. With that important piece of information in Claim 5.17, we shall be less strict
in our manipulations of the kernels and accept below some abuse of language in
these matters.

The Weyl quantization of 1¢, has the kernel

. 417r0 1 1
(628)  kolry) = B+ 5)e"™ 52 (50(y - )

a formula to be compared to (5.1.3). Using the Schwartz function ¢y of Corollary

5.15, we get from the Lebesgue Dominated Convergence Theorem that for ¢ small
enough,

(529  (Opy(1e,)00, bo)rzey = [[ W(6o, 60)(w, €)dadg > 1.
z€>0,x>0

However, this argument does not work for large positive ¢ and we must go back to
a direct calculation.

5.2.2. Diagonal terms. Denoting by A, the operator with kernel (5.2.8) (and Weyl
symbol H(z§ — o)H(x)), we find that for u € . (R), uy = Hu, we have

)i o)y

1 dimo es—ely 1 1 _ s\ s
= §||U+||%2(R+) + ffe () —py ug (e)ty (e®) e dsdt
RQ

ino (2L 1 1
(AgHu, Hu) 12r) = ff et (w+y)§(50(y — )+ —pv

2im" et — es

e(5—1—15)/2

1 . s—t 1
= §HU+H%Q(R+) + fj etimetanh(% )2— d)l( )1 (s)dsdt,
R2

with

(5.2.10) D1(t) = uy(e)el’?, so that ||¢1 | 2wy = U] r2®,)-

We get

) _
(AyHu, Hu) p2(m) = —HU”Lz (Ry) 427? jf m¢( )o(s)dsdt,
2
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and noting that sinhz = xC’(:c), with C' even such that 1/C’ e S (R), we find

2

(Ap Hu, Hu) () = ||¢1||L -5 jj e . o(0)(s)dsdt

1
§H¢IH%2(R) + (T5 * ¢1, 1) r2(w)

(5.2.11) :/]R|$1(T)|2(%+Ta(7'))d7',

with

1 telito tanh(%) i
5.2.12 1,(t) = ——————pv—.
( ) (t) 4 sinh(t/2) PV

We note that

(5.2.13) T,(7) = sign *p,, with

1 te4z7r0tanh(§) ]
5.2.14 (7)== | ————e 2™t - € L (R),
(5214) o) =1 [ e T pee S ®
since the function R > t — %/;(7) belongs to the Schwartz space'!. Note also
that the function p, is real-valued on the real line. This entails that

d (1

5.2.15 { T, } — 2,
( ) dr * P
and since

1 JT: tedino tanh(t/2) | g
o - = t .—}; i i o =
pa(T) =7 { ~ mh{2) implying /]R po(T)dr = 3

we get that

(5.2.16) lim T (r) = i%.

This yields that

(5.2.17) % +T1,(r)—1= [r; 2p,(T)dr" = =1+ /; 2p, (") dr’,

where the last equality follows from (5.2.16): indeed we have for 7 > 0, from (5.2.15),
(5.2.18) % () —1 = /+OO 2po(F)dr = —1 + /_Oo 20 ()7,

and for 7 < 0,

+T,(r) = / 20, (T dT =1 +/ 20, (T dT'.

—00 “+o00

We note that

(5.2.19) VN eN, sup|r|Y

TER

1 ~
E—FTU(T)—H(T) < +00.

HIndeed, the iterated derivatives of tanh are polynomials of tanh (check this by induction on
the order of derivatives) and thus bounded on the real line; since the function ¢ — ¢/sinh(¢/2)
belongs to the Schwartz space, this proves that the above product is in . (R).
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Indeed for 7 > 0, we have, using p, € . (R),

T +o0o +oo
™ / po(T)dr'| < / oo (7)) |7V dr' < / oo ()7 dT < +o0.
400 T 0

Also, for 7 < 0, we have
T T 0
N / po(r)dr'| < / o) I V' < / 9o ()7 Vdr < oo,

This means that the Fourier multiplier % + TO—(T) is somehow “exponentially close”

to H(7) for large values of |7| and in particular close to 1 for large positive values
of 7. We have also

. i o; t64i7ratanh(%)d
2.2 T, et
(6220) To(r) = / ‘ snh(t/2) "
1 [T®sin(2ntT — 470 tanh(t/2))
2m sinh(t/2)

The next lemma provides more precise estimates than (5.2.19).

dt.

Lemma 5.18. Let 7 > 0,0 > 0. Defining a1,(1,0) = %+TJ(T) as given by (5.2.12),
we have

(5.2.21) 11— ayi(r,0)| < 2e ™7t
Proof. Using (5.2.18) and Lemma 9.16, we find that for 7 > 0,

+o00 +oo
11— ay1(r,0)| < 2/ |ps (T |d7" < 2/ |po (71 |d7’

+o0 9
§12e47“’/ e T dr = ettt e T
entailing the sought result. O

5.2.3. Off-diagonal terms. We want now to check the off-diagonal terms: we have
with u € .S (R),

(5.2.22) uy = Hu, u_ = Hu,

(5.2.23) D1(t) = up(e)e’?,  pot) = u_(—et)e!’?
<AUI:IU, HU)LQ(R)
_ Ij e4zﬂa(%)H(fE+y)H<y>H(l’> 1

2w y—z
_ jj 4’7rg(zs+zt 6 — et) v 1 ¢ (t)& (S)et;rs dds
2i7T p _et —es 2 1
_ ~t) iH(s—1t) 1 i
_[f 47 Cosh(t—TS)(ﬁQ(t)%(S)dtds
1

= jj dimocoth(251) H(s— t)WQSQ(t)&l(s)dtds
(5.2.24) = (S5 * ¢2, 1) 12(w),
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with

(5.2.25) S, () = LH(t)eélzLotl;(;)’
dm cosh(3)

and

. i e4z7ro'coth(§) )
(5.2.26) S,(1) = — / H(t)————e 2™ qt

47 cosh(%)
i [T cos(4mo coth(t/2) — 2mtT) 1 7 sin(4mo coth(t/2) — 27tT)
. : dt — — : di
4 Jo cosh(s) AT Jo cosh(3)
i [T cos(2ntT — 4o coth(t/2)) i+ 1 [T sin(2ntT — 470 coth(t/2)) ”
4w cosh(%) 47 Jo cosh(t/2) '

Note that from (5.2.12), (5.2.14), we have

T (r) = i/e4’“"ta“h(§) J—2imtr gy _ i/*oo sin(2mtr —47mtanh(t/2))dt'
7 4 | sinh(t/2) 2 sinh(t/2)

5.2.4. An isometric isomorphism.

Theorem 5.19. Let 0 > 0 be given, let C, be the set defined by (5.0.1) and let
A, be the operator with Weyl symbol 1¢,, (whose kernel is given by (5.2.8)). The
operator A, is bounded self-adjoint on L*(R) so that we may define, with ¥ defined
n (5.1.15),

(5.2.27) Ay =TVA T

The operator 1211, is the Fourier multiplier on L*(R; C?) given by the matriz

(5.2.28) M, (1) = ffTU(T) %(7) ,
Se(T) 0

where Ty, S, are defined respectively in (5.2.12), (5.2.20), (5.2.25). In particular we
have with ® = (¢, ¢2) € L*(R; C?),

(5.2.20) (A, D, ®) p2pico) = / T (M, (7)B (), B (7)) cadr
R
Proof. We have

kernel(HA,H) = ¢*™ 5 H(x)H(y) H (y — x),
kernel( HA,H + HA,H) = €4iWU%H($ +9) (FI(x)H(y) + H(x)ﬁ(y)) 2i7r(yl— z)’
HA,H =0.

Proposition 9.13 in our Appendix is readily giving the L?-boundedness (and self-
adjointness) of HA,H + HA,H. We find also that HA, H — % has kernel

i E=Y 1
47,71'de H
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and thus it is enough to study the operator with kernel

+t
Jingizet €2 dimo tanh( <5 1
e e — limotan (3% . ’
YT — 7
2im (et — e?) 4im sinh(5%)

which is a convolution operator by

. t ?
TO' t) = 64z7r0tanh(%) v—,
®) 4sinh(%)p it

given by (5.2.12). Formula (5.2.14) implies in particular that 7, is bounded (and
real-valued) on the real line, entailing eventually the boundedness and self-adjoint-
ness of A,. Formulas (5.2.11), (5.2.24) and (5.2.25) are providing (5.2.29), complet-
ing the proof of the theorem. O

5.2.5. The main result on hyperbolic regions.

Theorem 5.20. Let 0 > 0 be given and let A, be the operator defined in Theorem
5.19. Then A, is a bounded self-adjoint operator on L*(R) such that

(5.2.30) inf (spectrum(A4,)) < 0 < 1 < sup(spectrum(A4,)).

The spectrum of A, is the closure of the set of eigenvalues of My (T) for T running
on the real line.

Remark 5.21. [t is enough to prove that, with a given o > 0, there exists T € R
such that M, () satisfies (5.1.24).

Proof. We have from (5.2.28), (5.2.20), (5.2.26),

(5.2.31)
1 + 1 f—l—oo sin(27rt‘rf47r0'tanh(t/2))dt . [too 672m<”7tan}%€t/2))dt
2 2m JO sinh(¢/2) 47 JO cosh(t/2)
M) = 2
1 +oo e2iﬁ(t7—7taT€;5/2)>
4im Jo cosh(t/2) d 0
_ 61,11(7',0') CL12(T,O’)
a1 (1,0) a(r,0)) "
On the other hand we have
1 400 e2iﬂ-(t7—7tan§%) i
5.2.32 Q19 = = — t
( ) M2 =an = /0 cosh(t/2) ’
so that
1 +oo Sin[?’ﬂ'(t’T — taHQI;T(%))]
5.2.33 R ,0) = — dt.
( ) cara(7,0) 47r/0 cosh(%)
2757T(t7'7an270')
We note that the function ¢ — ¢ Cosht(t /2(;/2) is holomorphic on C\inZ, with simple

poles at (2Z + 1)im (zeroes of cosh(t/2)) and essential singularities at 2Zim (zeroes
of sinh(¢/2)). We shall need a more explicit quantitative expression for as; to obtain
a precise asymptotic result which could be compared to the estimate (5.2.21). The
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next lemma is proven in [37]; we provide a proof here for the convenience of the
reader.

Lemma 5.22. Let 7 > 0,0 > 0 be given and let as;(1,0) be given by (5.2.32). We

have
(5.2.34)
e—27r27' ™ 627r(t7——2atan(t/2)) -1 S]nh(t/Z) — sm(t/2)
_ dt
Reax(7,0) A7 {/0 ( sin(t/2) - sinh(¢/2) sin(¢/2) >
+ /7T 1 — Cos 27T(t7— — 20' tanh(t/Q))dt
0 sinh(¢/2)
B /+°° cos 27 (tT — 20 tanh(t/2))dt
- sinh(¢/2) '

Proof of Lemma 5.22. Let 0 < € < /2 < m < R be given. We consider the closed
path v g of C\inZ with index,_,(i7Z) =0,

(5.2.35) Yer = |6, RJU[R, R+ im| U[R +im, e+ in]
U {ir + eew}ozgz,ﬂp Uilr — €, €l U {eew}ﬁ/gzgzo,

and we have

— eQ’L'TI'(ZTftanS%) i
(5.2.36) f;ﬁ cosh(z/2) =

We note as well that

i p_ 20
£ 937 ] 621'”(27'*%) i ./ﬂ e2m((R+Zt)T_taﬂh(W))dt
. . p— Z — Z '
( ) I 7[{R7R+m] cosh(z/2) 0 COSh(%)
7T ) —R—it
— ieQiﬂRT/ 6_2wt76_4zﬂ01te*3*it - 2dt —
0 ez (14 e f-it)
so that
|]2‘ < 2671%/2 /ﬂ €4ﬂalm(ijz:g::z> dt
< —
0 |1 — e E|
and since
Im He—_R_it 1 (1+e )1 —e ) _ —2e Pgint .
1 — ¢~ R—it |1 _ efRfit|2 ‘1 . efR,itlg =Y
we get
2
5.2.38 L] < e_R/2—7r7 where I, is defined in (5.2.37).
1—e R
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Let us now check'?

. ; 10
0 e2i7T((i7T+6610)T72UCOth(#))

iee®dp

@2@)&:—/

1 160
)2 cosh %

. 10
0 62i7r (eew’r—&rtanh(%)

—on? .
= —e " T/ — - ice®df),
—n/2 7 sinh <

2

and since

) 10
24 <ee“97'720'tanh( Ee; )
€

— = tee” | < 2 max |-
isinh <~ |z|<m/2 sinh 2

5 sinh z
|eﬂ- 7-647w sup|z\§7r/4| cosh z | ,

the Lebesgue Dominated Convergence Theorem gives

(5.2.41) lim [y = —me 277

€—%0+

Defining now

10

/W/Q 622'7r(ee"97—720c0th(662 )
0

6619
cosh 5

(5.2.42) Is = iee’dp,

and noting that

0 1 —eet? 1 —eet? 1— —ee~ 10
47r01mcoth(€e ):47mIme:47mIm( e ) we )
2 — e—¢€e |1 — e—¢e 2
—eet? —ee 0 —ecosf( ,—iesinf i€ sin 6
e —e e (e —e )
=4nwoIm . = 4mo Im :
’1 _ 676619‘2 |1 . e,eeze|2
— 47_(_0_67@:089 Im (_’212) Sln(eisgl; 6) — _47_‘_0_67500&9 ’21SH1(€ 81?972) S 0’
— 6766 _ 6766
we get that
w/2 —2meT sin 6 2
|I6|§/ - ¢ dfe < e— r/ ,
o Minj<y/4 | cosh z| miny. <4 | cosh 2|
entailing
(5.2.43) lim Is = 0.
€—$0+
With
eZiﬂ'(sztanﬁ%) ;
5.2.44 I, = :
( ) ! 7[{,}3] cosh(z/2) :
we have from (5.2.32)
(5245) 51—1>I(I)l [1 = 4i7TCL21.
R—>+J<;o

1216t us note for future reference the standard formulas

(5.2.39) cosh(% +z) =isinhz, sinh(% + z) =icoshz, tanh(% + z) = coth z.
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We define now

€2i7r(z7—7tangé’z 737) m—e €2i“(if7—mf(%)
I = - dz = — dt
’ ie,i(ﬂ'—e)] COSh(Z/2> : /; COSh(Zt/2) ’

—4imo —4no

T—¢€ itan(t/2) T—¢€ tan(t/2)
. / e T / e Ty
. cos(t/2) . cos(t/2)
47o sin(s/2)

mT—E¢€ T Ian((w~—<)/0) T—€ -
. _ _ e tan((wfs)/2) o2 e cos(s/2)
_ —Z/ e 2m(m—s)T ds = —ie 2meT 6271'37' dS,
€ €

cos((m — s)/2) sin(s/2)

so that

T—€ —47o tan(s/2)
5.2.46 I, = —je 2" 2 s,
(5:2.46) s / “ Tan(s2)

We have also

o2 (T i) R 2 ((t4im)7 = i famyay)
5.2.47 I, = dz = — dt
(5.240) L 7{3] cosh(z/2) " / cosh((t 1 my2)

so that using Formulas (5.2.39), we get

R _2im(tr—20tanh(t/2))
Iy = —e 277 / ¢ dt,

Isinh(t/2)
and
R 227r(t7' 20tanh(t/2)) T—€ ot e—47ratan(t/2)

5.248) Is+ I = dt — Tt
( ) B+l = (/ sinh(t/2) /6 ‘ sin(t/2) )

T—€ 217r tT—2c0tanh(t/2)) e27r(t7—2crtan(t/2))

- / € gy,
. sinh(¢/2) sin(t/2)

R 2in(tT—20tanh(t/2))
- [ e}
From (5.2.36), (5.2.35), (5.2.37), (5.2.40), (5.2.42), (5.2.44), (5.2.46), (5.2.47), we
find that
L=~ — I3+ 1I5) — I, — I,

so that taking the limit of both sides'® when € — 0., R — 400 we get, thanks to
(5.2.45), (5.2.38), (5.2.48), (5.2.41), (5.2.43),

(5249) 4i7Ta21 =

w , 2in(tr—20tanh(t/2)) 2m(tT—20 tan(t/2)) 400 2im(tT—20tanh(t/2))
. —2n2r € € €
—ie / ( - — - > dt + / - dt
0 sinh(¢/2) sin(t/2) . sinh(¢/2)

—2727
+ me ,

B, I, I, Is, Is + I do have limits when € — 04, R — +00.
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implying that

az1 =
6727r27' ™ 62'L'7r(z‘,‘rf20’tanh(t/2)) 627r(1‘/r720'tan(t/2)) 400 e2i7r(t7'720tanh(t/2))
[ ety [,
47 0 sinh(¢/2) sin(t/2) . sinh(¢/2)
o 7’ —272r
4
that is
J, Yo m™ , 2m(tt—20 tan(t/2)) A1 (tT — 20tanh(t/2
(5:2.50) ay = / <e | ~ cos 2( T~ 20tan (t/ ))>dt
A Jo sin(t/2) sinh(¢/2)
e=2m'T /*OO cos 27 (tT — 20tanh(t/2)) it
dr ) sinh(¢/2)
e~ 2T /” sin 27 (t1 — 20tanh(t/2))d U _gr2n
47 ), sinh(t¢/2) 4
2T /+°° sin 27 (tT — 20tanh(t/2))
i : dt,
dr ) sinh(¢/2)
yielding
—2r27 w27 (tT—20 tan(t/2)) 9 (t — 20t h(t/?))
e e cos 2w (tT — 20tan
5.2.51) Reay = ( : - : )dt
( ) € az1 A7 /0 Sln(t/Q) Slnh(t/Q)
B e 2T /+°° cos 2m (i1 — 20tanh(t/2))dt
4 ) sinh(t/2) ’
completing the proof of Lemma 5.22. Il
Remark 5.23. Formula (5.2.50) also yields
) 2 T,
e sin 27 (tT — 20tanh(t/2))
I . — { dt
mdi2 1 a1 At /0 sinh(t/2) r
N /+°° sin 2 (tT — 20tanh(t/2))d }
- sinh(¢/2) ’

and since from (5.2.31), we have

1 1 [*sin(27rtr — 470 tanh(t/2))

5.2.52 = _ 4 dt
(5.2.52) R sinh(t/2) !
this gives

—om3T 1 672#27’

To complete the proof of Theorem 5.20, it will be enough, according to Lemma
5.11, to prove that, for 7 — +o00, |a2|*> > 1 — ay;. To achieve that, we note from
(5.2.53) that the imaginary part of a;5 is useless and we shall prove simply that

(Re a12)2 >1—aq.
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To get this we are going to use (5.2.21) and a precise asymptotic behavior for
(Reay,)” displayed in the next lemma and issued from the explicit formula (5.2.34).

Lemma 5.24. Let 7 > 1,0 > 0 be given and let as (T,0) be given by (5.2.32). We
have then

—2m2r

e 8TVTVe ]

8T 2w
Proof of the lemma. Since for t > 0 we have sinh(¢/2) — sin(¢/2) > 0, we get from
(5.2.34),

c ot R e—27r27— ™ e27r(t7——2crtan(t/2)) _ 1d +o0 1 p
2. > t — —at
(6255) Rean(r,0) = — { /0 sin(t/2) /,r sinh(t/2) }

(5254) Reagl(T, O') >

—2n2r m 27(tt—20 tan(t/2)) __ 1 —2n2r
e e e T
= dt — 1 th —).
A /0 sin(t/2) 2 n(coth )
Let us define
(5.2.56) w=2r1, Kk=2m0, v=r"2w? $,(s)=s—1 tans.
We have
t t
27 (t7 — 20 tan(t/2)) = 277 (t — 20° tan(t/2)) = 47r7(§ — v tan 5) = 2w, (t/2).
We have thus
—TTw /2 2wy (s) _ 1 —Tw
e e e T
(5.2.57) Reag (1,0) > o /0 P ds — o In(coth Z) :
~0.421908
Defining
—TTw /2 2wy (s) _ 1
e e
5.2.58 v(w) = — s,
( ) Yulw) 2m /0 sin s °

we can use (5.2.56), (5.2.57) and (9.5.22) to get whenever 7 > 0,
eg’rﬁﬁ<1 1 > Con?,

2m R > - =
TReax (T 0) 2 w2r  \2 41

so that for 7 > 1 we find

—om2r

6—87rﬁ\/5

(5.2.59) 2n Reagy (1,0) >

4dm?T
yielding the lemma. 0

We eventually go back to the proof of Theorem 5.20: let 0 > 0 be given. From
Lemma 5.24 and (5.2.21), we have for 7 > 1,

11— ay(7,0)| < 27t

R e STVTVe 1, e TtTVTVe 4T eSmVTVE
RS L G — R —
can(r,0) 2 83T 27 83T < e2m*T )
This entails that for 7 > 7y(0), we have
6_87(-\/;\/5
(5260) Re(lgl(T, O') >

— 16m3r
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and thus as; # 0 and

o 167V7VG

(5.2.61) lagy (o, 7) > > sz 11— ay(7,0)|,

where the last inequality above holds true (thanks to (5.2.21)) whenever
o 16mV7VE

—m27 _dwo
2e e’ < 86,2

which is indeed true for 7 > (o). As a result for 7 > max(40,4, (o), 71(0)), we
obtain that (5.2.61) is satisfied so that Remark 5.21 implies the result of Theorem
5.20, completing our proof. O

Remark 5.25. The functions 7(0), 71 (o) can be determined rather easily, the first

one by the condition
A2 relTVTVE

T > 710(0) = s

1
<_7
-2

whereas the second one should satisfy
T>T1(0) = 499 6,2 16mVTVT - omiT
5.3. Comments and further results.

5.3.1. Qualitative explanations on the various computations. We would like to go
back to our proofs that

(5.3.1) layo(T, J)|2 > |1 —an(ro)|, 7— o0,

which is our key argument via Lemma 5.11 and give a couple of qualitative expla-
nations which may enlighten the calculations. It is of course much simpler to begin
with the case o = 0: in that case, according to Proposition 5.13 and (5.1.18), we
have

(532)  1—an(n0) = / T o), 2p0(r) = / (mffﬁ) 2T g

=fo(t), fo € L (R)
holomorphic
on |[Imt| < 2.

so that 2py(7) = fO(T). We get thus readily that pg belongs to the Schwartz space,
as the Fourier transform of a function in the Schwartz space and this implies in
particular that 1 — a;;(7,0) has fast decay towards 0 when 7 — 400, as proven in
Proposition 5.13. We note also that (5.2.53) gives Im ay5(7,0)2 = e~ 7y, (1,0)2/4,
and since the limit of ay; is 1, we do not expect any help from the imaginary part
of a1z to proving (5.3.1). Turning our attention to Reajs in (5.1.30), we have,
0 sin (27t

(5.3.3) 4 Re ag (1,0) = /0 —colel(t/2))
which is the sine-Fourier transform of the function ¢t — H(t)sech(t/2) = go(t),
which has a singularity at ¢ = 0: as a consequence, thanks to Lemma 9.1, the

dt,

Fourier transform gy cannot be rapidly decreasing, cannot even belong to L'(R)
(that would imply that go is continuous). Moreover the sine-Fourier transform above
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is the Fourier transform of the odd part of go, goaqa(t) = sech(t/2) sign ¢, which is also
singular at 0, thus goqq cannot be rapidly decreasing and is an odd function, which is
enough to prove, without more calculations, that (5.3.1) holds true. In Section 5.1,
we used a more explicit argument, with providing an equivalent of (5.3.3) equal to
1/(277) near +o00. Summing-up, (5.3.1) in the case o = 0 follows from the existence
of a singularity of the function gy above, which is discontinuous at 0.

Let us now take a look at the case ¢ > 0, which turns out to be more computa-
tionally involved. We have from (5.2.32)

(5.3.4) Amiag (1,0) = / H (t) sech(t/2)et4mo cotht/2) o2imtr gy — o= (1),
R

(5.3.5) o (t) = H(t) sech(t/2)e 7o coth(t/2)

The single discontinuity at ¢t = 0 of g, when o > 0 is much wilder than for ¢ = 0: in
the latter case, we had only a jump discontinuity with different limits on both sides,
whereas when o > 0, we have an essential discontinuity with an oscillatory behaviour
in (—1,+1) when ¢t — 0, for the real and imaginary parts of a;5. However, g, belongs
to all LP(R), p € [1, +o0], so that its Fourier transform belongs to LP(R), p € [2, +00]:
we expect then that both sides of (5.3.1) have limit 0 for 7 — 400 and we must
prove that 1 — ay; decays much faster than a;5. Looking at a slightly simplified
model and using the notations (5.2.56), we define for w,v positive, a function «

presumably close to 47mias;, given by

2 V2

+o0
(5.3.6) a(w,v)= / e20m () sech(s)ds,  p,(s) =5 — —, p(s) =1+ —-
0 s s

Trying our hand with the stationary phase method, we look at
OZ(W, 7/) = _/ it {6120,;,;,1,(5)} sec (S) ds
2iw Jo ds 0 (s)
L[ d i s? sech(s)
[ 2w (s)) 2 20 g
ds e J S22
_ L +oo ei?wuu(s)i M
2w Jo ds | s2+2 [

since the boundary term vanishes. Iterating that computation shows that a(w,v) =

2w Jo

Oy(w™) for all N when w — +00, meaning that the information of fast decay for
1 — ay; will not suffice to get (5.3.1). Also, it is worth noticing that no fast decay of
the function o occurs when w — —o0, otherwise Lemma 9.1 would give smoothness
for the function s + e=2%/s H(s)sech s: in fact we see also that for o > 0, 7 = —\,
A > 0, we have

+oo
Oidy, (_)\, O') _ / SGCh(S)@iMﬂ-U Coth(s)ef4i7rs)\d87
0

and the phase function is fi(s) = —4im(sA 4 o coth(s)) and we have

i{s)\—i-acoth(s)} —\— o(1 — tanh’ s) _ A+ 0) tanh’s — o
dS 9

tanh?® s tanh? s
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which does vanish at tanhs = o/(A + ). As a result we could say that, for o > 0,
the C*° wave-front-set (see e.g. Section 8.1 in [16]) of the function g, is reduced to
{0} x (—00,0). It turns out that we can show that the Gevrey-2 wave-front-set of g,
is {0} x R*, and it is expressed via the lowerbound estimate (5.2.54); the route that
we took for proving this was an explicit calculation of Reas, following the paper
[37]. Finally the upper bound (5.2.21) can be improved as

(5.3.7) 11— a11(7,0)| < Cpee 92T ¢ >0,

te4i7ro' tanh( L)
sinh(¢/2)

with a radius of convergence on the real line bounded below by 7 (cf. Proposition
9.2).

and is expressing the fact the the function ¢ — is analytic on the real line,

5.3.2. More results and examples: (P balls, corners. For a, ¢ like in Corollary 5.15,
defining

a a a
QP - {<x7€) € R27 ’.%' - 5’1) + |€ - E‘p < (5)7’}7
since W(¢o, ¢o) € -7 (R?), we get
Jlim j [ W0, d0) (@, €)dads = [ Wigo, 60)(x, )dwde > |60z,
0.2
proving that the spectrum of Op,,(1q,) intersects (1, 4o00) for p large enough, show-

ing that a counterexample to Flandrin’s conjecture can be a convex analytic open
bounded set. Moreover, defining

Qo = {(2,€) € R, |2| + [¢] < a/V2},

we note that @), is obtained by rotation and translation of [0, a]? so that we can find
¢1 in the Schwartz space such that

jj W(¢r, ¢1)(x, §)dzd > | H%Q(R)
Qa

Since we have

lim [ W(61.01) (e, ) dard = jjwmm (2, &)dzde > 61]I72w),

\xl”+\£|”<(a/\f)
we get that for p — 1 small enough we have
(5.3.8) fj W(¢1, ¢1)(x, §)dxdé > ||¢1||%2(R)7
|z|P+I€[P<(a/V2)P

proving that (7 balls are counterexamples to Flandrin’s conjecture for p — 1 or 1/p
small enough.

Convez affine cones with aperture strictly less than 7 of R? are translations and
rotations of

(5.3.9) Xy, = {(z,€) € R*\(R_x{0}), arg(z+i€) € (0,6)}, for some 6y € (0, 7).

The vertex of ¥y, and its rotations is defined as 0 and the vertex of the translation of
vector Tj of Xy, is defined as 7. We note that all convex affine cones with aperture
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strictly less than 7 are symplectically equivalent in R?, since ¥4, is symplectically
equivalent to (the interior of) the quarter plane X5 indeed let 6, be in (0, m); the
symplectic matrix My, defined by

1 —cotané
My, = (0 colan 0) 7

. Iy (1 cospy ([ O .
is such that Mpy, (0) = (O) . My, <sin 00> = <sin 00) , proving that

My, g, = X /2.
The next result follows from Theorem 1.3 in || and shows that many counterexam-

ples to Flandrin’s conjecture can be be obtained.

Theorem 5.26. Let K be a subset of the closure of a convex affine cone with aperture
strictly less than m and vertex Xy such that K contains a neighborhood of the vertex
in the cone'*. Then there exists A > 0 such that, with

Ky = Xo + MK — Xo),
there exists ¢ € .7 (R) such that

(5.3.10) [ (e, )@, )dwde > (6] 5
K

N.B. Note that (5.3.10) implies that ¢ is not the zero function. Also, taking K
convex produces another counterexample to Flandrin’s conjecture since K, will be
then convex, but we do not need that assumption to proving the result.

Proof. There is no loss of generality at assuming X, = 0 and
[0,p0]2 C K C iﬂ-/g, Po > 0.
Using Corollary 5.15, we find ¢y € #(R) (so that W(¢o, o) € #(R?)) such that

lim [ W(eo, ¢0) (. §)dwds = [[ W(do, 60)(w,)dzde > 6ol 72z,
K

A—+00
ZW/Q

implying for )\ large enough that JIK)\ W(go, ¢o)(z, &)dads > H(bOH%Q(R), which is the
sought result. O

5.4. Numerics.

Definition 5.27. Let 0 > 0 be given. With the 2 x 2 Hermitian matriz M, given
by (5.2.31), we define for T € R,

(5.4.1) Ap(1,0) = % (au(T, U)—I—\/CL%(T, o) + 4|ays(T, 0)|2) ,

1

(5.4.2) A (ro) =5 (an(@ 0)—/a(7,0) + das(r, 0)|2> .

14\We shall say that the set K has a corner.
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Remark 5.28. According to (5.2.53), we have

543)  Aulro) = 5 (n(r o)+ ab(r0) (1 e 7) + dlRean(r o)),
(5.4.4) A (1,0) = % (&11(7', o) — \/CL%I(T, o)(1+ e *7) + 4(Re ara (7, 0))2) :

so that the knowledge of a;1 and Re ayo suffices for expressing M.
An immediate consequence of Theorem 5.20 is

Theorem 5.29. Let o > 0 be given and let A, be the self-adjoint operator bounded
in L*(R) defined in Theorem 5.20. With the notations of Definition 5.27, we have

(5.4.5) M, = sup{spectrum(A,)} = sup Ay (7,0),
TER

(5.4.6) m, = inf{spectrum(A4,)} = inﬂf@ A_(1,0).
TE

Moreover for all o > 0 we have
(5.4.7) me <0 <1< M,.

5.4.1. The quarter-plane: ¢ = 0. Of course, as shown by the respective calculations
of Sections 5.1 and 5.2, the case ¢ = 0, dealing with the quarter-plane is much
simpler than the cases where ¢ > 0. Nonetheless we know explicitly a spectral
decomposition of the operator with Weyl symbol H (z)H (&) from Theorem 5.19, but
we can calculate without difficulty numerical expressions of My, my as defined in
(5.4.5), (5.4.6).

Proposition 5.30. We have from (9.5.37), (5.2.33),

1 1
CLH(T, O) = Re Cl12<7', O) = E

“+o00
= in(27t h(t/2)dt
e | sinertr) ettt/

and we can use these formulas and (5.4.3), (5.4.4), (5.4.5), (5.4.6) to calculate nu-
merically

(5.4.8) My~ 1.00767997007003, (A,(7,0) at T ~ 0.138815397930141),
mo ~ —0.155939843191243,  (A_(7,0) at 7 ~ —0.0566304954736227).

5.4.2. On hyperbolic regions. We want now to tackle the case ¢ > 0. In order to
use the expressions (9.5.37), (5.2.34) respectively for a;; and ajs, we need first to
evaluate the residue term in (9.5.37). The mapping z +— tanh z is a biholomorphism
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A4 (7,0)

FIGURE 6. The function 7 +— A, (7,0) near its maximum, well above 1.

A+(7,0)

A(7,0)

-02

FIGURE 7. The functions 7 +— A, (7,0), A_(7,0).

of neighborhoods of 0 in the complex plane, so that we have for z near the origin,

(54.10) ¢ =tanhz, d¢ = (1—(?)dz, == arcth( = %m (ﬂ) ,

1-¢
Md _ (1+C)iw o~ 2% 2 d¢
cosh 2 1—¢ (u)l/ g (5)1/2 (1-¢)
1-¢ 1+¢
(5.4.11) — (1 + C)—%H’w(l o C)_%_iwe_%%dg,

so that

e2iwz—2mcothz . . i
(5.4.12) Res (W’ 0) = Res ((1 + )21 — ()T e e 0) :
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Proposition 5.31. Let 0 > 0 be given. Then for any T € R, with the notations
w =277, k = 270, we have, for any p € (0, 1),

1
(5-413) an(r,0) = ;=
_ 2ike” %

e P i _ 1+ pe\\ e~ 7 e
— 1 L ( . ) do
+ 1+ e 2 27 o /_7r P <Zw 08 1 — pet ) V1 — p2e2i®

oW {2 /'71'/2 e(swff-etans) SiIlh(Sw — ktan 3)
0

4.14 —
(5 ) Re a21 (7', O') or S s
+ In(coth Z) o /W/Q sin?(sw - rtanh s) s /+°° cos 2(sw'— K tanh s) as\.
4 0 sinh s /2 sinh s
(5.4.15) Imaiz(7,0) = ¢ 5 a1 (7,0).

Proof. Formula (5.4.13) follows from (5.4.12) and (9.5.37) whereas (5.4.14) is (5.2.34)
after a change of variable t = 2s, where the second integral term inside the brackets
is evaluated (cf. Lemma 9.14); Formula (5.4.15) is a reminder of (5.2.53). O

N.B. Our choice for p in the numerical calculations of (5.4.13) is p = 3/4, which
is a good compromise between using a value of p clearly away from 1 (to avoid
singularities coming from small denominators in the Log term) and minimize the
oscillations and size coming from the term exp(—2ixp~te~); note that the modulus
of the latter is
exp(—2kp~*sinf),

which is a smooth function of p (flat at 0) when 6 € [0, 7], but is unbounded for
p — 0, when § € (—m,0). There is no surprise here since although the residue
does not depend on the choice of p € (0, 1), we cannot get the value of that residue
by letting p go to 0 because of the part of the path in the lower half-plane. The
argument of exp(—2irkp~te ™) is —2kp~! cos# and taking p too small would be de-
vastating for the calculations because of the strong oscillations triggered by the term

exp(—2ikp ! cosf) all over the circle. Of course for the evaluation of Log(i’ﬁ ng) is
easier for p small, but we have to take into account the constraints in that direction

mentioned above.

Remark 5.32. It seems easier numerically for the evaluation of ay; to use (5.4.13)
rather than any other expression (see e.g. Lemma 5.18, (5.2.31), (9.5.23)). However
the following formula could be interesting, theoretically and numerically: recalling

that sinca = 322 we have from (5.2.31)
1 2w [T
(5.4.16) ay(r,0) ==+ — sinc(2ws) — cos(2k tanh s)ds
2 7 J sinh s
2 oo
_ sinc(2ks) cos(2ws)ds,

T Jo cosh s
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but it turns out that numerical calculations involving (5.4.16) seem to be less reliable
than the methods using (5.4.13).

We can also take a look at the following curves.

100}
0.98}
096}
0.94
092}

0.90

T

| L L L | L L L | L L L |

0.4 0.6 0.8 1.0

FIGURE 8. Functions A\ (7,x/27) with k = 1,2, 3: their maxima are
strictly greater than 1.

Remark 5.33. In the above figure, in order to put the three curves on the same
picture, we have used three different logarithmic scales on the vertical axis, namely
we have drawn

T— 1+ Log()\+(7, O'j)), 1<j<3,0;=7/2m a1 =20, =100, a3 = 500.
Of course we have
1+ a;Log(Ai(7,07)) > 1 <= Log(A(7,0;)) > 0 <= A (7,0;) > 1,

so that the piece of curves in Figure 8 which are above 1 are indeed corresponding
to curves of 7 — Ay (7, 0;) which go strictly above the threshold 1. We have also

max A\, (7,01) =~ 1 +55x107°  at 7 ~ 0.402030,
max Ay (7,02) ~ 1 +8x107°  at 7~ 0.613262,
max Ay (7,03) =~ 1 +107°  at 7~ 0.854746.

We are glad to have a theoretical proof of Theorem 5.20 since the numerical analysis
of cases where o is large, say larger than 10, seem to be very difficult to achieve,
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at least through a standard use of Mathematica. The reason for that is quite clear
since using our Lemma 5.11, we did study the function £ defined by

(5.4.17) 5(7', 0) = |CL12(7', 0)|2 + all(T; U) -1,

and proved that for each ¢ > 0 there exists Ty(o) such that for all 7 > Ty(o) we
have (7,0) > 0 and aj2(7,0) # 0. Thanks to Lemma 5.18 and (5.2.60) we knew
that for 7 > Ty(o), we had

e~ 16m/T\/o
281612

where the second inequality < is in fact comparing for o fixed two exponential

1 —an| < 26Tt < (Reay)? < |ap)?,

decays. The numerical analysis of that inequality is certainly quite difficult when
o and 7 are large since both sides are converging to zero quite fast for ¢ fixed and
T — +00; of course taking the logarithm of both sides looks quite reasonable, but
in practice does not seem really easy numerically. When o = 0, the situation is
much better, since we had to compare (cf. Subsection 5.3.1) an exponential decay
11— ay1| < 2e7™7 to a polynomial decay

|Rea12|2~ T — 400,

and this could be an a posteriori explanation for which our numerical argument in []
worked smoothly to disprove Flandrin’s conjecture. So to pick-up the quarter-plane
((5.0.1) with ¢ = 0) to produce a counterexample to that conjecture was indeed
a very wise choice: if you choose instead C, for o large, our Theorem 5.20 shows
that it is also a counterexample to Flandrin’s conjecture'®, but we have a theoretical
proof for that Theorem and if we were depending on a numerical analysis, it is quite
likely that checking numerically the positivity of the function £ defined in (5.4.17)
could be rather difficult, even say for o = 10.

6. UNBOUNDEDNESS IS BAIRE GENERIC

In this section we show that for plenty of subsets £ of the phase space R?*", the
operator Op,, (1z) is not bounded on L*(R™).

6.1. Preliminaries.

Lemma 6.1. Let u,v € L*(R") and let W(u,u), W(v,v), be their Wigner distribu-
tions. Then we have

HW(U, U) - W(U’U)HLQ(RQTL) < HU - UHLQ(R”)(HUHLQ(R”) + HUHLQ(R"))'

As a consequence if a sequence (uy) is converging in L*(R"), then the sequence
(W(ug,ur)) converges in L*(R®*™) towards W(u,u).

15As a convex subset of the plane on which the integral of the Wigner distribution of some
normalized pulse is > 1.
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Proof. We have by sesquilinearity
W(u,u) — W(v,v) = W(u —v,u) + W(v,u —v),
so that
W, 1) = Wi, 0) 2y < WG~ 0,0) | agan) + W (@, 1~ )] aggen
; [ — vl 2@y (1]l L2y + [[0] 2Ry )
proving the lemma. 0

Lemma 6.2. Let (ug) be a converging sequence in L*(R™) with limit u. Let us
assume that there exists Cy > 0 such that

(6.1.1) Vk € N, ﬁ W, up) (z, &) |dadé < C.
Then we have [[ [W(u,u)(z,§)|dzd < Cy.
Proof. Let R > 0 be given. We check

(W (u, u)(w, &) = Wk, ur) (2, §)|dadg

|| +[¢[2<R?
< | We—ww@Oldeds+ [ Wk, u— ) (@, €)|dadg
2> +¢[2<R? |z|2+[¢[2<R?

< VB> R (| W(u — wg, w) || p2(reny + W (uk, w — wg) || 2 (geny)
= V/[B| B2 Ju — wgl| 2y (|ull p2ny + sl p2@n))

and thus
[ Wweoldeds < [ Wlopu)(w.6)|drde
|z|2+]€|2< R2 ||24|€]2< R2

+ /B2 B2 — g || 2y ([[l| L2y + [kl 22 ey )
< G+ /B = el gy (Il + el e,

implying for all R > 0,
[ W)@, ¢)ldede < Co,

|z[2+[¢[?<R?
and thus the sought result. 0

6.2. An explicit construction. We just calculate W (v, vg) for
(6.2.1) vo = 1-1/2,1/2)-

Remark 6.3. When u is supported in a closed convex set J, we have in the integral
(1.1.6) defining W, x + 5 € J = x € J, so that supp W(u,u) C J x R".

We have
W(vg, vo)(x,&) = ez,

—1/2<z+2/2<1/2
—1/2<z—2/2<1/2
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and the integration domain is
—min(l — 22,1+ 22) = max(—1 — 2z,2x — 1) < z < min(1 — 22,1 + 2x),

which is empty unless 1 — 2x,1 + 22 > 0 ie. z € [-1/2,41/2], and moreover we
have the equivalence

1-22<142r<=22>0,

so that
1—2x ) 14+2x )
(6.2.2) W(vg,vp)(z,€) = H(x)/ ey + H(—m)/ ey
—(1-2z) —(1+22)
621‘775(1721) _ 672i7r§(1721) 62i7r£(1+2x) _ 672i7r£(1+2x)
—H H(-
(z) 2int + H(=z) e
sin(27&(1 — 2x)) sin(2m&(1 + 2x))
=1 1_ .
0.1/2)(%) e + 1120) s

More generally for a, b, w real numbers with a < b and
(623) ua,b,w(x) = (b — a>_1/21[a,b] <$)e2iﬂwm7

we have

(624) W(“a,b,wa ua,b,w)(x, f)
(1,05 () sin[d (€ — w) (2 — a)] + Lap yy (@) sinfdr (€ — w) (b — z)])
(b—a)m(§ —w) ’

We check now, using (6.2.2), for N > 0,

Nlsin(27é(1 — 2
jjﬂ/\/ vo, Vo) (, &) |dxdE >/ sin 7r£( x))‘dfdx
0<z<1/4
N27r(1 21)
/ / sinn dnda
0<z<1/4 J0O

sinmn
™

dn,

N 1 Nm
e
0<z<1/4 J0 4 0

(6.2.5) {] (o, vo) (, )| ddg = +o0.

so that

Proposition 6.4. Let a,b,w be real numbers with a < b and let us define uqyp by
(6.2.3). Then we have

(6.2.6) [ Wb ) (@, )] dadé = +oo.
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N.B. Since uqp, is a normalized L*(R) function, we also have from (1.1.7), (1.1.11)

that the real-valued W (g p o, Uap) does satisfy

/ i [ 1 [ W st €106 o

= Hua,b,w”%Q(R) =1,
jj W(ua,b,wa ua,b,w>(x7 f)QdJ;dg - ||ua,b,wl|i2(R) =1L

We shall see in the next sections that most of the time in the Baire Category sense,
we have for uw € L*(R™), [[ |W(u,u)(z,&)|dzd = +o0.

/ W(ua,b,wa ua,b,w)(:m £)d$

Proof. The proof is already given above for vy = u_y/,1/2,0. Moreover we have with
1 b+a
= 7 6 = 57 I\
b—a 2(a —b)
the formula vy(y) = e*Qi”W(y*ﬁ)a_lumb,w((y — B)ofl)ofl/Q, so that ugyp., = Muy,
where M is an affine metaplectic transformation (cf. Section 1.2.1) and the covari-
ance property (1.2.33) shows that the already proven (6.2.5) implies (6.2.6). O

«

6.3. Most pulses give rise to non-integrable Wigner distribution. In the
sequel, n is an integer > 1.

Lemma 6.5. Let us define
(6.3.1) ® = {u e L*(R"), lu(z)|dx < +oo}.

R
Then ® is an F, of L*(R™) with empty interior.
Proof. We have & = Uyeny®y with
Oy ={uec L*R"), | |u(z)|dz < N}.
Rn

The set @y is a closed subset of L?(R™) since if (uy,)x>1 is a sequence in @y which
converges in L?(R") with limit u, we get for R > 0,

/ u(z)|dz g/ u(z) —uk(x)|dx—i—/ g ()| dz
lz|<R lz|<R lz|<R
< Jlu — wel| 2@y (|B"[R™)Y? + N,

implying meR |u(z)|dx < N and this for any R, so that we obtain u € ®x. The set
®y is also symmetric and convex; as a result if the interior of &5 were not empty,
0 would be an interior point of ® 5 so that there would exist p > 0 such that

[ull 2@y < p = g |u(z)|dz < N,

and thus for any non-zero u € L?(R"), we would have

: |u(:v)|da:||u||;21(Rn)p <N and thus |ul|piey < No~Hul|2n),
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implying as well L2(R") C L'(R™) which is untrue'® proving that the interior of ®y
is actually empty. Now the Baire Category Theorem implies that the F, set ® is a
subset of L?(R"™) with empty interior. O

Lemma 6.6. Let us define
F={ue L2®), [[ [Wu)(,¢)deds < +o0}.
R xR™

Then F is an F, of L*(R™) with empty interior, thus F is a set of first category.

Proof. We have F = UnenFy with
(6.3.2) Fy={ue I2®"), [[ [W(uu)(¢)deds < N},
R7 xR"™

The set Fy is a closed subset of L?(R™) since if (uy)x>1 is a sequence in Fy which
converges in L?(R") with limit u, we have

VEk > 1, H (up, wy) (z, £)|dzde < N,
R7 xR"™
so that we may apply Lemma 6.2 with Cy = N, and readily get that u belongs to
Fy. We have obtained that F is an F), subset of L?(R"), but we have not yet proven

that F has an empty interior. For that purpose, we shall use the Reconstruction
Formula (1.1.10) and note that, in a weak sense, we have

u(zx + g)ﬂ(x — g) = /W(u, u)(x, €)™ d,

so that

alaa) = [ W) (P52 e,

entailing
xl%-$2

) lue)] < [ W) (P2 )l
and for ¢, 1 compactly supported with |¢| bounded above by 1, we have
{[ el fut@o)lfu(ws)llo(ws)|dzides
< [ w0 (2, (o)l ded iy
=2 [ W(u, w)(@, &)ldedz ol o1 .

so that

(6.3.3) [ud|| 1@y [utbol| 1@y < 2" W (u, w)| L2 @en) |00l L2 mn)-

Let us then assume that v € F, u # 0 and let us choose a compact set K, such
that [[uthl|z1@ry > 0, Y9 = 1g, (Note that ||ut)g||p1mny < 400 since v and vy both

16We have (1 + |z|)~*2 e L2(R™)\L'(R"™).
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belong to L*(R™)). For R > 0, we choose ¢g = 1,<r} so that we get from (6.3.3)
that for any R > 0,
[ugrll L nl[utholl Ly < 2%V (w, w)l r ey [ 2ol| L1 ),
and thus
[l 2 ey lutbo | L eny < 27 W, w) || eomy lldol| 1 e,
so that u € @ (given by (6.3.1)), proving the inclusion

F C o,
and since ® has an empty interior, the interior of F is empty as well. O
Theorem 6.7. Defining
(6.3.4) G=F = {uc IX®"), [[ [W(u)(,¢)dvds = +oo},
R xR

we obtain that the set G is a dense Gs subset of L*(R").

Proof. 1t follows immediately from Lemma 6.6 and formula {A}C = A¢, yielding for
Fy defined in (6.3.2), L*(R") = {interior(UnFy)}* = MnFg- O

6.4. Consequences on integrals of the Wigner distribution.

Lemma 6.8. Let G be defined in (6.3.4) and let w € G. Then the positive and
negative part of the real-valued W(u,u) are such that

(6.4.1) ff W(u, u)y(z,€)deds = jf W(u,u)_(z,&)dxdé = +o0.
Proof. For h € (0,1], we define the symbol
(6.4.2) a(z, &, h) = e M),

and we see that it is a semi-classical symbol in the sense (1.2.57). Let us start a
reductio ad absurdum and assume that [[ W(u,u)_(z,§)dzd§ < +oo, (which implies
since u € G, [[ W(u,u)(x,§)drdl = +00). We note that

(Op, (a(w, & h)u, w)raeny = [ ala, & h) Wiu, u)(w, €) dde,

€L2(R27)  €L2(R2n)

and thanks to Theorem 1.14 we have also

sup |[(Opy(a(z,¢, h))uauﬁz(R”)‘ < UnHUH%Z(Rn),
he(0,1]

so that

ff e—h(m2+§2)w<u7u)<x’§)dxd§+JI e—h(x2+£2)w(u7u)_(x7§)dxd§
= [[ e W, 1) (a, €)dad,
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and thus with 6, € [—1,1], we have
(643) Onollull3aqn + [[ e HOW(u,0) (2, ) dudg
= jj e PN (0, w) , (x, €)dade.
Choosing h = 1/m, m € N*, we note that
e T W, u) 4 (7,€) < e EFOW (0, ) (2, ).
From the Beppo-Levi Theorem (see e.g. Theorem 1.6.1 in [22]) we get that
lim ff W (0 4 (x, €)dudE = IJW u,u) 4 (z,&)drdé = 400,

m—r—+00

However the left-hand-side of (6.4.3) is bounded above by
OullulZany + [ Wi, u) (. €)dnde,  which is finite,
triggering a contradiction. We may now study the case where
ij(u, u)y (2, §)drde < 00, fj W(u,u)_(z,€)dxdé = +o0.

The identity (6.4.3) still holds true with a left-hand-side going to 400 when h goes to
0 whereas the right-hand side is bounded. This concludes the proof of the lemma. [J

N.B. A shorter heuristic argument would be that the identity [[ W(u,u)(x, §)dzdé =
||u||i2(Rn) and [[ (W (u,u)(x,§)|dzdé = 400 should imply the lemma, but the for-
mer integral is not absolutely converging, so that argument fails to be completely
convincing since we need to give a meaning to the first integral in this N.B.

Theorem 6.9. Defining G by (6.3.4) we find that the set G is a dense Gs set in
L*(R™) and for allu € G, we have'”

(6.4.4) jj W, u)4 (2, £)dede = ﬂ W(u, u)_(z, €)dzde = +oo,
Defining'®

(6.4.5) Ei(u) = {(z,¢) € R*", +W(u,u)(z,€) > 0},
we have for all u € G,
(6.4.6) j W(u, u)(z,€)drds = too,

E4(u)

and both sets Ey(u) are open subsets of R*™ with infinite Lebesque measure.

Proof. The first statements follow from Theorem 6.7 and Lemma 6.8. As far as
(6.4.6) is concerned, we note that W(u,u) > 0 (resp. < 0) on E,(u) (resp. E_(u)),
so that Theorem 6.7 implies (6.4.6). Moreover E. (u) are open subsets of R?*" since,
thanks to Theorem 1.10, the function W(u, u) is continuous; also, both subsets have
infinite Lebesgue measure from (6.4.4) since W(u, u) belongs to L?(R?"). O

1"Note that W(u, u) is real-valued.
18 Thanks to Theorem 1.10, the function W(u,u) is a continuous function, so it makes sense to
consider its pointwise values.
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Remark 6.10. As a consequence of the previous theorem, we could say that for
any generic u in L?(R") (i.e. any u € G), we can find open sets E,, E_ such that
the real-valued W (u,u) is positive on F. and

ff W(u, u)(x,§)dxdé = +o0.

We shall see in the next section some results on polygons in the plane and for
instance, we shall be able to prove that there exists a “universal number” p3 > 1
such that for any triangle!” 7 in the plane, we have

(6.4.7) Vue P(R), [ Wiu,u)(e,O)duds < pif ullf.
T

Note in particular that we will show that (6.4.7) holds true regardless of the area of
the triangle (which could be infinite according to our definition of a triangle in our
footnote 19). Although that type of result may look pretty weak, it gets enhanced
by Theorem 6.9 which proves that no triangle in the plane could be a set E(u) (cf.
(6.4.5)) for a generic u in L*(R).

7. CONVEX POLYGONS OF THE PLANE

7.1. Convex Cones. We have seen in Proposition 5.30 and Theorem 5.20 that the
self-adjoint bounded operator with Weyl symbol H(z)H (£) does satisfy

(7.1.1)  py =mo = Amin (Opy (H(2)H(E))) < Opy,(H(x)H())
< Ainax (OPy (H (2) H(€))) = Mo = pi3,

(7.1.2) 113, 13 ] = spectrum (Op,, (H (x)H (£))),
with
(7.1.3) ty =~ —0.155939843191243, py =~ 1.00767997007003.

This result is true as well for the characteristic function of any convex cone (which
is not a half-plane nor the full plane) in the plane since we can map it to the quarter
plane by a transformation in S1(2,R) = Sp(1,R). On the other hand a concave cone
is the complement of a convex cone and the diagonalization offered by Theorem 5.19
proves that the spectrum of the Weyl quantization of the indicatrix of a concave
cone is

1 — Spectrum (Op, (H(xz)H(£))) -

We may sum-up the situation by the following theorem.

Theorem 7.1. Let ¥y be a convex cone in R* with aperture 6 € [0,2x] (cf. (5.3.9))
and let Ay be the self-adjoint bounded operator with the indicatriz function of 3¢ as
a Weyl symbol.

19%We define a triangle as the intersection of three half-planes, which includes of course the convex
envelope of three points, but also the set with infinite area {(z,£) € R%, 2 > 0, > 0,2 + & > A}
for some A > 0.
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(1) If 0 = 0, we have Ay = 0.

(2) If 0 € (0,7), the operator Ay is unitarily equivalent to Opy,(H (x)H (§)), thus
with spectrum [uy , pug | with py < 0 <1< pg as given in Theorem 5.20.

(3) If 0 = w, X, is a half-space and A, is a proper orthogonal projection, thus
with spectrum {0, 1}.

(4) If0 € (m,2m), Xq is a concave cone and the operator Ay is unitarily equivalent
to Id —Op,, (H(x)H (£)), thus with spectrum [1 — pu3, 1 — py].*°

(5) If 0 = 27, we have Ay, = 1d.

Remark 7.2. [t is only in the trivial cases 0 € {0,7,2m} that Ay is an orthogonal
projection. These cases are also characterized (among cones) by the fact that the
spectrum of Ay is included in [0, 1].

Remark 7.3. It is interesting to remark that all operators Ay for 6 € (0,7) are
unitarily equivalent and thus with constant spectrum [, , u3] as given in Theorem
5.20. Nevertheless the sequence (Ag)o<g<r is weakly converging to the orthogonal
projection A, whose spectrum is {0, 1}: indeed for ¢ € ./(R), ¥ € .#(R), we have

(Ao, V) 12(m) = j W(é, ¥)(x, €)dude,
' (R?)

and thus the Lebesgue Dominated Convergence Theorem implies that
(7.1.4) eligl, (Ao, V) 12r) = (A=, V) L2(w)

On the other hand for u,v € L*(R) and sequences (¢)x>1, (¥r)r>1 in 7 (R) with
respective limits u,v in L?(R), we have

(Agu, v) 2y = (Aa(u — @r), V) 2wy + (Asdk, v — Vi) L2y + (AgPr, Vi) L2(m)
so that

(Agu, v) 2y — (A, V) r2(m)
= (Ag(u — dr), v) 2m) + (Ao, v — Vi) 2wy + (Aodr, Vi) 2 (),
— (Ar(u = ¢r), V) 2R) — (A Pk, v — Vi) 12) — (Anr, Vi) L2(w),
implying
|(Agu, v) 2wy — (Artt; v) r2w) |
< (3 + D(llu = dullz@llvll 2y + lv = Vel 2w |96l 2 (w))
+ | (Aodr, Vi) 2wy — (A, Vi) 2wy,
and thus, using (7.1.4), we get

lim sup | (Agu, v) 2@y — (AU, V) L2(m)]

9~>O+

< (3 + D) ([l = drll 2@ llvll 2w + 1o = Vil 2@ 1ol 2wy ) -

2036 that we have in particular, from (2), the inequalities 1 — pf <0 <1 <1— p;.
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Taking now the infimum with respect to k of the right-hand-side in the above in-
equality, we obtain indeed the weak convergence

(7.1.5) lim (Agu, v)r2m) = (Artt, V) r2(R)-

9—>0+

Of course we cannot have strong convergence of the bounded self-adjoint 4y towards
(the bounded self-adjoint) A, because of their respective spectra and the same lines
can be written on the weak limit 0 when 6 — 0, of A,.

7.2. Triangles. We may consider general “triangles” in the plane that we define as

(7.2.1) o ={(2,6) e R? Lj(x,8) > ¢j,j € {1,2,3}},

c; are real numbers and L; are linear forms. To avoid degenerate situations, we shall
assume that

(7.2.2) forj#k, dLjndL,#0, [T, 72%,1>0 and T/ 727 isnot a cone.

Note that this includes standard triangles (convex envelope of three non-colinear
points) but also sets with infinite area such as

(72.3) {(z,6) € R* 2z >0,6>0,2+&> A}, where ) is a positive parameter.
Without loss of generality, we may assume that Ly (z,&) — ¢; = x, Lo(z,£) — ca =&,
so that

Ce ={(x,8) eR* x> 0,6 >0,az + b > v},

where a,b, A are real parameters with a # 0,b # 0 from the assumption (7.2.2);

using the symplectic mapping (z,§) — (ux,&/pn) with u = +/|b/a|, we see that the
condition ax + b > v becomes

x+€& > v,
zrsigna + Esignb > A =v/y/|ab] i.e B
_x+£ Zl/,
—x—& >0

The first case requires 7 > 0 and the other cases 7 < 0. The only case with finite
area is the fourth case

(7.2.4) Tax={(z,6) e R? 2 >0, > 0,2+£ < A} triangle with area A?/2, A > 0.
The second case is

(7.2.5) Tor={(2,6) ERY2>0,£> 0,2 — &> =2}, A>0,

The third case is

(7.2.6) T ={(2,&) €eR* 2 >0,6 >0, —x> -2}, A>0,

and the first case is

(7.2.7) Tin={@8 eR*x>0,(>0,64+2> A}, A>0.
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Proposition 7.4. Let Ty, be a triangle with finite non-zero area in the plane given
by (7.2.4), where X is a positive parameter. Then the operator Op (17, ) is unitarily
equivalent to the operator with kernel

T+ y) sin(m(z — y) (A — Z£2))
2 (x —y) '
The operator Op,, (17, ) is self-adjoint and bounded on L*(R) so that

(7.2.8) Fan(z,y) = Lo (

1 _
(7.2.9) 100, (L7 ey < 5 (45 /14 052) =

where uy is given in (7.1.1).

Proof. The kernel kg of Op, (17,,) is such that

_z+y

T+ 2 im(T—
bualon) = Loy (T3 ) [T e eag
0

v (XimE—n) (=55 1)
2 2im(x —y)
O 22 4y sin(r(z —y) (A —52) 2
— pin( 2)1[0N( y) (r )( 2 ))e Oy—L)
2 (x —y)
proving (7.2.8). We note now that the kernel of the operator with Weyl symbol
HEHMN—-€¢—x)is

= 1o

Y

_ T+Yy Sin(ﬂ-(l‘ - y)()‘ - %ﬂ/)) 7iﬂ()\y,ﬁ)

21 _ et g
(7 O) g/\(x7 y) € ()‘ 2 ) 7T<I _ y) € )

and that

Op, (H()H(A =& — 1))
is unitarily equivalent to the operator Op,, (H (z)H (§)) as given by Theorem 7.1. We
get then

(7.211) kap(z,y) = H(z +y)l(z,y) = H(z)l(z,y)H (y)

+ H(o+y) (H(2) Hy) + H@) Hy) HO - )
Sin<ﬂ-($ - y) (/\ B ZQﬂ)) iﬂ‘()\.’l?f%)efiﬂ'()\y*%)
m(z —y) ’
and we have thus
(7.2.12) Opy(17,,) = HOpy, (H()H(A — & — 2))H + Q,

where the kernel wy(x,y) of the operator 2, verifies

H(z+y)(H(z)H(y) + H(z)H(y))

Tl —y|

|(,U>\(.Z', y>| S

_ H(z+y)(H(x)H(y) + H(z)H(y))
(|| + ) '




INTEGRALS OF THE WIGNER DISTRIBUTION 103

We obtain thanks to Proposition 9.13 [2] that

(7.2.13) [ lont@ ) llu@)llu(@)ldyde < | Hull 2 | Hull 2.
As a result, we find that
(O (L7 )t w) 2@y < g | H w2 gy + | Hull 2wy | Hull 2w,
proving (7.2.9). O
Proposition 7.5. Let 71 be a triangle with infinite area in the plane given by

(7.2.7), where X is a positive parameter. Then the operator Op, (17, ) is unitarily
equivalent to the operator with kernel

T+ y> sin(m(z — y)(A — Z£2))
2 m(z —y) '
The operator Op,, (17, ) is self-adjoint and bounded on L*(R) so that

(7.2.14) Fia(,y) = Lo (

1 1
(7.2.15) HOmﬂanmm»s§Qg+ 1+0€V>~L%&%B%%,

where pg is given in (7.1.1).
Proof. The kernel ki, of Op, (17, ,) is such that

, ety 1 1
I - 2im(z—y) maX(O,)\*%) _ <(5 — —)
La(e,y) = Hiz + y)e P
1 62i7r(xfy) max(O,)\*xTﬂl)

= H(a) (e~ y) ) + H(r) g H ()

e2im(z—y) max(0,A— ZT'H“’)

+ H(z+y)(H(z)H(y) + H(x)H(y))

2im(y — x)
We note that the kernel of the operator Op, (H(z + & — A\)H()) is

. atyy 1 1
fa(ry) = IOy =) ),

im(y —x
so that
(7.2.16) Op,(17,,) = H Op, (H(z + € — N H()) H + .
unitarily e:l,uivalent to
Op,, (H(x)H(£))

where the kernel w; ) of the operator (2,  is such that

(H(x)H(y) + H(z)H(y))
2 (|| + [yl)

and, thanks to Proposition 9.13 2], we get from (7.2.16) As a result, we find that

)

wia(z,y)| < H(z +y)

1 .
(Opy, (17, ), ) 2wy < g | Hull 22 gy + Sl Hull 2@l Hull 12,
which gives (7.2.15). O
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We leave for the reader to check the two other cases (7.2.5), (7.2.6), which are
very similar as well as the degenerate cases excluded by (7.2.2), which are in fact
easier to tackle.

Theorem 7.6. Let T = { 51122205’5} ¢jeR, L; be the set of triangles of R2. For
o linear form on R?

all T € 7, the operator Op,,(17) is bounded on L*(R), self-adjoint and we have

(7.2.17) 1.007680 ~ ,u; = Sup HOpw(lc)HB(LQ(R))

C cone

<pf=_sup [Opy(Lr) sceeey < fia ~ 1.213668.

T triangle

N.B. The L? boundedness is easy to prove since it is obvious for triangles with finite
areas and in the case of triangles with infinite area, we may note that in the case
(7.2.7) (resp. (7.2.5), (7.2.6)) they are the union of two cones (resp. one cone) with
a strip [0, 1] x Ry. What matters most in the above statement is the effective explicit
bound. Our result does not give an explicit value for p3 and it is quite likely that
the bound given by fi3 is way too large.

Proof. The second inequality is proven in Propositions 7.4 & 7.5 and the first in-
equality is a consequence of Theorem 5.26. Il

Remark 7.7. This implies that for any u € L*(R) and any T € 7, we have

(7.2.18) ‘JIW(U, u)(w, €)dwdg| < figllul2emy,  with fis ~ 1.213668.
T

7.3. Convex Polygons. We want to tackle now the general case of a convex poly-
gon in the plane. We consider

Ll)"'aLN7

to be N linear forms of z,§ (L;(z,§) = a;§ — ojx = [(2,€); (@), @;)]) and ¢q, ..., cn
some real constants. We consider the convex polygon

(7.3.1) P={(,&) eR* Vje{l,...,N}, Lj(z,£) — ¢; > 0},

so that

1p(x,&) = ] H(Li(x,€) - ¢)).

1<j<N

Definition 7.8. Let N € N*, let Ly, ... Ly be linear forms on R? and let ci, ..., cy

-----

denote by Py the set of all polygons with N sides.
N.B. Since we may take some L; =0 in (7.3.1), we see that Pn C Pni1.

Note as above that it includes some convex subsets of the plane with infinite area
such as (7.2.3).
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Theorem 7.9. Let Py be the set of convex polygons with N sides of the plane R2.
We define

(7.3.2) gy = sup [Opy(1p)l|5(z2m)
PePyN

Then pug is given by Theorem 5.20 and
(7.3.3) VN >3, uj <+/NJ2.

Proof. Using an affine symplectic transformation, we may assume that Ly(z,&) —
cy = x, so that

1p(z,8) = H H ajf )
1<j<N-1
and the kernel of the operator Op,(1p) is
bvlrg) = Ha+9) [ @705 T H(wg - (") - o)de

1<j<N-1
As a result, we have
kn(z,y) = H(z +y)ky(z,y),
where kxn_1 is the kernel of Op,(1p,_,), where

Pyo1={(z,&) eR? Vje{l,...,N—1},Li(x,&) —c; > 0}.

We may assume inductively that for any convex polygon P, with k£ < N — 1 sides,
there exist p such that

(7.3.4) Opu(1p,) < 1.

where 1 depends only on &k and not on the area of the polygon, a fact already
proven for k = 1,2,3. We note that with Ay = Op,,(1p, ), we have with H standing
for the operator of multiplication by H(z),

HANH = HAy_1H, Ay_, = Opw(le_1)7
since the kernel of HANH is
H(z)H(y)kn(z,y) = H(z +y)H(x)H(y)kn-1(z,y) = H(x)H (y)kn-1(2, ).
Also we have, with H(z) = H(—=x), that

HAyH =0,

since the kernel of that operator is H(x)H (y)H (x + y)ky_1(z,y) = 0. We have thus
(7.3.5) Ay = HAy H +2Re HANH,
and the kernel of 2Re HANH is
(736)  wn(oy) = Hz+y) (B H(y) + Hy) H))hy - (5,9).
We calculate now

_ 2im(x—y)& z + Yy
(7.3.7) kn_1(z,y) = [ e H H(a;€ — a;(—>) — ¢;)dé.
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We check first the j such that a; = 0 (and thus a; # 0)*'. Without loss of generality,
we may assume that this happens for 1 < j < Ny so that with some interval .J of
the real line, &; = o /a;, ¢ = ¢;/ay;,

k1 (2, y) = 1J(x ‘21’ ?J) /ezz’w(zy)ﬁ H H(¢ - &j<$T+y) — &)

No<j<N-1
aj>0
- - Tty ~
< I H(¢—a ) — &) dé.
No<j<N-1
a;<0
We note that the integration domain is
T4y x4y, ) .ty T+y
— (17 < £< ) o
¥(=—) NoggZ@_l(%( 5—)+8) _f_Nog.lgélv_l%( )+ 8 = =),
a;> a; <

with ¢, 1Y convex piecewise affine functions; since ¢ + 1 is also a convex function, we
get the — convex — constraint (¢ +¢)((z +y)/2) < 0, so that (z + y)/2 must belong
to a subinterval J of the interval J. As a result we get that

z+ y)e—zm(:c—y)¢(“”2y) _ 62iw(x—y)¢(-r;y)
2 2im(z —y)
—im(z—y)(+¥)(FY) _ gin(z—y)(6+9)(*FY)

kn-1(z,y) = 15(

= 1;(E Y inene-n ) €

2 2im(x — y)
— 1, (Y inta) o0 () sin(m(z — y)(¢ + ¥)(5*))
2 m(y —x) ’
and thus the kernel of 2Re HANH is
wn(,y) = Ha +y) (H () H(y) + Hy) H ) 15()

« e—intae—(e-u) S (T(@ — )¢ + ¥)(5))
m(y — )

I

so that, thanks to Proposition 9.13 [2],
(7.3.8) 2Re(HANHu,u) < ||Hull||Hul|,

and with (7.3.5),
(Avu,u) < piy | Hull* + || Hul|| Hul,

we get

py_y /(o) +1
2 )

(7.3.9) fiy <
which implies that

(7.3.10) VN >3, uf </NJ/2,

21Ty this induction proof, we may assume that all the linear forms L;, 1 < j < N are different
from 0, otherwise we may use the induction hypothesis.
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since it is true for N = 3 and?? if we assume that it is true for some N > 3, we get

+ py + (py N+2 N+1
/J[’N-‘rl— 2 —2

where the latter inequality follows from the concav1ty of the square—root function

since we have for a concave function F,

IN 1N+2 N+1 1. N 1 / N+2 N+1
55ty 5 = 5 andthus §Fp§)+§ﬁ( ; )<<P(—7T—)
The proof of Theorem 7.9 is complete. O

Remark 7.10. The above result is weak by its dependence on the number of sides,
but it should be pointed out that it is independent of the area of the polygon (which
could be infinite). Another general comment is concerned with convexity: although
Flandrin’s conjecture is not true, there is still something special about convex subsets
of the phase space and it is in particular interesting that an essentially explicit
calculation of the kernel of the operator Op,(1p) is tractable when P is a polygon
with IV sides of R2.

7.4. Symbols supported in a half-space.

Theorem 7.11.

(1] Let A be a bounded self-adjoint operator on L*(R™) such that its Weyl symbol
a(x, &) is supported in Ry x R 1. Then with H standing for the orthogonal pro-
jection onto

(7.4.1) {u € L*(R"), suppu C R_ x R* '},

we have HAH = 0.
[2] Let A be as above; if A is a non-negative operator, then with H = I — H, we
have

HA=AH =0, A= HAH,

N.B. We have seen explicit examples of bounded self-adjoint operators such that the
Weyl symbol is supported in © > 0 but for which HAH # 0: the quarter-plane
operator (see Section 5.1) has the Weyl symbol H(x)H (&), the kernel of

1 1

HOp, (H(x)H(€)H is  H(x)H(y)H(x +y)gpy =

which 1s not the zero distribution and, according to the above result, this alone implies
that Opy,(H (x)H (§)) cannot be non-negative.

Proof. Let us prove first that HAH = 0; let ¢, € C°(R") such that
supp ¢ Usupp ) C (—o00,0) x R™1,
Since the Wigner distribution W(¢, v) belongs to . (R?*") and is given by the integral

W)@, = [ oo+ )il —F)e >4z,

- 2

22Indeed we have pa < iz < 1.2137 < 1.2247 =~ /3/2.
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we infer right away®® that supp W(¢, ) C (—o0,0) x R*~!. We know also that

(Ad, V) 2mny = (AD, V) 5 (mny, 7 wny = (@, W(d,9)) 51 (m2n), 7 (m2n) = 0.
As a result, the L?(R™) bounded operator HAH is such that, for u,v € L*(R™), ¢,
as above,
<I:IAH'U/, ’U>L2(Rn) = <F[AHF[U, H’U>L2(Rn)
= (HAH(Hu — ¢), Hv) 2@y + (HAH$, Hv — ) 2y + (HAH ¢, ) 12y,

<A¢7¢>;(Rn):0

so that
|<HA[:I’LL, U>L2(Rn)| S ||A||B(L2(Rn)) (HHU - ¢||L2(Rn)||v||L2(Rn)

0 = Yl 9l z2gan ).
Using now that the set {¢ € C°(R"),supp ¢ C (—o0,0) x R""1} is dense”*
(7.4.2) {w e L*(R"™), suppw C (—o00,0] x R* '},
we obtain that <H AHu, v)r2@n) = 0 and the first result. Let us assume that the
operator A is non-negative. We have
A= B? B = B* bounded self-adjoint.
It implies with L?(R™) norms and dot-products,
(Au,u) = (HAHu, u) + 2Re(HAHu, Hu)

= (HBBHu,u) + 2Re(HBBHu, Hu)

= ||BHul||* + 2Re(BHu, BHu)

= |BHu + BHu|*> — || BHul?

= | Bull® - | BHul]* = (Au,u) — | BHu|?,
and thus BH = 0, so that HB = 0 and thus HB?> = HA = 0 = AH, so that
HAH =0= HAH, and A = HAH, concluding the proof of [2]. O

230 the integrand, we must have, 1 + 5 < —ep < 0,71 — 5 < —€; < 0 and thus 1 <
—(60 + 61)/2

2Let xo be a function satisfying (5.2.1) and let w be in the set (7.4.2). Let (¢g)r>1 be a
sequence in C%°(R™) converging in L?(R™) towards w; the function defined by

dr(x) = Xo(—ka1)dr(x),
belongs to C%°(R"™), is supported in (—oo, —1/k] x R"~!, and that sequence converges in L?(R")
towards w since
16 = wll 2@@ny < [Ixo(=kz1) (dr (@) = w(@)) [l 2(m) +][(Xo(—k21) = Dw ()| 12 (@n)

<lpr—wll 2 gny— 0 When k — +oo.

and [[(xo(—kz1) — Dw(x )HLQ(JR y < J1{-2 < 2y < 0}|w(x)|*dz which has also limit 0 when k

goes to +00 by the Lebesgue Dominated Convergence Theorem.
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Corollary 7.12. Let A be a bounded self-adjoint operator on L*(R™) such that its
Weyl symbol is supported in Ry x R* ' and such that Re(HAH) # 0, then the
spectrum of A intersects (—o0,0).

Proof. We have from [1] in the previous theorem,
A= (H+ H)AH+H)=HAH +2Re HAH,

and from [2], if A were non-negative, we would have AH = 0 and Re HAH = 0,
contradicting the assumption. 0

Remark 7.13. If C is a compact convex body of R?*", we may use the fact (see e.g.

[31]) that
C= N 9;.

$; closed half-spaces
containing K

Then of course Op,(1¢) is a bounded self-adjoint operator on L?(R™), and if §; is
defined by

ﬁj = {(xaf) S RQ? L](JT,f) > Cj}a
where L; is a linear form on R? and ¢; a real constant, we obtain with the symplectic
covariance of the Weyl calculus, setting

Hj(l’,f) = H(L](ZL',S) - cj)?
that for all $); closed half-spaces containing K, we have
(7.4.3) Op,(1x) = Op,(H;)Op, (1x)Op, (H;) + 2 Re Op,,(H;)Op,, (1x)Op,(H,),
where f(z,€) = H(—Ly(,€) + ¢;).

8. OPEN QUESTIONS & CONJECTURES

In this section we review the rather long list of conjectures formulated in the text
and we try to classify their statements by rating their respective interest, relevance
and difficulty. We should keep in mind that the study of Op,(1g) for a subset F of
the phase space is highly correlated to some particular set of special functions related
to E: Hermite functions and Laguerre polynomials for ellipses, Airy functions for
parabolas, homogeneous distributions for hyperbolas and so on. It is quite likely
that the “shape” of E will determine the type of special functions to be studied to
getting a diagonalization of the operator Op, (1g).

8.1. Anisotropic Ellipsoids & Paraboloids.

Conjecture 8.1. Let E be an ellipsoid in R*™ equipped with its canonical symplectic
structure. Then the operator Op,(1g) is bounded on L*(R™) (which is obvious from
(1.2.5)) and we have

(8.1.1) Op.,(15) < Id.
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A sharp version of this result was proven for n = 1 in the 1988 P. Flandrin’s article
[9], and was improved to an isotropic higher dimensional setting in the paper [27] by
E. Lieb and Y. Ostrover. Without isotropy, it remains a conjecture. As described
in more details in Section 3.4, it can be reformulated as a problem on Laguerre
polynomials. That conjecture is a very natural one and it would be quite surprising
that a counterexample to (8.1.1) could occur from an anisotropic ellipsoid®. We
introduced in Section 4.4 a conjecture on anisotropic paraboloids directly related to
Conjecture 8.1.

Conjecture 8.2. Let E be an anisotropic paraboloid in R?" equipped with its canon-
ical symplectic structure. Then the operator Op,(1g) is bounded on L*(R") and we
have

(8.1.2) Op.,(15) < Id.

In terms of special functions, it is related to a property of Airy-type functions. As
a contrast with ellipses, we do not expect (8.1.2) to leave any room for improvement
whereas (8.1.1) can certainly be improved with its right-hand-side replaced by a
smaller operator as in (3.2.5).

8.2. Balls for the /7 norm. We have seen in Section 5.3.2 that the quantization of
the indicatrix of a ¢? ball could have a spectrum intersecting (1, +o00) when p # 2.
More generally one could raise the following question.

Question 8.3. Let p € [1,+00], p # 2 and let B)" be the unit (7 ball in R*". For
A > 0, we define the operator

(8.2.1) Popr = Opy(1aszn).

Is it possible to say something on the spectrum of the operator P, , x, even in a two-
dimensional phase space (n = 1)? Is there an asymptotic behaviour for the upper
bound of the spectrum of P, ,\ when \ goes to +00?

8.3. On generic pulses in L?*(R"). We have seen that the set G defined in (6.3.4) is
generic in the Baire category sense, but our explicit examples were quite simplistic.

Question 8.4. Let G be defined in (6.3.4). Does there exist u € G such that the set
E.(u) (defined in (6.4.5)) is connected?

8.4. On convex bodies.
Conjecture 8.5. For N > 2, we define
(8.4.1) wh = sup Spectrum (Op, (1p)) .

P convex bounded
polygon with N sides

Then the sequence (Ul )n>2 is increasing™ and there exists o > 0 such that

(8.4.2) VN >2, uph<alnh.

25We mean by anisotropic ellipsoid a set of type (3.3.2) where 0 < a1 < as < -+ < ay.
26 According to our Definition 7.8 of the set Py of polygons with N sides is increasing with
respect to N.
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N.B. Theorem 7.9 is a small step in this direction.
A stronger version of Conjecture 8.5 would be

Conjecture 8.6. We define
(8.4.3) pt = sup Spectrum (Op,(1¢)).

C convezx
bounded

Then we have u* < +oo.

The invalid Flandrin’s conjecture was u™ = 1 and we know now that puy > pd > 1
as given by (7.1.3).

Question 8.7. There is a diagonalization of the quantization of the indicatriz func-
tion of Ellipsoids, Paraboloids and Hyperbolic regions. Is there a mon-quadratic
example of diagonalization?

Question 8.8. The value of pg is known explicitly, but for p3, we have only the
upperbound pi3 as given by Theorem 7.6. Is it possible to determine explicitly the
value of uy , either by answering Question 8.7, or via another argument?

Conjecture 8.9. Let C be a proper closed convex subset of R? with positive Lebesque
measure such that Opy(1¢) is bounded self-adjoint on L*(R) (that assumption is
useless if Congjecture 8.6 is proven) with a spectrum included in [0,1]. Then C is the
strip [0,1] X R, up to an affine symplectic map.

All the explicitly avalaible examples are compatible with that conjecture (see also
Remark 7.2) and the second part of Theorem 7.11 is also an indication in that
direction. It would be nice in that instance to reach a spectral characterization of a
subset modulo the affine symplectic group.

9. APPENDIX
9.1. Fourier transform, Weyl quantization, Harmonic Oscillator.

9.1.1. Fourier transform. We use in this paper the following normalization for the
Fourier transform and inversion formula: for u € (R"),

(9.1.1) () = / T Syaydn, () = / ATie)de

a formula that can be extended to u € ./(R"), with defining the distribution @ by
the duality bracket

(9.1.2) (@, @).77 (@), 7 (&) = (U, @Y’(R"),y(w)'
Checking (9.1.1) for u € ’/(R™) is then easy, that is
(9.1.3) i = u,

where the distribution @ is defined by

(9.1.4) (T, ) 1 (mr), 7 (®r) = (U, P) 71(Rm), 7 (Rn), With p(z) = ¢(—x).
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It is useful to notice that for u € ' (R"),
(9.1.5)

¢
;0

This normalization yields simple formulas for the Fourier transform of Gaussian
functions: for A a real-valued symmetric positive definite n x n matrix, we define
the function v4 in the Schwartz space by

(9.1.6) va(z) = e ™42 and we have  T4(€) = (det A) /2 ™ATIES

Similarly when B is a real-valued symmetric non-singular n x n matrix, the function

wp defined by
Bz,x)

wp(z) = ™
is in L>°(R™) and thus a tempered distribution and we have
(9.1.7) wp(€) = | det B’—1/2€%signBe—iﬂBflg,Q’

where sign B stands for the signature of B that is, with E the set of eigenvalues of
B (which are real and non-zero),

(9.1.8) sign B = Card(FNR,) — Card(ENR_).
With H standing for the characteristic function of R, we have

\—H+H, & —=H+H,

D sign = ,—0, Dsign = —, &sign = —, sign = —pv—, (principal value)
s i i e €
the latter formula following from the fact that
f(sign — pv,—) =0, which implies sign — pv— = cdg = 0,
1€ imé
since sTg\n — % is odd. We infer from that

— 1

H — H = sign = pv—,

A

im
and
~ 0 1
1. H=— —.
(9.1.9) 5 +pv2m ¢
Lemma 9.1. Let T be a compactly supported distribution on R™ such that
(9.1.10) VN €N, (ONT(€) is bounded, with (€) = /1 + |£]2.

Then T is a C*° function.

Proof. Note that 7' is an entire function, as the Fourier transform of a compactly
supported distribution. Moreover, from (9.1.10) with N = n + 1, we get that T’
belongs to L'(R™) and thus T is a continuous function. Moreover, we have for any
a e N

(DeT)(@) = [ e de
——
€L(R™)
so that T is a C* function. OJ
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Proposition 9.2. Let p > 0 and let f be an holomorphic function on a neighborhood
of {z € C,|Imz| < p} such that

(9.1.11) Ve l-pl [ I+l <+
(9.1.12) lim |f(£R + iy)|dy = 0.
RB=to0 Jly1<p

Then we have
(9.1.13) VEeR, |f(&)| < Ce?mll

with C = max(Cy,C_), Cy = [ |f(z £ip)|dx. Conversely, if f is a bounded mea-
surable function such that f(g) is O(e= 2™y for some r > 0, then f is holomorphic
on{z€C,|Imz| <r}.

Proof. If f is holomorphic near {z € C,|Im z| < p}, satisfies (9.1.11) and (9.1.12),
then Cauchy’s formula shows that for |y| < p,

R
/ e MW f (g tiy)de = ™ lim [ e 2 f(a + iy)da
R

R—+o00 _R
= lim e 2™ f(2)dz
R=400 JI_ Rtiy, Rtiy)
= lim e 2™ f(2)dz

R=+00 JI_ Rtiy,— RJU[— R, RJU[R, R+iy]

A Y . . v . .
= f(§)+ lim ( / e~ 2 (BHO8 £ (R 1 it )idt — / e~ 2im(=HAit) f(—R+it)z’dt>.

R—+oc0 0 0

We have for |y| < p,
y . .
( / e 2imERFING f(iR—i—z’t)z’dt‘ < / |f(£R + it)|dt >,
0 [t|<p

which goes to 0 when R goes to +oo, thanks to (9.1.12), so that for all y € [—p, p],
we have

/ e WS f (0 4 iy)da = (€),
R
which implies for y = —psign¢ (taken as 0, if £ = 0)

f@1< [ 1@ ipldr 2 Ce~k|,

: )

proving the first part of the proposition. Let us consider now a function f in
L>®(R) such that f(&) is O(e~2™l) for some r > 0, and let p € (0,r). We have
f(x) = [e¥m e f(€)de and for |y| < p, we have [, e2™I€l| f(¢)|de < +o0, so that f

is holomorphic on {z € C,|Im 2| < r} with

fla +iy) = / e (6 de,

R

<
~—
from (9.1.11

concluding the proof. O
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9.1.2. Weyl quantization. Let a € .#'(R*"). We define the operator Op,(a), con-
tinuous from .(R™) into .’(R"), given by the formula

(9.1.14) (Opy(au)(a) = [f e éa(“ L, e)uly)dyde.

to be understood weakly as

(9115) (Opw(a)u, /l_]>__yl(Rn)7y(Rn) = (a, W(U, /U)>,/(ﬂ/(R2’n)’5ﬂ(R2n),
where the so-called Wigner function W(u, v) is defined for u,v € . (R") by

(9.1.16) W(u, v)(z, €) = / HE et Dol — )

We note that the sesquilinear mapping . (R") x Z(R™) > (u,v) — W(u,v) €
< (R?") is continuous so that the above bracket of duality
(a, W(u,v)) 9 meny, 7 @2n),

makes sense. We note as well that a temperate distribution a € ./(R?*") gets
quantized by a continuous operator a* from .(R™) into .#’(R"™). Moreover, for
a € '(R*) and b a polynomial in C[z, {], we have the composition formula,

(9.1.17) a’b" = (afb)",
_1)\8l
(9.1.18) <aﬁb)(x,g):2(4;>k > (&!1;! (0202a)(w,€)(020.b)(x,6),
k>0 loo|+[8]=k

which involves here a finite sum. This follows from (2.1.26) in [21| where several
generalizations can be found.
Also, we find that W(u, u) is real-valued since

W(u,u)(z,§) = /e%”'ga(x + g)u(x — =)dz

_ /e—zmz{u(x _ %)U(Q; + %)dg = W(u,u)(x,§).

A particular case of Segal’s formula (see e.g. Theorem 2.1.2 in [21]) is with F
standing for the Fourier transformation,

(9.1.19) F*a"F = a(§, —x)".

Lemma 9.3. Let a be a tempered distribution on R*" and let b be a polynomial of
degree d on R*". Then we have

(9.1.20) ah =Y wi(a,b), with
0<k<d
_1yi8l
(9.1.21) wela,b) = (4;)]6 3 (a'l;‘ (0207a) (2, €) (0202D) (. €),
laf+18l=k "

(9.1.22) wi(b,a) = (=1)*wi(a,b).
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The Weyl symbol of the commutator [Opy(a), Opy(b)] is
(9.1.23) c(a,b) =2 Z wi(a,b).

0<k<d
k odd

If the degree of b is smaller than 2, we have
1
(9.1.24) c(a,b) = 2w (a,b) = 5 {a, b},
and if a is a function of b, the commutator [Op,(a), Op,(b)] = 0.

Remark 9.4. In particular if q(x, &) is a quadratic polynomial and
a(z,§) = H(1 - q(z,¢)),

is the characteristic function of the set {(z,§),q(x,&) < 1}, then we have

(9.1.25) [Op,,(a),Op,(q)] = 0.

Proof. Applying (9.1.17), (9.1.18), we obtain that this lemma follows from (9.1.22),
that we check now:

(4im) wy(a,b) = Y

|lal+|B8l=k

_ 1\l
=y O riea) ) @onn) . 6)

alB!
|l +|B|=Fk b

—_1\k—1B]
S L 0fora)(x,€)(0205D) (2, €) = (~1)F (dim)n (b, ),

131
Wi

which is the sought result. 0

—1)l4l
alf!

—~

(0£00a)(x,€)(020Eb) (x, €)

Remark 9.5. We can note that Formula (1.2.54) is non-local in the sense that for
a,b € #(R*") with disjoint supports, although all wy(a,b) (given by (9.1.21)) are
identically 0, the function afb (which belongs to .#(R?")) is different from 0; let us
give an example. Let yo € C(R; [0, 1]) with support [—1+¢p, 1 —¢€p] with ¢y € (0,1)
and let us consider in R2,

a(2,€) = xo(x)e ™, b(z,€) = xo(z —2)e ™,
so that a,b both belong to . (R?) and
suppa = [—1+4+¢€p,1 — €] xR, suppb=[1+ €, 3 — €] X R,

so that the supports are disjoint and all wg(a, b) are identically vanishing. We check
n

ow
(ab)(w,€) = 4 [ [ [ xoly)e ™™ xo(z — 2)e7™ e Em =2 im0 e dy iz
=4 J:[ XO(y)XO(Z o 2)6—47r(a2—z)2e—47r(ac—y)2e4i7r§(z—x+a:—y)dydz

= 4(/ XO(y)€*4i7r£y€*47r(zfy)2dy) (/ XO(Z)e4i7r§z€74ﬂ-(17272)2d2)’
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so that

(afb)(0,0) = 4 (/ Xo(y)e’“dey) (/ Xo(z)e’4’r(2+z)2dz) > 0.

>0 >0

9.1.3. Some explicit computations. We may also calculate with

(9.1.26) ug(z) = (20)4e ™ 4 >0,

(9.1.27) W(ug,uq)(z,§) = (2a)1/2/62”z'5e“”526”“|x+gl2dz

— (2a>1/2/e—2i7rz~£€—2ﬂ'a1'2e—waz2/2dz _ (2@)1/26_27m$221/2(1_1/26—71'%52

_ 26—27r(am2+a_1§2)

Y

which is also a Gaussian function on the phase space (and positive function). The
calculation of W(u,,, u})(x,€) is interesting since we have
47T2<Da:bwaua7 ﬂa)f’(R”) Z(Rn)
<bwua, ua>y/(Rn) S (Rr) = <b W(ua, ua)> S1(R21),. (R27),

and for b(z, ) real-valued we have

b, b’£ 0, oo b
EHbE = (6b+ T2) = €+ 2= — = (gb+ 1) = €+ 2=,

so that
b//

it [[ et gy o Loy

proving that

dxdé = (b, W(u,ul,)),

a’ ~'a

- 1 _
W, ul)(x, €) = 2e~2m@m a7 )22 4 120} (e72m(ea®+aieh))

- 1
_ 26—27r(ax2+a 152)(47T2§2 + Z((_47““6)2 _ 47TCL))

- 1
— §r2e2rlaz®+a™le?)  (—1¢2 2 _ ‘
e a(a & +ax 47r)

We obtain that the function W(u, u/) is negative on

a’ a

1
a ' 4 ax? < —,
4

which has area 1/4. We may note as well for consistency that for u, given by (9.1.26),

we have
ul, = (2a)1/4(—27mx)e_7mm2, |ul||32 = 7a,
and
HW (z,€)dzde = 8 aﬂ w0 (2 4o — ) dydn
) A
= T = o =

For A > 0 and a € .%/(R*"), we define
(9.1.28) ax(z,€) = a(A "'z, \E),
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and we find that
(9.1.29) (ax)" = Usa®U,,
(9.1.30) for f € L (RY), (Unf)(x) = fQx)NY2, Ui = Uyr = (U)) "L

We note that the above formula is a particular case of Segal’s Formula (see e.g.
Theorem 2.1.2 in [21]).

9.1.4. The Harmonic Oscillator. The Harmonic oscillator H,, in n dimensions is
defined as the operator with Weyl symbol 7(|z|* + |£]?) and thus from (9.1.29), we
find that

1 w * 1 *
H=Us: 5(|.a:|2 +4m?IE?) Ul = U gy 5(—A +|2?) Ul

We shall define in one dimension the Hermite function of level k € N, by

_1\k ) k )
(9.1.31) @bk(g;):;k_\i%gl/‘lem ( \/;dx) (e=2m).

and we find that (¢)ren is a Hilbertian orthonormal basis on L?(R). The one-
dimensional harmonic oscillator can be written as

(9.1.32) My = Z(% + k)P,

k>0

where Py is the orthogonal projection onto .

In n dimensions, we consider a multi-index (a1, ..., qa,) = o € N” and we define
on R”, using the one-dimensional (9.1.31),
(9.1.33)  Wa(x) = [] vo,(x), &= Vect {Wat} o 10l = >

1<j<n 1<j<n
We note that
k -1
(9.1.34) the dimension of &, is ( o ) )
n —

and that (9.1.32) holds with Py, standing for the orthogonal projection onto & ,; the
lowest eigenvalue of H,, is n/2 and the corresponding eigenspace is one-dimensional in
all dimensions, although in two and more dimensions, the eigenspaces corresponding
to the eigenvalue § + k,k > 1 are multi-dimensional with dimension (kafl). The

1
n-dimensional harmonic oscillator can be written as

n
(9.1.35) Ho =D (5 +5)Pia,

k>0
where Py, stands for the orthogonal projection onto &, defined above. We have in

particular

(9.1.36) Py, = Z P.,, where P, is the orthogonal projection onto ¥,,.
a€eN” |a|=k
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9.1.5. On the spectrum of the anisotropic harmonic oscillator. The standard n-
dimensional harmonic oscillator is the operator

1
Ho=7 Y (D+2a3), Dj=5—0,,

, 2mi
1<j<n
and its spectral decomposition is
H = Z FE)Prn,  Pun = 3 P, ® - ®P,,
k>0 aeEN" a1 +-+an==k

where P, stands for the orthogonal projection onto the one-dimensional Hermite

function with level a;. Now let us consider for p = (1, ..., 1) with pg; > 0, the
operator
(9.1.37) Moy =7 Y (D] +23) = 70p, (qu(, ),
1<j<n
with
(9.1.38) gu(w,©) = Y il +6).
1<j<n

With the notation |u| =37 .., pj and p-a =37, ., pjo, we have

2
(9.1.39) Hoy = > (5 + 1) Po, @ O Ps,),

aeN"

P..
so that the eigenspaces are the same as for H,, but the arithmetic properties of
make possible that all eigenvalues (‘“ L4+ - ) are simple. For instance for

n=2,0<pu < o, —¢Q,
M1

if 8 € Z? is such that p,3; + 2 = 0, this implies that 3 = 0 and thus that all the
eigenvalues of H, are simple.

Remark 9.6. If 0 < p; < --- < p, and if for all j € [2,n] we have p;/pn € N, we
then have for a € N",

A [ n
a'/L::l“,(al_% j{: '_L_l) ::ﬁ’/ia B (B17 y e ) G]N
2<j<n 1
B

Sinus cardinal. 1t is a classical result of Distribution Theory that the weak limit
when A — 400 of the Sinus Cardinal Sm()‘m)
but we wish to extend that result to more general test functions.

is wdo, where dg is the Dirac mass at 0,

Lemma 9.7. Let f be a function in L, (R) such that

/ |f(T)|dT < 400 and da € C so that / Mdr < 4o00.
|T]1>1

7] |r<1 7]

Then we have

(9.1.40) lim /R Sin()\T)f(T)dT =a.

A—+00 T



INTEGRALS OF THE WIGNER DISTRIBUTION 119

N.B. In particular if f is an Hélderian function such that f(7)/7 € L*({|7| > 1})
we get that the left-hand-side of (9.1.40) equals f(0).

Proof. Let xo be a function in C2°(R) equal to 1 near the origin and let us define
X1 = 1 — xo. We have

/R—sin()n') f(r)dr = /R sin(Ar) (/(7) = a) Xo(T)dT + a/R Sin(AT)Xo(T)dT

T ™ T T

[

-~

€L (R)

+ [ 2 sy hatyar
R —_—

m
€L (R)

so that the limit when A\ — 400 of the first and the third integral is zero, thanks to
the Riemann-Lebesgue Lemma. We note also that

sin(Ar) —
= 1[_ A }(7-),

27027

T
and applying Plancherel’s Formula to the second integral yields

sin( A1 _—
/ ( )Xo(T)dT :/ Xo(t)dt,
R 7T [t|<A/(27)

whose limit when A — 400 is [, xo(t)dt = x0(0) = 1, thanks to the Lebesgue
Dominated Convergence Theorem, completing the proof of the lemma. O

9.2. Mehler’s formula. We provide here a couple of statements related to the so-
called Mehler’s formula, appearing as particular cases of L. Hérmander’s study in
[15] (see also the recent K. Pravda-Starov’ article [30]). In the general framework,
we consider a complex-valued quadratic form @ on the phase space R?" such that
Re @ < 0: we want to quantize the Gaussian function (here X stands for (z,¢))

a(X) = e(@%X)
and to relate the operator with Weyl symbol a to the operator
exp {Op,, ((QX, X))} .

Lemma 9.8. For Ret >0, t ¢ in(2Z + 1), we have in n dimensions,

(9.2.1) (cosh(t/Q))n exp —tmOp,, (|z|* + |£]?) = Op,, (e*“anh(%)“(fv2+£2))_
In particular, for ¢t = —2is,s € R, s ¢ 7(1 + 2Z), we have in n dimensions
(9.2.2) (cos )™ exp(2imsOp,,(|z|* + [£]*)) = Op, (ezi”tans(‘w|2+|’5‘2)),

Lemma 9.9. For any z € C, Rez > 0, we have in n dimensions

(9.2.3) O (w0 — (2w (I + 12F))) = jz)n > () Ben

where Py, is defined in Section 9.1.4 and the equality holds between L*(R™)-bounded
operators.
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We provide first a proof of a particular case of the results of [15].

Lemma 9.10. For Ret > 0, t ¢ im(2Z + 1), we have in n dimensions,
(924)  (cosh(t/2))" exp—tnOp, (] + |¢P) = Op, (e~ 2mh(B)mtat+e)

Proof. By tensorisation, it is enough to prove that formula for n = 1, which we
assume from now on. We define

L=¢+ix, L=¢&—ix, M(t) = B(t)Op, (e O,
where «, 5 are smooth functions of ¢ to be chosen below. Assuming 5(0) = 1, a(0) =
0, we find that M (0) = Id and
VT -+ 70D, (LM = Op, (B~ — Bae|LIPe™EF 4 (| L[2)ge=o17).

We have from (9.1.18), since 9,0¢|L|* = 0,

=0
17 A )
|L‘2ﬁefa7r|L\2 _ ‘L‘Zefafr|L|2 + m {‘L‘{ e*aﬂL‘Q}

1 1 ol L2 ol L2
+W§(a§<m2>a§e P G2(|LP)0ge o)
— ‘L‘2€—a7r|L|2

+ (4271' 2 3 —a7r|L|2( 2a7TI — 2a7r) + 2((_20[7%&)2 . 20471'))

40272 am 2
L 2 _—an|L|? (1 . ) =N —ar|L|
= Ll 1672 ) T ae® !

so that

M +7O0p,,(|L|*) M

2,2
= Opw (Be*aﬂ'u/‘? B Baﬂ_’L’Qefozﬂ"LP + 7'('6‘[/‘2670”1-']"2 (1 - 4o ) i O{W/Beaﬂ.L2>

1672 4
= Op, (e L (=B + mB(1 - %2)) + B+ %5})

We solve now

a=1- %2, a(0) = 0 < a(t) = 2tanh(t/2),
and

1+ 0 = 0.5(0) = 1= Bl1) = o
We obtain that M + wOp,,(|L|*)M = 0, M(0) = Id, and this implies

B(t)Opy (e ™) = M(t) = exp —tn(|LI*)",
which proves (9.2.4). O

In particular, for ¢t = —2is,s € R, s ¢ 7(1 + 2Z), we have in n dimensions

(9.2.5) (cos s)™ exp(2imsOp,,(|z|* + [£]*)) = Op, (€2iﬂtan8(\mlz+lil2))_
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Lemma 9.11. For any z € C, Rez > 0, we have in n dimensions

(9.2.6) Op, (exp — (221 (€ + [a]))) = ﬁ 3 (1 - z)kpkm,
k>0

where Py, is defined in Section 9.1.4 and the equality holds between L*(R™)-bounded
operators.

Proof. Starting from (9.2.5), we get for 7 € R, in n dimensions,
(cos(arctan 7))" exp(2im arctan 7Op,, (|z]|* + [£[*)) = Op,, (62”7“”2“5'2)),

so that using the spectral decomposition of the (n-dimensional) Harmonic Oscillator
and (9.7.2), we get

(1 + 7_2>—n/2 Z eQi(arctanT)(k—&-g)Pkm _ Opw(€2i7rq—(|x\2+|£|2))7
k>0
which implies

—-n 1 + T 2kt T (|
(L+ 7)) ((1 + T2>)k'+g Pin = Op, (X7 (D),
k>0

entailing

(1 + iT)k 2% 2 2
AT B op (2l
Z (1 — ir)ktn k; pw(e )
k>0
proving the lemma by analytic continuation (we may refer the reader as well to [34]

(pp. 204-205) and note that for any z € C, Rez > 0, we have [{72| < 1). O

9.3. Laguerre polynomials.

9.3.1. Classical Laguerre polynomials. The Laguerre polynomials { Ly }ren are de-
fined by

(93.1) Li(z)= ) (—“1)1 <I;)xl = ex% <%>k {ake™} = (% — 1)k {7{;—];},

0<i<k

and we have

Lo=1,
L1 =—-X + 1,
1
Ly = 5(X2 —4X +2),
1 3 2
Ly = o(=X* 49X — 18X +6),
1
Ly = ﬂ(X4 —16X3 +72X2 — 96X + 24),
1
Ls = ﬁ(_X5 +25X* —200X°3 4 600X? — 600X + 120),
1
Lo = =0 (X° —36X° + 450X " — 2400X° + 5400X 7 — 4320.X + 720),
I — X7 +49X6 — 882X 4 7350X % — 29400X3 4 52920X? — 35280X + 5040
7= .

5040
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We get also easily from the above definition that

(9.3.2) Ly = L, — Ly,

since with T'=d/dX — 1

Xk d XFk+1 d
k') dX(lH—l)) dX
Formula (6.8) and Theorem 12 in the R. Askey & G. Gasper’s article [2| provide the
inequalities

(9.3.3) VEENVz >0, > (=1)'Ly(z) >0.

0<i<k

This result follows as well from Formula (73) in the 1940 paper [3] by E. Feldheim.
Let us calculate the Fourier transform of the Laguerre polynomials: we have

d

L= (£-1) 15,

L, — Ly =TLy =T"( L

— Ly

so that
- 5B (= 1)k L ks
L 2 —1 = - — .
= e -1 (52) B = O Ly
As a result, defining for k£ € N, ¢t € R,
(9.3.4) My(t) = (-1)*H(t)e 'Li(2t), H =1g,,
we find, using the homogeneity of degree —k — 1 of 5(()k),
— 1(—1)k T 1 k (k) T (—1)k
M, == ———) 9 (z) *k ————
W= G5 0 Q) T,

= (—1)k(%)k { 1+ 2im(T — 0) }00

K\ (0 =)0 (k= D)!(2im)+!
[
2

(k=1 (1 + 2in(r — 0)) e

k
l +Z7T 1+kl

1
2)k~
1 + 2”77 Z ( 1 + 217T7')k_l
k

|o=0

-y
?

1—

1+217TT ( 1+227T7' )
-1+ 2t

(1 + 227TT 1+ 227?7

1 — 2vmrr
1+ 2emr

1 + 227r7



INTEGRALS OF THE WIGNER DISTRIBUTION 123

so that

—~ (1 — 2imr)* (1 — 2imr)?k+l
9.3.5 M, = = .
( ) k(T) (1 ¥+ 22'7”_)16-&-1 (1 +47T27-2)k+1

9.3.2. Generalized Laguerre polynomials. Let o be a complex number and let k£ be
a non-negative integer such that o+ k& ¢ (—N*). We define the generalized Laguerre
polynomial Lj} by

a —a T d ‘ 7zxk+a —a d : xk-{-a
(9.3.6) L(z) =x % (%> {e 1 b= (%—1) { 1 }.

We note that L is indeed a polynomial with degree k£ with the formula

Li(x) = Z l K (—1)'“2F(l€+04+1) e
S e AV T(k+a+1—k)
1+ko=k
(_1)k2 ajkfk‘l
= — < T(k+a+1
M;k (=) ¢ T Tari—m
E4+a\ (—=1)a!

(9.3.7) =) (k:—l)( “) :

0<i<k ’

N.B. We recall that the function 1/I" is an entire function with simple zeroes at —N.
As a result to make sense for the binomial coefficient
k+a)  T(k+a+1)
(k—l) (k=DT(1+a+1)
we need to make sure that k +a+1¢ —N, ie. a ¢ —N* — k.

Lemma 9.12. Let o € C\(—N*) and let k be a non-negative integer. For o = 0,
we have LY = Ly, where Ly is the classical Laguerre polynomial defined in (9.3.1).
Moreover we have for |l <k,

d : (e (0%
(9.3.8) (d—X) LY = (—1)'Let
Proof. Indeed, we have from (9.3.7)

() - ()

I<m<k

S Yl G B e S

7!
proving the sought formula. 0
9.4. Singular integrals.

Proposition 9.13.

[1] The (Hardy) operator with distribution kernel
H(x)H (y)
m(r +y)
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is self-adjoint bounded on L*(R) with spectrum [0, 1] and thus norm 1.
[2] The (modified Hardy) operators with respective distribution kernels

H(x)H(y) H(x)H(y)
m(x+y) m(x +y)
are bounded on L*(R) with norm 1/2.

H(z —y) H(y — )

Y

Proof. Let us prove [1]: for ¢ € L2(R,), we define for t € R, ¢(t) = p(e')e!/?, and
we have to check the kernel
et/2es/? 1 1 t—s
= — —— = — sech( ),
m(et +e%)  w(et=5)/2 4 e-(t=9)/2)  of 2

which is a convolution kernel. Using now the classical formula

(9.4.1) /e_%mf sech vdx = 7 sech(7%¢),

we get that 5= [sech(%)e™*™7dt = sech(n?27), a smooth function whose range is
(0, 1], proving the first part of the proposition. To obtain [2], we observe with the
notations ¢(t) = u(e')et’?, 1(s) = v(e*)e*/? that we have to check

t/2es/2 B

[ HGs - t)mqs(tw(s)dtds

H(s — _
- J:[ 77(3(158)/2(8+ €t>(ts)/2) qb(t)zb(s)dtds = <R * ¢> ¢>L2(R)a

with
H(t) . 1 [r 2imt

9.4.2 Rt)= —F—=, R(1)=— h(t/2)e™ """ dt
(94 )= groomrg RO =52 [ secblt/2)e=an
so that?”

. . 1 [t 1
(9.4.3) |R(7T)| < R(0) = — sech(t/2)dt = =,

2m J, 2

yielding the sought result. 0

9.5. On some auxiliary functions.

9.5.1. A preliminary quadrature.

Lemma 9.14. We have
w/2 +oo -
(9.5.1) / (cscs — csch s)ds = / csch sds = Log(coth Z),
0 w/2
with cscs = 1/sin s, csch s = 1/sinh s.
Proof. Note that the function
sinh s — sin s

0,7/2| 2 5+~ — - ;
0,7/2] > s sinh ssin s

2TWe recall that -4 arctan(sinh s) = sech s.
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is continuous. Moreover, we have
ds 1 1 —coss ds 1 coshs — 1
= — Log(——— d = — Log(————
/sins 2 Og(1+coss) an /sinhs 2 Og(coshs—i—l)’
so that

/2 1 1—coss\]™* 1 coshs —1,1™?
—cschs)ds = = |Log(———22 — |5 Log(———+
/E (csc s — csch s)ds 9 [ Og(l—{—coss)} [2 Og(coshs%-l)}

€

€

—1Log< (1—|—cose coshe — 1 ) 1 (coshg—l—l

\1 —cose)(coshe+1)l + §Log

-~

);

coshg —1

_ 2+0(2)(F+0(H)

5 —1fore—0
(5 40(eh))(2+0(2))

so that we obtain

1

/2 /2 ) Wi /A
/ (cscs — csch s)ds = = Log(6 Te - cosh(m/4)
0

e™/2 + e /2 — 2) - o8 sinh(r/4)’

2

which is the first result. Also we have f;;;o csch sds = %Log(%), yielding

the second result. O

9.5.2. Study of the function p,. We study in this section the real-valued Schwartz
function p, given in (5.2.14). Using the notations

(9.5.2) w=2nT, K=270, V=+\/Klw,
we have
(9.5.3)  po(1) = /R ﬁe%“(s’ﬂ tanhs) ] — /R e cos(2w(s — v* tanh s))ds.
Defining the holomorphic function F' by
z ; 2
9.5.4 F _ 2iw(z—v* tanh 2)
( ) (2) sinhz* ’

we see that [ has simple poles at ¢7Z* and essential singularities at m(% +7Z). We
already know that the function p, belongs to the Schwartz space, but we want to
prove a more precise exponential decay. We start with the calculation of

(955) / F(z)dz — / Le%w(t—ki%—yz tanh(t—&-i%))dt
R4iZ g sinh(t +i7%)

t+1Z o oet(gd)—eTt(1-d)
= e T™/22,/2 . 12t I R
g (L+i)er — (1 —i)e

t+1Z ) o oet(14i)—et(1-0)
_ 671'0.)/2\/§/ 4 2iwt 2iwy F(I+i)ret(1=0) (Jt.
R

sinht + 7 cosh ¢
We have
Im (et(1+2:)—et(1—z:)) — Im (sinht+icosht> _ 1

cosht + isinht cosh?t + sinh? ¢’
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so that

(9.5.6)

A\ / )2 2w
/ dz‘ < e 2 \/_ / e sinh2 t+cosh?2 ¢ dt
R+i 7% \/S

inh%¢ + cosh2

= e T2 (4> dt < 6e” 2 %",
R \/ sinh?t + cosh? t

Claim 9.15. We have

lim F(z)dz = lim F(z)dz = 0.

R=+00 JIR Rtin/4) R=+400 JI_R —R+in/4]

Proof of the Claim. We note first that

7{ F(2)dz = —7{ F(z)dz,
[~ R, Rim /4] [R,R-tin/4]

so that it is enough to prove one equality. Indeed for R > 0, we have

/4 .
j{ F(2)dz = / ﬂGin(R—i—it—u? tanh(R.H‘t))Z.dt,
[R,R+im /4] o sinh(R + it)

so that

7'1'/4 / 2 2
‘% F(Z)dz) S / 2VR +1 —2wt62/@Im(tanh(R+it))dt
R,R+im /4] 0

’€R+itH1 _ 672R72it’

_p VAR + /4 / 2 gy

1 —e 2R o
_R\/4R2+7T/4z (1217_2}2)
- 1 —e2R 4

proving the claim. O
Lemma 9.16. We have for 7 > 0,0 >0, p, given in (5.2.14),
(9.5.7) |90 ()| < 66 Tt

Proof. We have, with the notations (9.5.2), F' given in (9.5.4) and yg = [-R,—R +
21U [~R+ i3, R+ %] U[R +i3, ]

po(7) = lim F(s)ds = lim (]{ F(z)dz) = ]{ F(z)dz,

so that (9.5.6) implies the lemma. O

9.5.3. On the function 1. Let v € (0,1) be given. We study first the function ¢,
defined on [0, 7/2) by

20 _ 4,2
(9.5.8) ¢y(s) =s—v’tans, sothat ¢ (s)=1—1°(1+tan’s) = o 82 -
COS“ S
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so that

s |0 s, t T
(9.5.9) o(s)[1-12  + 0 - -

¢u(s) | 0 S duls) N 00 N oo
We have

_ — T _ 3
(9.5.10) { s = axccosy = 5 = v+ OW), for v — 0.

du(sy) = arccosv —vV1—v?2 =5 — 20+ O(V%),
The function ¢, is concave on (0,7/2) since we have there

#"(s) = —1*(—2)(cos s) ?(—sins) = —*2(cos s) sins < 0.

v

We have defined in (5.2.58)
—Tw /2 2wy (s) _ 1
(9.5.11) bo(w) = & / S
0

27 sin s

Let us start with an elementary lemma.

Lemma 9.17. Let A > 0 be given. Defining

Ao — 1
(9.5.12) J(A) = eA/ do, we have
o O
(9.5.13) JA) =214+ 00?), X = 4oo,
(9.5.14) VA>0, JO)>AT-)2

Proof. Indeed we have for A\ > 0,

)\kz+1 k—}-l
5.1 A AR
(95.15) A k' =Ae Zk'k Z(k+1)! K
k>1 k>1
/\k—i—l )\k+1
e e -
)\k+2 1
=c(e=1-)) ( k:+1'k:>
with
(95.16) 0< R\ <e ™) AT w<e_’\(e’\—1—)\—)\—2)x3—0(1)
o - - — (k+2)! k — 2 - ’
so that

AMA)=e e =1 =N +2T0(1) =1+ 20(1) — (1+Ne =1+ 2110(1),
proving (9.5.13). Note also that (9.5.15), (9.5.16) imply, since R(\) > 0,
AM(A) > 1 —e M1+ M),
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so that J(A) > A7t —e (1 + A1), and thus®™ the sought result (9.5.14). O

Remark 9.18. Considering now the function ¢, defined by

—TTw w/2 2ws
e e —1
9.5.17 = d
( ) o(w) 2 /0 sin s %

we find that, for w > 0, using Lemma 9.17,

—Tw T2 2ws __ 1 —Tw ™w oo 1
ool 2 S [ s =S [T e = i),
0 0

27 S 27 o T

so that

(9.5.18) wo(w) > ! L

T 2m2w 2m3w?’

It is our goal now to prove a minoration of the same flavour for the function (9.5.11)

defined above.

Assuming v € (0,1/2), we have § < s, <t, < § (s,,t, are defined in (9.5.9), ¥,
in (9.5.11)),

ty 2weu(s) _ /2 p2whu(s) _ |
(9.5.19) 2me™ 1), (w) = / s +/ L s
0 ty

sin s sin s

tv p2wou(s) _ /2 s su 2whu(s) _ 1 /2 g
> ——ds— — > ———ds — .
0 sin s ¢, SIS 0 sin s x/3 SIS

on (0,4,), éu(s) >0
Sv p2whu(s) _ | In3
:/ ¢ : ds ——=.
0 sin s 2

on (?)Tsy)
¢ (8)>0 and ¢/, (s)>0

Claim 9.19. For s € (0,7/2), we have ¢,(s) > ¢! (s)sins. Moreover, for s €

(0,5,), we have g > 5.

Proof of the Claim. Indeed, we have

¢, (5)—¢.(s)sins = s — v*tan s — sin s + v/*(1 + tan® s) sin s

= V2(sins+sinstan25 —tans) +s—sins

5, 8INS  sins )
( 5 )—l—s—sms
COs’s  COSS
v2sin s
9.5.20 = 1— —sins >0, fi € (0,7/2).
( ) 00523( coss) + s —sins > or s € (0,7/2)

The last part of the claim follows from the first part and the fact that sin s and ¢, (s)
are both positive on (0, s,). O]

Z8We leave for the reader to check that for A > 0, e=*(14+ A=) < A~2, which boils dow to study
q(\) = e7*(A? + )) reaching its maximum for A € Ry, at Ao = (1 + v/5)/2 with g(\g) ~ 0.84 < 1.
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Going back now to (9.5.19), we obtain that for v € (0,1/2) and w > 0, we have

v p2weu(s) _ In3
9.5.21) 2me™, (w) > / ———— ¢ (s)ds — —
(95.21) @)= [
2dv(sv) o ] In3 In3
— / C T do — 22 = 20 (2w, (s,)) — 2,
0 o 2 2
so that, using (9.5.14), we get
1 1 1 In3 1
> oW 2w¢y(sy)< . ) e 7
Vulw) = gree 2h,(s,)  (wd(s,))?) 2 2m

and since ¢,(s,) = § — ¢, with ¢, € (0,7/2), we find also that ¢, is a concave

function® of v € (0,1) and
% <e€, <2v sothat 2¢,(s,)=7m—2¢ €[r—4v,m — 7V,

so that for v € (0,1/2], we have® (assuming w > 0),

1 1 1 In3 1
¢V<W) > _e—muew(ﬂ—Qeu) ( . ) . _e—mu,
27 w(r—2€,) (w(m—2¢,))? 2 2w
|| 1 In3 1 __
> —e — - - —e ™,
27 wr w?(m—2)2 2 27

We recall the notations (9.5.2), so that v = y/k/w i.e. vw = \/kw and we get
1 1 1 In3 1
(9.5.22) VYw>0, 9,(w)> %6_4\/@(% - E> S D ey o K/w.

9.5.4. An explicit expresssion for ajy. According to (5.2.31), we have

1 1 [T sin(2ntr — 470 tanh(t/2))
9.5.23 = -4+ —
(9:5.23) a(mo) =5+50 | sinh(t/2)

dt.

We have used in Section 5.2 the equivalent expression ai1(7,0) = 5 + T,(7), where
T, is defined in (5.2.12) and we were able to prove the estimate in Lemma 5.18.
It turns out that (9.5.7) is not optimal, and it is interesting to give an “explicit”
expression for a;; as displayed in [37].

Using the notations (9.5.2), we can write (9.5.23) as

1 1 exp i(wt — 2k tanh(t/2))
.0.24 =—4+— /1
(9.5.24) ayy(T,0) 5t 1 /R m Snh(1/2) dt

1 T lim 1 / exp 2i(w§ — ktanh S)ds.
2 R—+00 2T JI_p gy sinh s

Defining the holomorphic function G' by

exp2i(wz — ktanh 2)

(9.5.25) G(2)

9

27 sinh 2

29We have from (9.5.10) €, = T —arccosv+vV/1—12, % =212 5552” =-2/V1-12<
0, so that the concavity gives Zv < ¢, < 2v.

30We know that w(m — 2€,) > w(m — 4v) > w(m — 2) so that to ensure w(m — 2¢,) > 4, it suffices
to assume w > 4/(m — 2).
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we see that G has simple poles at inZ and essential singularities at im(3 + Z). For
ReR\3Z,e € (0,7/2), we have

(9.5.26) f G(z)dz%—j{ - G(z)dz—l—f o+ G(z)dz
[~R,~cU[¢,R] y

Ve (0)=ee'? v (0)=Re®
—7<t<0 0<t<mw
= 2im E Res(G, ikm/2).
keN
km<2R

Claim 9.20. We have limo § - G(2)dz = 3.

Proof. Indeed we have

iee'do

/0 exp 2i(wee? — ktanh(ee?))
- 27 sinh(ee??)

6

. 0 2iwee 0
! / lexp(—%mtanh(eew))d@,

T o _, sinh(ee??)
and since the function z %e‘mmanhz is holomorphic near 0 with value 1 at 0,
we get the result of the claim. O

Lemma 9.21. We have limys,,— 400 Im (5%

Gla)i: ) -

+
s s
gtmy

Proof. Indeed we have with R = 7 +m7,

- /7r exp Qi(wRei‘e — Kta.mh(Rew))iRei@dg
0 27 sinh(Re?)
- gRe / ﬂ QZWRIOSQZ_—ZZijneeweRew exp (—2ix tanh(Re®))dd
0 _
= ? /2 Re {eme;oseeeg;;:;in@@iﬂ o Re” exp (—2ik tanh(Rew))} do,
0 _
so that
(9.527) Tm( ?{ G(=)dz)
w%ﬂrm%
s Catsmtn, {%e_msmee@ (—2mtanh(Rei0)>} db.
0 _
We have also
(9.5.28) tanh(Rei?) — 112—:222::

Claim 9.22. Defining for m € N,0 € [0,7], gm(0) = 1 — e~ G0 “ye find that

9.5.29 inf |g.(0) =By >0, inf |2—g.(0)] =05 >0.
( ) géﬁwm 0)] = Bo eéfé,wﬂ Im(0)] = B

meN meN
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Proof of the claim. If it were not the case, we could find sequences 0, € [0, 7], m; € N
such that

(9.5.30) lim e~ (GHmme™ — 1
=400
Taking the logarithm of the modulus of both sides, we would get

.
llgrnoo(§ + mym) cos B, = 0,

i.e. cosf, = L:;W, lim;_, ¢ = 0. Going back to (9.5.30), we find then
2

. —i(Z i
lim e i(5+mym)sing, _ 1

Y
l—+o00

i.e. since sinf; > 0,
2

i ,{<7r+ ><1 € )1/2} 1
im exp—iq (= +mym)|l — ——— =1,
oo P 2 : (5 +mym)?
implying lim;_, o e~ *Z*™™ = 1, which is not possible since

e~ 1ETmm — _j(—1)™ € {4},
proving the first inequality of the claim. The second inequality follows from the
same reductio ad absurdum, starting with

i0;

(9.5.31) lim e~ (2Hmme™ — 1
=400
ending-up with an impossibility since —1 ¢ {+i}. O

As a consequence of Claim 9.22 and (9.5.28), we obtain for R = 7 +m7, 0 € (0,7),

(9.5.32) | tanh(Re?)| < —.

1
Formula (9.5.27) gives then

9 /2 ) 1
(9.5.33) |Im 7{ Gla)dz || < 22 [T ermemstgzrasing Lo (45,6,
y ™ Jo 50

where, for w > 0, the right-hand-side goes to zero when R goes to +o00, completing

+
Ttmy

the proof of Lemma 9.21. O
Lemma 9.23. With G defined in (9.5.25), we have

1 e~ 622’wz72mcothz
9.5.34) 2 Res (G, ikm/2) = R 0].
( ) TkGZN °s (G, ik /2) 1—|—e—2m+i(1+e—2m) es( coshz >

Proof. We have Res(G, ikm/2) = Res(Gy, 0) and with k = 21,

_exp 2i(w(z + ”“T”) — ktanh(z + “fT”)) o~ 2w 2wz ,—2ik tanh 2

27 sinh(z + £7) ~ 27(—1)!sinh 2

Gk(z)

so that

_1)[6—2l7rw

0. R S
(9.5.35) es(Gy, 0) o
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whereas for k = 2] + 1, we have

exp 2i(w(z + ilm + F) — ktanh(z + ilm + 1))

Garal(2) = 2rsinh(z + ilm + )
o~ 21+ D)1w 2iwz ,—2ik coth 2
- 2r(—=1)licoshz ’
so that
l,—(2l+1)mw 2iwz—2irk coth z
(9.5.36) Res(Gapey, 0) = 627:2 ) Res(e — ,0),
yielding

QWZRGS(G,ikW/Q)

keN
_1)l67(2l+1)7rw e2iwz—2ik coth z
_ _1)lp—2tmw ( R < 70>7
ZGZN (=1)e + ZEZN 7 °s cosh z

1 N e~ TwW R <e2z’wz—2mcothz O)

= es ,0),
1+e 2 = (14 e 2m) cosh z
concluding the proof of the lemma. O

Proposition 9.24. Using the notations (9.5.2), with ayy defined in (9.5.23) (see
also (9.5.24) ), we have for 7 > 0,0 >0,

1 —Tw 2t(wz—k coth z)
(9.5.37) a1 (1,0) = 4+ Im {Res (e—, 0) } :

14 e 2w 14 e 2w cosh z

Proof. Taking the imaginary part of both sides in (9.5.26), and letting R — +o0,
e = 0, we get, using (9.5.34), (9.5.24), Claim 9.20,

1 . 1 ) 2iwz—2ik coth z
all———i-ImE:ImZ( + ¢ Res(e 7O)>7

2 2 1+e 2 = (14 e 2™) cosh z
which is (9.5.37). O
Remark 9.25. In particular, when o = 0, we find for 7 > 0
67471*27'
9.5.38 1— 0) = ——=-
( ) a11(7,0) 11 odn?r

and since (5.2.33) implies that

o sin(4rtT)
2t R 0) = —_—
™ Re az(7,0) /0 cosht

m — e H h
4i7TT<dt{e } (t), sech)
1 d
=1 z47thH h o h
m o (<_dt{e (t)},secht) — (8o, sec >)

1 1 : 1
— -1 z47TTtH t hl ) = — O -3
477'7— m 427_‘_7_ <e ( )7 sec ( )) 477'7- + (T )’ T = +OO7

dt = Im<€i4ﬂ-7—tH<t>, sech t>y/(Rt)7y(Rt)
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we readily find that
Realg(T,O) > 1-&11(7’,0), T — +00,

providing another proof of Theorem 5.20 in the case o = 0.

—2#27

Remark 9.26. The equation (5.2.53) gives also Im a15(7, 0) = <5

(5.2.31) gives, using the notations (9.5.2),

ay1(7, o), where

1 (% cos(tw — 2kcoth(t/2
(9.5.39) Imas(1,0) = E/o ( cosh(t/2) (t/ ))dt
1 [T cos(2(tw — keotht))
2 J, cosht
L cos(2(tw — Kcoth t)) ”
AT Jp cosht
With G given by (9.5.25), we note that
~ e i exp 2i(wz — K coth 2
(9.5.40) G(z) = -Gz + 5) = P Em S ),

an holomorphic function with simple poles at ZW(% + Z) and essential singularities
at inZ. Following now for G the track of G in Claim 9.20, Lemmas 9.21, 9.23 and
Proposition 9.24, we get
(9.5.41) Imas(r,0) = lim Rej{ G(2)dz, Ry, = T4 mz,

[ Ron,—Ule,Ron] 4 2

m——+400
6—)0+

and we have also

(9.5.42) 7{ C?(z)dz—?{ S G(z)dz+7{ vt G(z)dz
[~ Rin,—€JU[e, Rin] ~E(0): fim

+ _EeiQ _ i
‘02izr i D’
~ thm
=2 Res(G,ikn/2) = —me™ R G — 4+ —),0
WZ es(G,ikm/2) e Z es(((—l—2—|—2),)
1<k<m 1<k<m
1
— 1™ Z Res (G(C + %),O) .
2<I<m+1
Claim 9.27. We have lim. o §. - G(2)dz = 0.
; —_ Eeig
Proof. Indeed, we have —2ix coth ee?® = —22’/@&2_26&9 and for 6 € (0,7),
I 1 + 672667’.6 g (1 + 672667’.6)(1 _ 67266_7‘.9) o 672661.9 _ 67266_1.6
m(l _ e—2eei9) - 11— e—2¢ee’? |2 - 11— e—2ee’ |2
—2eisin 6 2€i sin 6 R :
_ —2cosft.. € —e | gccosg . —2isin(2esin )
=€ Im |1 _ 672661'9 2 =€ Im |1 _ 672681.9 2

72ecosew <0, ife<m/4

= —2e 5 =

|]_ _ 6—2eei9
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so that |e2mcothee” | < 1 implying

é 5| < ™ |6iweei9 i &0 T efwesine &
v (2)dz _/0 |cosh€ei9|€‘l6 | —(—:/0 | coshee?|

which goes to zero when € — 0., concluding the proof of Claim 9.27. O

A7

Claim 9.28. We have limys,, 1 oo f7+ é(z)dz = 0.

Ttm3g

Proof. Indeed, we have, using Claim 9.22,

1+6_2Rm cos 6 l
| 2R Hegr— < g for 0 € [0,7/2],
i0
[coth(Re)| = |+ < ,
(& 14¢2Rme’ 2 T
o | < 5, for e[z,
so that
267Rmei9 2€7R"" cos 0 T
| < for 6 € [0, Z]
~ . . . _ 10 —=
|G(Rm619)l~Rm610| < Rme4n/ﬁoe—2me sin l—i—eR 2RZZ . B1 , r2b
Ze | < Zem ™ for 6 € [Z, ]
14-e2Rme?? | — B1 PREAE
< 2Rm 4k/Bo ,—2wWRm sin 0— Ry, | cos 6|
- B ‘ ¢ ’
which goes to 0 when m goes to +o0, proving the claim. 0

Using (9.5.34), we calculate now

27 ) Res <G(< + %ﬂ), 0>

- 1 — p2iwz—2if coth z
T lte 2w * i(1+ e—QW)ReS ( cosh z ’0)
— 27 (Res (G,im/2) + Res (G, 0))
1 o o2iwz—2ir coth 2
T 1qe 2w N i(1+ e—QW)ReS ( cosh z ’0)

621'0.)2721';{ coth z
+ ie” "™ Res —_—, 0)—-1
cosh z

6—27rw - e~ W o €2iwz—2i,‘i coth z
=~ — | —¢ Res| ——,0
1+e 1+e cosh z

—27w —27w 2iwz—2ik coth 2z
e . e e
= —— +1€ o — Res| —M O
14 e—2mw 14 e—2mw coshz )7

so that from (9.5.41), (9.5.42), Claims 9.27 & 9.28, we obtain

Imays(7,0)

1 6_27|—w 6—27rw eZiwz—Ziﬁ coth z
=g —=| —-————¢ ™ Im{ReS( 70) }
T on ( 1+ e2mw (1 + 627“”> cosh z

1 6_27rw 6—27rw e2iwz—2mcothz
! e (Y s (5 Y,
“ 39 <1 + e—2mw e (1 —1—62”‘”) res cosh z
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so that

(9.5.43) Imass(T,0)

e~ W e—27rw €2iwz—2in coth z
= 1 R — .0
2(1 4 e—2m) * 2(1 4 e~2m) m { °s ( coshz ’ ) } ’

recovering (9.5.37) from (5.2.53).

N.B. We note that

e2iwz—2ir coth z 1 ei(wz—anoth(z/Z))
9.5.44 R ——F—F,0) = =R 0
( ) °s ( coshz ' ) p"es ( cosh(z/2) ' ) ’
so that (9.5.43) corroborates (A14) in [37]; however, we were not able to understand

formulas (A10), (A11) and (20) in [37].
9.6. Airy function.

9.6.1. Standard results on the Airy function. We collect in this section a couple of
classical results on the Airy function (see e.g. Definition 7.6.8 in Section 7.6 of [10]
or the references [35], [33], [20]). For all the statements of this section whose proofs
are not included, we refer the reader to Chapter 9 of [23].

Definition 9.29. The Auwry function M is defined as the inverse Fourier transform
of & s €/2m9°/3,

Proposition 9.30. For any h > 0 and all x € C, we have

1 /63(§+zh)3 iz (E+ih) df h€h332i/€_h§2ei(§;_§h2)6m§d§.

(9.61)  Ki(r) = 5 =

We note that the function R 5 & — e3(&ih)? belongs to the Schwartz space for any
h >0 since

il - en),

i N3 g2
§(£+zh) = h§+3

so that ,
o5 (EFin)? _ efhfzei(%fglﬁ)eh:*/?;_

Theorem 9.31. The Airy function M is an entire function on C, real-valued on
the real line, which is the unique solution of the initial value problem for the Airy

equation

(962)  M"(x)—shi(z) =0, A(0)= 31/6;(1/3)’ 2'(0) = _31/6;&2/3).
We have also, for any x € C,

(9.6.3) K (z) = %/OJFOO o—E%/3 =8 /2 Cos(xfg/g " %)dﬁ,

and the power series expansz’on of the Airy function is

1/3,, -
(9.6.4) 32/3 Z 3 k il 1) sin (2(k + 1)5).

k>0
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Lemma 9.32. For x € C\R_, we have

1 2,.3/2 1/2¢2 ;g3
(9.6.5) N(z)= — 5% /ez 1P 3¢
2m R

Proof. Using Proposition 9.30, we get (9.6.5) for z > 0 (choosing h = x'/?), and
then we may use an analytic continuation argument. Il

Theorem 9.33. For all M € N, for all z € C\R_, we have

(9.6.6) M(z) = e 20 x_1/4{ 3 1) r(30 + %)x—?’l/uRM(x)},

o 32(2])!
0<i<M

1

(3M + 3+ ) 3(M+1)) arg x —3(M+1)—5
< g o) (c0s(=57)) '

with |Ry(z)

For x <0, we have

(9.6.7) Ki(z) = |x|1/4\/_(sm( ]x\?’/z) +O(Je] %),
1/4 o
(9.6.8) A'(z) = — 2 \|/% (cos(z + 5’55\3/2) + O(]a;\’g'/z)).

Lemma 9.34. With j = e*™/3 we have for all z € C,
(9.6.9) Ai(z) +jM(jx) + 52 Ki(5%z) = 0.
In particular for r > 0, we have

(9.6.10) M(—r)=2 Re(e%w Ai(re%")).

Lemma 9.35. The zeroes of the Airy function are simple and located on (—o00,0).
We shall use the notation

(9.6.11) K{0}) = (e drs0,  Mesr < Mk <0, klim Ny = —00.

—+00

The largest zero of M is g ~ —2.338107410 and A (n) is positive for n > ny. We
have also for all k > 0,

(9612) Ai(?]gk_H) = 0, Ail(ﬁ2k+1) < 0, Al(ngk) = O, Ai/(ngk) > O,
(9613) Al( ) <0 fO’l" n e (7]2k+17772k> Al( ) >0 fO’I” n e (7]2k+2,772k+1)
(9.6.14) A" (n) >0 forn € (Nars1,mor), M"(n) <0 forn € (Nagros Mors1)-

N.B. The simplicity of the zeroes of the Airy function holds true for any non-zero
solution of the Airy differential equation y” = zy. The solutions of this ODE are
analytic functions and if a is a double zero, we have y(a) = y'(a) = 0 and thus from
the Airy equation, we get y”(a) = 0; we may then prove by induction on k > 1 that
yW(a) =0 for 0 <1< k+1: it is proven for k = 1, and if true for some k > 1, we
get

y* 2 (z) = (2y(2))® = y*D(a) =0,
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proving the final step in the induction; as a consequence, the function has a zero of
infinite order, which is impossible for a non-zero analytic function. Assertion (9.6.14)
follows from the Airy differential equation (9.6.2), from (9.6.13) and 7 < 0.

Remark 9.36. For M =0, |argz| < 7/3, we have

F(3+ %) 3 \/§ -3 _3
Rofe)| < =t ol H () = el VA < lafE x 0305455
so that
(9.6.15) |Ro(z)| < 0.305455|z|~3/% if |arg x| < 7/3,
(9.6.16) and for |z| > 12, |argz| < w/3 we have |Ro(x)| < 0.007349.

We get then for A > 0, using (9.6.10)
1 . . . .
Ki(=A) = —Re (e”/?’xl/‘*e—z%”’” (\/7?6—”/12 + Ro(Ac™))

= %A Vi cos(7 - §A3/2) +LRe {/\_1/4R0(re”/?’)e”/‘le_i%/\m}
= %Y” H(sin(F + §>\3/2) v Re{Ro()\e”/?’)e”/%—i%WQ})7
so that
(9.6.17) for A >0, A(-\) = %A—w (sin(Z + >\3/2) + R
(9.6.18) with | Re(A\)| < A™3/% x 0.172335,

(9.6.19) and for A > 12, |Ro(\)| < 0.004146.
Remark 9.37. For M =1, |argz| < 7/3, we have

(9.6.20) |Ry(x)] < F(G——i_%)mfa (ﬁ)—ﬁ—é

34(4)! 2
= |z|™® 1! < |z 772
= |z| \/E221/2><337/4><5 < |x|7° x 0.377203,
and
(9.6.21) for |z| > 12, |Ry(z)| < 0.000219,
so that
1 2 7/2
N(—r)= ﬁr_lﬂ (sin(% + §r3/2) + 124_) sm( P32 — %)7"_3/2
+ T Re{R1(Tei”/g)ei”/4e_i§T3/2 })
1 2 7/2 1 =
= ﬁr —1/4 <s1n(% + §r3/2) + 1;\§j sm( 32— %)r_?’/Q + ﬁRl(TD,
with
(9.6.22) for r >0, [Ri(r)| <773 x 0.377203,

(9.6.23) for r > 12, |Ry(r)| < 0.000219.
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We find for A > 0,

(9.6.24) G(=))

e T2 sy, D(7/2) 3/2g 2 30 T L A
:/A 1/4\/_<s1n( + r/)+ 18\/_ /sm(§r/ —Z)—l—ﬁRl(T))dr,
and we have
+o00o
1 12 (T 2 3/2
/A —7"3/4\/?7“ sm(z—l—gr )dr
T2 g 1 3 [t 1 2 4

:COS(Z+§/\ )/\3/4\/%—1/A 7q7/4\/_cos( +3r )dr,

as well as

3 [t 1 2 3 [t 1 2
- —/ —— cos(Z + —T3/2)d7” = ——/ —— /2 cos(z + —r3/2)d7“
A A

4 r7/A/T 4 3 4 r9/4/7 4 3
3 3/2\ y—9/4 3 9/+oo —13/4 . (T 2 3/2
_4ﬁsm(4+3)\ )A NG T 8111(4—1—37" )dr,
so that
too 2, 1
/2 _ 3/2
(9.6.25) /}\ r1/4\/_ ( + 3" )dr = COS(4 )\ ))\3/4\/77
39 _ 2
4\/_sm( )\3/2))\ o/ _ 4\/_4/ r 13/48111(4 —l—gr?’/z)dr.
We have also
(9.6.26)
teoq F(7/2) 3 2 T 0(7/2) [+ 2 ™
F—3/2 #2302 T g = N2 —T/4 e (232 T
/A Yz sm(3 4)dr T8m //\ r sm(3r 4)dr
_ ['(7/2) 2 3/2  T\y-9/4 I(7/2)9 [ 2 3/2 T\ —13/4
=g cos(g)\ Z>)\ +—187T 1 A cos(gr Z)r dr,
so that (9.6.25), (9.6.26) and (9.6.24) entail
G(=\) = cos(z + g)\3/2) ! sm( )\3/2))\’9/4
4 3 A3/4\/% 4f
39

+
2
90 Y —13/4 < 3/2 d
4\/7?4//\ r sm(4+3r ) r

[(7/2) 2 3 T\ _ 0(7/2)9 [T~ 2 T
LU/2) 2332 _ Ty y\—9/4 __/ 232 _ Ty, —13/4
T8 (3 7 ST cos(gr )" "

1 [t ~
+ —/ r~ V4R, (r).
A

™
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We get then
A 3/4 T 2 3 .1 2 _
G(—A) = ﬁ (COS(Z + §A3/2) + 1 Sln(z + g)\g/g)A 6/4
+oo
— % X %)\3/4/ P18/ sin(% - §r3/2)dr
A
['(7/2) 2 T\ _
— W COS(—)\3/2 — Z))\ 6/4
+o00
(7/2) /\3/4/ cos(zr3/2 . E)r—13/4dr
18\/_ 4 A\ 3 4
)\3/4 /+oo _1/4R )
so that
AT T 2. 3 3/2
(9.6.27) G(-3) ==~ (cos(Z N A Sl(/\)>,
with

3 3 IN7/2) TI(7/2) 4
6.2 -+ -
(9.6.28)  [Si(V)] < 1T 1T s T IsvE o S
where we have used (9.6.22) for the bound of the last term above. As a consequence,
if A > 12, we get that

x 0.377203 < 1.80293

(9.6.29) IAT3/251(\)] < 0.0433716.

This is allowing us to extend the proof of Lemma 9.43 to all values. Note that the
first 10 values (and more) are accessible numerically.

Since we have ng = —12.82877675 < —12, Formulas (9.6.17), (9.6.19), (9.6.27),
(9.6.29) imply the following result.

Lemma 9.38. With Ai and G defined above, we have for —\ < ng

) — Ly 3/2
(9.6.30) B(-) = =) <sm( . 3)\ ) + RO(A)>
(9.6.31) [Ro(\)| < A™3/2 x 0.172335 < 0.004146,
A\~3/4 T 2 4 ~
_ 2,372
(9.6.32) G(-3) ==~ (cos( + 2 )+51(A)),
(9.6.33) 1S1(N)] < A3/ % 1.80293 < 0.0433716.

9.6.2. More on the Airy function.

Proposition 9.39. We have

(9.6.34) /+OO M(z)dr = %
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Proof. According to Theorem 9.33, the Airy function Ai is rapidily decreasing on the
positive half-line and thus belongs to L'(R, ), so that the integral in (9.6.34) makes
sense. Also we have from Theorem 9.33 and the Lebesgue Dominated Convergence
Theorem that,

+oo +oo

(9.6.35) M (z)dz = lim M (z)e™daee /3,
0 h—)0+ 0

and we shall now calculate the right-hand-side of (9.6.35). We have for h > 0,

+o00 3 400 1 5 +oo
Ai(z)e"dre™" /3:/ / “he i(5—en?) e dédr = Yy (—x)dx

0 0

with
(9.6.36) Dn(€) = e hCrOR (B —(2ren)
so that

too . zh —h3/3 (50 1 1
N (x)e*dzxe = <§ - TPV—,W)M,y
0 3

1 1 &)
:5_?%W_62m2&§~wmm
1 1, 1 _ ¢
=5 2—<pvg e he? sm( — &h?)).
We note at this point that, according to (4.2.9), the right-hand-side of the above

equality is for h = 0 equal to

1 _ 17 B 1
2 213 3
so that, with (9.6.35), we are left to proving that
1 3
(9637) hligonJr(pVE’ e—h§2 Sin(% _ €h2)> _ g
We have
/Sin(§ —&h?) e g — T / sm(% Eh2)e e — Sin(§)d§
3 3 ¢
in(& 9 : h2 3 )
=24 / () (cos(¢n®)e™ " —1)d¢ — / sin(eh’) cos(g—)e’hé dé¢ .
3 1S 1S 3
1(h) 1>(h)
We have

[ gsin(g) 2
I 1(h) —/1 & (cos(Eh?)e ™ —1)d¢

el
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and a simple integration by parts®’ shows that limj,_, I 1(h) = 0; we have also
trivially that

2 5_
0= lim/ & sin{ 3 cos({hQ)e_h52 —1)d¢.

h—0
On the other hand, we have

(k)] < / B2e M€ e — O(RH2),
which completes the proof of (9.6.37) as well as the proof of Proposition 9.39.

Lemma 9.40. We have
0
2
(9.6.38) lim M (z)dx = =.
R—+o00 _R 3

Proof. Using (9.6.7), we find for R > 1,

/Al d:c—/Al d'r—/Al

+/1 ( RV sin( +2r3/2)+0( —7/4))d,

proving that the limit in the left-hand-side of (9.6.38) is existing.
Claim 9.41. limj_,q, fE)OOAi(x)exhdx = fi)oo N (z)dz.
Proof of the Claim. We have

0 -1 0
/ Ai(z)e™dr = / i (x)e™dx + / A (x)edx
—o0 —o0 -1

~—_————
with limit [©, &i(z)de

and using (9.6.7), we have only to check

-1 400
_ $2..13/2 _ _ :2,3/2
/ ‘LE| 1/46xh+23\x| dr = / + 1/46 th+igt dt
— 1

[e.9]

“+o00
= _/ % {e—th+z’§t3/z} (h - it1/2)*1t71/4dt _ e—hﬂ%(h B 2’)*1
1
400 ;
b [ e (R S (/)
1

and since the absolute value of the integrand in the last integral is bounded above
by %tq/‘l, we get the result of the Claim. 0J

31The boundary term is easy to handle and for the derivative falling on £73, we use that
|cos(Eh2)e=h€” — 1| < 2; if the derivative falls on the other term we get

+oo 53
/1 COZ(s ) (2h¢ cos(€h?)eE + ¢ sin(eh®)h2) d,

which goes trivially to 0 with h.
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With (9.6.35), (9.6.36), this gives

+o0 +o0 t _

/ Ai(z)dr = lim A (z)e™dre™"/? = lim ( Un(—)dE = z/Jh(O)) =1,
—0o0 h=0+ J_ R

and Proposition 9.39 provides the result of the lemma. O
9.6.3. Asymptotic expansion for the function G defined in (4.2.8).

Lemma 9.42. With G defined in (4.2.8), we have

3m

(9.6.39) G(=X) = X412 gin(= 0 3)\3/2)+O(>\ My N = +oo.

Proof. Property (9.6.38) and (9.6.7) give for 77 =-\<0,
:—+/A1 dg/Aldg ki (—r)dr

= / 2Re (6 3 Al(e 3 ?”))d?“ (we have used (9.6.10)); we use now (9.6.6) for M = 1,z € e!™/>Ry)
A

e 1 T2 g, T(7/2) 7y 2 3 T
_ : ~7/4 r2_ T —13/4
= | GG 57 + Sy (G = ) 4 067 Jar
“+o0o
= (2/3)1/27r_1/2/ 5712 sm( + s)ds
%)\3/2 4
2/3)320(7/2) [T
+( / ) ( / )/ S 3/2SIH< )d$+0()\ 9/4)
3227 A3/2

We integrate by parts in the first integral with

+00 +o0
172 (T ds — _/ _1p d { n }d
/§A3/2 S sm(4 + s) S 2o S s COS(4 + s) S

2 2 too
= (2A¥H)1/2 cos(z + SN2 4 / (—=1/2)s73/% cos(m /4 + s)ds
3 4 3 %/\3/2

We have to deal with two integrals of type
“+oo d ) . 1 “+00 )
/ 573/2._67,Sd8 — i(}\3/2)(73/2)61)\3/2 . _./ (_3/2)875/261sd8 — O(A79/4).
A3/2 as 1 Ja3/2

Eventually we find G(—X) = A™/472 cos(Z + 2A3/2) + O(A~9/4). O

With (nx)k>0 standing for the decreasing sequence of the zeroes of the Airy func-
tion (cf. Lemma 9.35), we have the following table of variation for the function

G.

n —0o ... M2k+2 M2k+1 2k e m 70 +o0
G"(n) = K’ (n) 0 + - + - + 0
G'(n) = K(n) 0 0 + 0 - 0 0 - 0 + 0

G(n) 0 ... GOrt2)  GMmers1) N GOpx) .. Gm) v Gmo) S~ 1
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Ui n4=—7.944133589 | n3=—6.786708100 | ny=—5.520559828 | 1y =—4.087949444 | 1o =—2.338107410
G(n) | -0.1187912133 0.1333996865 —0.1550343634 0.1917571397 | —0.2743520591

7N | no=—12.82877675 | ns=—11.93601556 | 7 =—11.00852430 | 16 =—10.04017434, |n5=—9.022650854
G(n) | 0.08315615192 —0.08775971160 0.09322050200 —0.09984115980 | 0.1080976882

Lemma 9.43. The zeroes of the function G on the real line are simple and make a
decreasing sequence of negative numbers (§)i<o such that

(9.6.40) €0 ~ —1.38418.

oo Makre < Eonre < Mok < ok < Mok < ok - -y

The largest ten zeroes of G are given by the following table

o & & &3 &4
—1.38418 | —3.33004 | —4.86074 | —6.18885 | —7.39024
& &6 & &8 &
—&8.5022 | —10.5366 | —11.4826 | —12.3913 | —13.2679

For all k € N, we have

(9.6.41) G(nar) <0 < G(n2k41),

and G(na) (resp. G(nars1)) is a local minimum (resp. mazimum) of G near ngy,
(resp. Mogy1). Moreover, G(ng) is an absolute minimum of the function G on the
real line.

N.B. We claim also that

(9.6.42) |G (nar)| > G(nar+1) > |G (Mart2)l,

but shall not provide a complete proof for that statement, which is anyway not needed
is our Section /J.3.

Proof. In the first place, we know that G(1y) < 0 and G strictly increases on 1, +00)
so that &y ~ —1.38418 is defined as the unique zero of G on (1, 0) since G(0) = 2/3.
We may note that we found in particular that

(9.6.43) Vn >mny, 1>G(n) > G(n).
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Also, the first ten zeroes of G are simple and satisfy (9.6.40), (9.6.41) and (9.6.42).
Moreover, using Lemma 9.38, we obtain that for A > 12,

G(=\) =0= \cos(%” + ;Wz)} < 0.0433716,

K(—)) =0= sin(% -+ %X”/?)\ < 0.004146,

As a result, if —\ is a double zero of G we must have both inequalities above, which
is impossible. As a result all zeroes of G are simple®” and located on (—o0,0). Let
us consider the interval [nog1, 72x]: We have

Ki(opt1) = A(nog) =0,  M'(ogs1) <0 < M'(neg), A" > 0 on (Nagr1, 12k)-

As a result, we obtain that G has a local minimum at 7, and a local maximum at
Nok+1 - Moreover we find from (9.6.31) in Lemma 9.38 and k£ > 5 that

.2 LT 2
max(] s1n(z + g\n2k|3/2)|, | sm(z + g]n2k+1]3/2)\> < 0.004146

which implies that

m 7r
4 4
We know that Ai’(1,) > 0, which implies, thanks® to (9.6.8)

. 2 2
min(| cos( T+ Z[maef*2)] [ cos( + Sl *2)]) = 0.99999.

cos(§ + §|n2k|3/2) < —0.99999,  cos( + §|n2k+1|3/2) > 0.99999,
and Lemma 9.38 implies that G(n) < 0 < G(nak+1), which is (9.6.41). Since the
function G is strictly monotone decreasing on the interval [1ax11, 7725, it has a unique
simple zero &o;11 on the interior of this interval. Analogously, we can prove that on
the interval [nogi2,7oxs1], it has a unique simple zero ;12 on the interior of this
interval, proving that the sequence of zeroes of the function G is decreasing strictly
with
Nok+2 < Sakt2 < Mokr1 < Sokr1 < Mok < So, Kk 20,

We shall prove a weaker statement than (9.6.42): we know that |G(n;)| < |G(no)])
for 1 <11 <9 from the numerical values obtained above. Moreover if A > 12 we find

IG(=\)| < X347~ V2(1 4 0.0433716) < 0.0913016 < |G(1)| = 0.2743520591,

321t is not hard to obtain an asymptotic version of this, namely the same result for A large
enough. However, asymptotic methods provide asymptotic results and to get a result at a finite
distance, we had to use the numerical results of Lemma 9.38, grounded on a numerical estimate of
the constants appearing in Theorem 9.33.

33Here this is proven if k is large enough from (9.6.8), and we leave to the reader the proof of
a numerical estimate analogous to Lemma 9.38 for the derivative of the Airy function. A direct
estimate is possible, using (9.6.5) and the identity (to be differentiated) for A > 0,
)\—1/4

VT
)\3/2

(9.6.45) a0(3) = e =) / e EN2E T (os(63)3) — 1) de.
R

(9.6.44) M(=)\) = {Sin(E + 2A3/2) + ao(>\)>\_3/2},

4 3
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proving indeed that G(n) is the absolute minimum of the function G on the real
line, since the desired estimate is proven for

or —0.0913016 < G(n) < 0if n < —12. As
treated directly by a numerical calculation. The proof of the lemma is complete.

n > no and for n < ny, either G(n) > 0,
said above, the values less than 12 are

\

G(m)

\ 2 & / ‘ \ & o

G(mori1)

¢

/

FI1GURE 9. The function G and its derivative the Airy function, on R_.
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9.7. Miscellaneous formulas.

9.7.1. Some elementary formulas. We define for 7 € R,

Toodt
(971) arctanT:/O m,

and we note that arctanr € (—7/2,7/2),
V7 € R, tan(arctant) = T, Vo € (—m/2,7/2), arctan(tanf) = 6.

Moreover we have for 7 € R,
, 1
(9.7.2) T — (1 +141),

Vitr

since for 0 € (—7/2,7/2), 7 = tanf, we have 1 + 72> = —%~ and thus

cos? 0
cosf > 0 = cosf = L = —sinf = —1(1 + 7273227 (1 4 72),
it 2

so that e = == (1 +ir).

Let a € R be given. The Fourier transform of 1_, ) is

sin(2mwaf)

(9.7.3) /a e BTy = 2 /a cos(2mz€)dx = i[sin(?wxf)]iig = -
0

—a 2m€

9.7.2. Taking the deriwative of Fy, on R.. We have, using a parity argument,

7 [ sinat (1+ iT)zkHd B sinat (Qk;{l)(_l)lTZld
k) = g T (L+72)ket ™ g T (14 72)kH T

0<21<2k

We see also that 1+ 2k +2 — 2] = 2k + 3 — 2] > 3 so that we can take the derivative
of Fj and get

Fa)= Y /R = GEE :)12:21 dr = % /R (cos a7) Re (%) dr,

0<21<2k

with absolutely converging integrals. For a > 0, we have

, 1 (1+i7)k
(974) Fk(a) = ;/R<COS CLT)de,
since
(9.7.5)
A 17 cos(ar)

lim

Moo |y mcﬁ makes sense for j < 2k + 1 (and vanishes for j odd).
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9.7.3. A proof of the weak limit. We have for u € #(R"), according to (1.2.2),
(2 + ) <a)'wuw) = [[ Wlu,u)(@,)dude,
2m(z2+£2)<a
so that implies
ZFk (Pru, u) r2@mny = jj W(u,u)(x, §)dxdE.
k>0 2m(z24-£2)<a

Choosing now u = u;, as a normalized eigenfunction of the Harmonic Oscillator with
eigenvalue k + 1/2, we obtain

Fla)= [ Wl w)(w,€)dude.
27 (22+4£2)<a

Since the function (z, &) — W(uy, ug)(z, &) belongs to the Schwartz class of R*", we
find that

lim Fy(a jj?—[ g, ug) (2, §)drdé = ||lugl|Z2@ny =1, qed.

a——+00
R2n

9.7.4. A different normalization for the Wigner function. The paper [27] is using a
different normalization for the Wigner distribution in n dimensions with

(9.7.6) Wlu, v)(z, &) = (2m)" /n u(x + g)ﬁ(m - g)e_iz'gdz.

The relationship with our definition (1.1.6) is

(9.7.7) W(u,v)(z,§) = W(u,v)(z, %)(2#)_".
As a result, we find that
Eo(B™(R)) =  sup jj W(u, u)(z, €)dade,

lellz2@m) =1 24 g2 < R

is equal to
sup [ W, &)dede
lull L2 gny= |m|2+47r2|§‘2<32

= sup ff W(u, u)(x, €)dxdé,

ez =t a2 g2 < 2
and we have proven here that for v € L?(R™) with norm 1

1 0 e, P, R
ff W(u,u)(m,f)dxd{ﬁl—m/a e 't dt_l_W7

2
|22 +EP< k=5

where the upper incomplete Gamma function I'(z, x) is given by
+oo
(9.7.8) [(z,2) = / t*~le~tldt.

This is indeed the result of Theorem 1 in [27].
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N.B. Let x > 0 be given and let z € C with Rez > 0. Then we have

+00 +0oo
[(z,z) = / (s +z) te 5 %ds = e_x/ (s +z) te*ds,
0 0

so that if z=n+1, n € N, we find

+oo +oo
I(n+1,2) = e:‘/ (s+z)"e’ds=e" Z (Z) xk/ s" ke 8ds
0 0

0<k<n
k z*
e Z ( )x ['(n4+1—Fk)=nle Z ‘
0<k<n 0<k<n
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