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Abstract

The problem of High-Gain Observer Design is addressed for a class of 3 × 3 inhomogeneous linear hyperbolic systems with
possibly distinct characteristic velocities and considering distributed measurement of part of the state. Applying an infinite-
dimensional state transformation, the system is mapped into a new set of partial differential equations, satisfying an appropriate
form for observer design. The observer includes output correction terms and also spatial derivatives of the output, and ensures
arbitrarily fast state estimation. The result is illustrated with a simulated example.
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1 Introduction

High-gain observer design for nonlinear finite-dimensional
systems has been considerably developed (see e.g. Khalil
(2017) and references therein). In short, it relies on a
single tuning coefficient, to be chosen large enough so
as to ensure exponential - and arbitrarily fast - con-
vergence. High-gain observers apply to a large class of
cases corresponding to uniformly observable systems
Gauthier and Bornard (1981). In the recent papers
Kitsos et al (2018), Kitsos et al (2020), this approach
was extended to infinite-dimensional systems, namely,
quasi-linear hyperbolic systems made of n × n balance
laws with one characteristic velocity and considering
distributed measurement of a part of the state. In Kit-
sos et al (2019) the more general case of two distinct
characteristic velocities was considered, but for 2 × 2
systems written in a triangular form.

Other observer designs for hyperbolic systems can be
found in the literature, but mainly considering the full
state vector on the boundaries as measurement, and
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without the high gain features. Amongst others, one can
mention Di Meglio et al (2013), Hasan et al (2016),
and Anfinsen et al (2016) for backstepping designs, Be-
sançon et al (2006) for a discretization approach (early-
lumping techniques), Castillo et al (2013) for direct
infinite-dimension-based Lyapunov techniques (see also
Besançon et al (2013)), or Nguyen et al (2016) for op-
timization methods. For semigroup and spectral-based
methods, see for instance Curtain (1982), Demetriou
(2004) and Schaum et al (2015). In Christophides and
Daoutidis (1996), there appear distributed observers re-
lying on operator theoretic and geometric techniques.

The present paper aims at providing a solution to a high-
gain observer design problem (H-GODP) for a class of
3 × 3 inhomogeneous linear hyperbolic systems of bal-
ance laws with one measurement, written in a triangu-
lar form, as an extension of Kitsos et al (2020), Kit-
sos et al (2018) for the case of systems with distinct
velocities. This case presents technical difficulties, even
for linear systems. Similar difficulties appear in the no-
table work of Alabau-Boussouira et al (2017), as well as
in previous works of the same authors, about the inter-
nal controllability of hyperbolic systems in cascade form
with reduced number of control laws. In these works,
stronger regularity of the solutions is required. The ap-
proach here on observer design with reduced number of
observations reveals some duality with this framework.
The present paper also extends the results of Kitsos et
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al (2019) up to 3× 3 strictly hyperbolic systems. More-
over, it can be noticed that, even though the system is
linear, the use of high gain is instrumental, as a result of
the considered domain of the hyperbolic operator. The
class of systems that we study, written in an appropri-
ate triangular form, can be found in various situations,
like plug flow chemical reactors, where, by measuring
the jacket temperature, we would expect to estimate the
concentrations of masses of chemicals, or in linearized
hyperbolic Lotka-Volterra systems with three species in
cascade form (see for instance Zhang et al (2018)). Sta-
bility and controllability for linear hyperbolic systems
have been widely studied, see for instance Bastin and
Coron (2016), Prieur and Winkin (2018), Espitia et al
(2017) by employing Lyapunov and operator-theoretic
strategies. In Coron and Nguyen (2019) and Auriol and
di Meglio (2016), the problem of minimum-time control
of such systems arises, suggesting that a faster observer
than a boundary one, which overcomes the transport
phenomena restrictions, would be desirable.

The main contribution here is the proof of solvability
of the H-GODP for 3 × 3 strictly hyperbolic triangular
systems via an indirect approach. An important idea of
this paper is to perform an appropriate infinite - dimen-
sional state transformation to overcome the lack of a
commutative property, yet needed in the Lyapunov sta-
bility analysis. Note that constraints on the source term
can be found in some studies of stability problems as in
Bastin and Coron (2016), Coron and Bastin (2015) and
in Prieur et al (2014) (Proposition 2.1), which allow a
similar commutation, while this is not the case here. The
transformation we use is related to the system’s trian-
gularity and maps the original hyperbolic system into a
target system of partial differential equations (PDEs).
This methodology requires stronger regularity for sys-
tem’s dynamics and additionally to the output correc-
tion terms, ouput’s spatial derivatives up to order q − 1
are injected in the high-gain observer dynamics, where
q is an indicator of the number of different character-
istic velocities. The convergence of the observer is then
proven for the sup spatial norm.

The paper is organized as follows. The description of the
H-GODP, the sufficient conditions and a solution to it
are presented in Section 2, where Theorem 1 constitutes
the main result. In Section 3 we prove Theorem 1 and
in Section 4, we illustrate our methodology via a plug
flow chemical reactor. Conclusions and perspectives are
discussed in Section 5.

Notation: For a given w in Rn, |w| denotes its usual Eu-
clidean norm. For a given matrix A in Rn×n, A> de-
notes its transpose, |A| := sup {|Aw| , |w| = 1} is its in-
duced norm and Sym(A) = A+A>

2 stands for its sym-
metric part. By eig(A) we denote the minimum eigen-
value of a symmetric matrix A. By In we denote the
identity matrix of dimension n. By sgn(x) we denote

the signum function sgn(x) = d
dx |x|, when x 6= 0, with

sgn(0) = 0. For given ξ : [0,+∞) × [0, L] → Rn and
time t ≥ 0 we use the notation ξ(t)(x) := ξ(t, x) to refer
to the profile at time t. For a real-valued function f , by
f ′ we denote its first derivative. For a continuous (C0)
map [0, L] 3 x 7→ ξ(x) ∈ Rn (or [0, L] 3 x 7→ A(x) ∈
Rn×n) we adopt the notation ‖ξ‖∞ := max{|ξ(x)| , x ∈
[0, L]} (‖A‖∞ := max{|A(x)| , x ∈ [0, L]} respectively).
For a q - times continuously differentiable (Cq) map
[0, L] 3 x 7→ ξ(x) ∈ Rn we adopt the notation ‖ξ‖q :=∑q
i=0 ‖∂ixξ‖∞.

2 Problem statement and main result

We are concerned with one-dimensional, first-order lin-
ear hyperbolic systems of balance laws, described by the
following equations on a strip Σ := [0,+∞)× [0, L]

ξt(t, x) + Λ(x)ξx(t, x) = M(x)ξ(t, x), (1a)

where ξ =
(
ξ1 ξ2 ξ3

)>
: Σ→ R3.

Consider also a distributed measurement, provided in
the output, of the form

y(t, x) = Cξ(t, x), (1b)

where y is a mapping from Σ to R and the matrix of
characteristic velocities

Λ(x) = diag {λ1(x), λ2(x), λ3(x)} ,

with λ1(x) > 0 for all x ∈ [0, L] (without loss of general-
ity), contains m ∈ {1, 2, 3} positive characteristic veloc-
ities λi(x) and 3−m negative ones, implying that these
are of constant sign in [0, L]. We have the following al-
gebraic structures for the involved matrices

M(x) =


m1,1(x) m1,2(x) 0

m2,1(x) m2,2(x) m2,3(x)

m3,1(x) m3,2(x) m3,3(x)

 ,

C =
(

1 0 0
)
.

To give appropriate boundary conditions, let us first de-
fine a permutation matrix denoted by Iπ ∈ R3×3, which
re-orders the two last components of ξ according to the
signs of the related second and third characteristic ve-
locities, namely, putting the m elements corresponding
to positive velocities in ξ+ and the 3 − m to negative
velocities in ξ−. More explicitly,

Iπξ :=

(
ξ+

ξ−

)
.
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Boundary conditions are written in the form(
ξ+(t, 0)

ξ−(t, L)

)
= K

(
ξ+(t, L)

ξ−(t, 0)

)
, (2a)

whereK is a matrix of the formK =

(
K00 K01

K10 K11

)
, with

K00 ∈ Rm×m,K01 ∈ Rm×(3−m),K10 ∈ R(3−m)×m,
K11 ∈ R(3−m)×(3−m).

We also consider initial condition

ξ(0, x) =: ξ0(x), x ∈ [0, L]. (2b)

Notice that the considered system provides an internal
measurement of the first state only, while not any infor-
mation on the two other states is given, except for the
general relationship between incoming and outgoing in-
formation on the boundaries, given by a general law (2).

Remark 1 We assumed, without loss of generality, that
the first characteristic velocity λ1 is positive and we per-
form all the calculations that follow for this particular
case. Indeed, if λ1 is negative, then applying the space
variable transformation x 7→ L − x, we get a hyperbolic
system with opposite sign of all three velocities. Then,
the observer design methodology remains unchanged for
the new system. Therefore, in this paper, we may assume
that the first characteristic velocity is positive.

At this point, let us define a, roughly speaking, “index
of strict hyperbolicity" as follows

q := min {i : λi ≡ λj ,∀j = i, . . . , 3} ,

where we used the equivalence relation λi ≡ λj ⇔
λi(x) = λj(x), for all x in [0, L]. By this definition, we
have q ∈ {1, 2, 3}, and in case of a strictly hyperbolic
system, we have q = 3. The case where q = 1 (a single
velocity), as a particular case of the general formulation
here, has been already addressed in Kitsos et al (2018),
while the case where q 6= 1 is more complex and needs
a different treatment. We further define

q̄ := max (1, q − 1) .

We are now in a position to present the main assump-
tions.

Assumption 1 Functions λi and mi,j belong to
C q̄([0, L];R). Initial condition ξ0 in C q̄

(
[0, L];R3

)
sat-

isfies compatibility conditions of order q̄ (see (Bastin
and Coron , 2016, Chapter 4.5.2) for definition of com-
patibility conditions of any order).

The following assumption concerns the structure of the
matrix K linking the incoming with the outgoing infor-
mation on the boundaries.

Assumption 2 If λ3(·) > 0, then K11 is invertible and
if λ3(·) < 0, then K00 is invertible

The previous requirement is trivially met if all veloci-
ties λ1, λ2, and λ3 are positive. Also, a case where this
assumption is trivially satisfied is when K = I3. In that
case, boundary conditions are x-periodic. Note that an
x- periodicity assumption is made in Alabau-Boussouira
et al (2017) for the somehow dual problem of controlla-
bility of underactuated systems.

The nature of the next assumption is revealed in Kitsos
et al (2018), where a triangular form is introduced for the
case of quasi-linear hyperbolic systems. This assumption
allows us to obtain a target system, that we introduce
later, and is also a sufficient condition for the observer
design.

Assumption 3 The following condition is satisfied for
all x in [0, L]:

m1,2(x),m2,3(x) 6= 0.

Given the previous assumption, system (1a) satisfies
some triangular structure, which presents an analogy to
the finite-dimensional case (see Khalil (2017)).

The following fact results from classical arguments bor-
rowed from the theory of linear hyperbolic systems, com-
bined with the manipulation of the extra regularity (see
(Bastin and Coron , 2016, App. A, Chap. 4.5) and ref-
erences therein).

Fact 1 Under Assumption 1, there exists a unique global
solution to system (1a)-(2) in C q̄

(
[0,+∞)× [0, L];R3

)
.

The problem that we address in this work is stated in
the following definition.

Definition 1 (H-GODP) The High-Gain Observer De-
sign Problem is solvable for a system given by (1a)-(2)
with output (1b), while output’s spatial derivatives of or-
der q − 1 might also be available, if there exists a well-
posed observer system, which estimates the state of (1a)
with a convergence speed that can be arbitrarily tuned via
a single parameter (high-gain constant).

The observer design problem under consideration relies
on a distributed measurement of a part of the state.
The main feature of it is the arbitrarily fast convergence
rate, similarly as in the finite dimensions and to achieve
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this property, distributed measurement on the whole do-
main is assumed. We note here that, although bound-
ary observers with the full-state measurement are pre-
ferred for practical reasons, in the present formulation,
distributed measurement of part of the state might be
available in many cases of distributed parameter sys-
tems. For instance, some setups include thermal cam-
eras for chemical reactors or alternative methods, see for
instance Zogg et al (2004), Pradere et al (2009), pro-
viding the desired measurements. Also, approximations
with distributedmeasurements within the domain would
provide an approximated measurement on the whole do-
main. Furthermore, as indicated in the H-GODP defini-
tion, stronger regularity of the solutions to the initial sys-
tems is required for some classes of systems, coming from
Assumption 1, since the observer dynamics may include
higher-order spatial derivatives of the output. These spa-
tial derivatives might be available, since their knowl-
edge is causal, contrary to the time-derivatives which are
strictly avoided. Approximations of such derivatives via
kernel convolutions might be investigated more. In the
following remark, we discuss the problem of solvability
of the H-GODP, if instead of a distributed measurement,
we had a boundary one.

Remark 2 H-GODP is not solvable in case of bound-
ary measurement, instead of internal measurement as in
(1b). First, arbitrary convergence condition would not be
fulfilled, since a boundary observer for hyperbolic systems
would experience a limitation with respect to convergence
speed. The rate of convergence is limited by a minimal
observation time which depends on the size of the domain
L and the characteristic velocities λi in that case (see Li
(2008) for minimum time of observability due to trans-
port phenomena, andDeutschmann et al (2016) for some
comments on the convergence of boundary observers).
Solvability of the H-GODP implies that the convergence
rate can be arbitrary fast. Second, following a boundary
observer design methodology as in Castillo et al (2013),
in the presence of the most general form of boundary con-
ditions, where a general law couples the incoming with
the outgoing information on the boundaries, see (2), a
reduced number of observations would not be enough to
lead to the observer convergence. In the present case, a
dissipativity property on the boundaries that would lead
to observer convergence cannot be achieved by just one
measurement, namely the first state ξ1. Furthermore, in
Di Meglio et al (2013) observer design is achieved with
reduced number of boundary observations (see also Coron
et al (2013) for the control design for underactuated
system). In these cases, the considered boundary condi-
tions allow a backstepping transformation of the observer
error equations into a system with dissipative boundary
conditions which is stable, but this is not the case here,
since the present boundary conditions cannot allow us to
obtain this dissipativity (see Coron and Bastin (2015)
about linking dissipativity of boundary conditions with
stability).

To proceed to the observer design, we introduce an indi-
rect approach to deal with the generality of the consid-
ered hyperbolic operator. Although system (1a)-(1b)-(2)
is written in an appropriate triangular form, as it was
introduced in Kitsos et al (2018), Kitsos et al (2020),
it seems that in presence of distinct characteristic ve-
locities, we need to employ a different strategy, in order
to find solutions for the H-GODP. The problem comes
from the fact that the balance laws in (1a) do not allow
the choice of a diagonal Lyapunov functional to be used
in the stability analysis of the observer error equations.
A non-diagonal Lyapunov functional does not permit
an integration by parts when taking its time-derivative,
since the Lyapunov matrix and the matrix of velocities
do not commute. To address this problem, we perform a
transformation including spatial derivations of the state
up to order q − 2, in order to write the system in an
appropriate form for which a Lyapunov approach is fea-
sible. Then, for the obtained target system, we design
the high-gain observer and, finally, returning to the ini-
tial coordinates, solvability of H-GODP is guaranteed.
Note that H-GODP for 2×2 quasilinear hyperbolic sys-
tems with two velocities has been already solved in Kit-
sos et al (2019). The latter is a simpler problem than
the present one of the 3 × 3 case, since no state trans-
formation is required. The increased difficulties with re-
spect to the presence of distinct velocities appear in the
somehow dual problems of internal controllability with
reduced numbers of controls (see comments on algebraic
solvability in Alabau-Boussouira et al (2017)) and the
main technical difficulty of the present work is to tackle
this problem.

Let us define a Banach space X by

X := C q̄([0, L];R)× C1([0, L];R2),

equipped with the norm ‖ξ‖X := ‖ξ1‖q̄ + ‖ξ2‖1 + ‖ξ3‖1.
Assume that there exists a linear bounded and injec-
tive transformation T : (X , ‖ · ‖X ) → (X , ‖ · ‖X ), with
bounded inverse, which maps system (1a)-(2) into a tar-
get system ζ, as follows

ζ = T ξ; (3)
with ζ1 = ξ1.

The desired target system (T) of PDEs that we consider
in this work satisfies the following equations on Σ, dis-
tinguishing two boundary cases, depending on the sign
of λ1(·)

(T)


ζt(t, x) + λ3(x)ζx(t, x) = M̃(x)ζ(t, x) +Mζ1(t)(x),(
ζ+(t, 0)

ζ−(t, L)

)
= K

(
ζ+(t, L)

ζ−(t, 0)

)
+K1ζ1(0) +K2ζ1(L),

yζ(t, x) = y(t, x) = Cζ(t, x),

(4)

with initial condition ζ(0, x) := ζ0(x) = T ξ0(x),
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where M : Cq−1([0, L];R) → C0([0, L];R3),K1,K2 :
Cq−1([0, L];R) → Rn are linear differential operators
acting on ζ1, to be determined in the sequel, depending
on the choice of T , M̃(x) is a matrix satisfying the same
structure as M(x) and yζ is target system’s output,
which remains equal to original system’s output y. The
existence of such a transformation T is shown in the
following section.

The proposed high-gain observer for (4) satisfies the fol-
lowing equations on Σ

ζ̂t(t, x) + λ3(x)ζ̂x(t, x) = M̃(x)ζ̂(t, x)

−ΘN(x)
(
y(t, x)− Cζ̂(t, x)

)
+My(t)(x), (5a)(

ζ̂+(t, 0)

ζ̂−(t, L)

)
= K

(
ζ̂+(t, L)

ζ̂−(t, 0)

)
+K1y(0) +K2y(L), (5b)

with initial condition ζ̂0(x) := ζ̂(0, x) (for a function ζ̂0

in X ), where

Θ := diag
{
θ, θ2, θ3

}
,

with θ ≥ 1 the candidate high-gain constant of the
observer, to be selected precisely later. In the above
equations, we considered, also, a vector gain N(·) in
C q̄
(
[0, L];R3

)
, selected in a way, such that, for P (·) in

C q̄
(
[0, L];R3×3

)
symmetric and positive definite, a Lya-

punov equation of the following form is satisfied

2Sym (P (x) (M1(x) +N(x)C)) = −Q(x) (6)

for some symmetric and positive definite Q(x) of class
C q̄, where M1(x) is derived by M(x) keeping only its 1
- diagonal, namely,

M1(x) =


0 m1,2(x) 0

0 0 m2,3(x)

0 0 0

 .

Lyapunov equation (6) is solvable by a symmetric and
positive definite P (x) for choice of N(x), such that
M1(x)+N(x)C is Hurwitz for all x in [0, L]. The latter is
feasible due to observability of the pair (M1(x), C) com-
ing from Assumption 3. In addition, we note that the
solution P (·) of (6), used in a Lyapunov functional that
we introduce in the sequel, is never diagonal, meaning
that it would not commute in general with the matrix
of velocities Λ(·). This is a problem for Lyapunov-based
stability analysis, which motivates for the proposed
infinite-dimensional transformation.

We are now in a position to present our main result on
the solvability of the H-GODP.

Theorem 1 Consider system (1a)-(2), defined on Σ
with output (1b) and suppose that Assumptions 1 - 3
hold. Let also P in C q̄

(
[0, L];R3×3

)
be symmetric and

positive definite and let N in C q̄
(
[0, L];R3

)
, both sat-

isfying (6) for some Q symmetric and positive definite
in C q̄

(
[0, L];R3×3

)
. Then, the H-GODP is solvable by

T −1ζ̂ (where ζ̂ is the unique solution to (5)), for θ ≥ 1

as a high gain and initial condition T −1ζ̂0(x), with ζ̂0

satisfying zero and one-order compatibility conditions.
More precisely, for every κ > 0, there exists θ0 ≥ 1, such
that for every θ ≥ θ0, the following holds for all t ≥ 0:

‖T −1ζ̂(t, ·)− ξ(t, ·)‖∞ ≤ `e−κt‖T −1ζ̂0(·)− ξ0(·)‖X , (7)

with ` > 0 a polynomial in θ.

This observer convergence result is based on the exis-
tence of a transformation T as introduced in (3), that we
show in the next section, along with the observer con-
vergence of Theorem 1. We note also that in the study of
internal controllability for underactuated systems, the
phenomenon of loss of derivatives appears, as the reg-
ularity of the dynamics is stronger than the regularity
of the control laws, whenever the velocities are distinct
(see Theorem 3.1 in Alabau-Boussouira et al (2017)). In
the present framework of the solutions to the H-GODP,
the regularity of system’s dynamics needs to be stronger
than the regularity of the space in the norm of which
the asymptotic convergence of the observer is exhibited
(sup spatial norm).

3 Proof of Theorem 1

In this section, we prove Theorem 1. We first show the
existence of the infinite-dimensional state transforma-
tion T and then we prove the observer convergence via
Lyapunov analysis.

3.1 Transformation and target system

We show here the existence of T and provide the corre-
sponding dynamics of the target system (T).

Let us choose T in (3) by

T := I3 + T̃ ; T̃ :=


0 0 0

τ(x)∂x 0 0

0 0 0

 , (8)

where
τ(x) :=

λ2(x)− λ3(x)

m1,2(x)
.

Obviously, this transformation is bounded, invertible,
with bounded inverse from X to X , independently of
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boundary conditions. Applying this transformation to
system (1a)-(2), we obtain target system (T) with

M̃(x) :=M(x) + τ(x)


0 0 0

m′1,1(x) m′1,2(x) 0

0 0 0

 ,

M :=


a1(x)∂x

a2(x)∂x + a3(x)∂2
x

a4(x)∂x

 ,

K1 :=
1 + sgn(λ1(x))

2
IπT̃ C> −

1− sgn(λ1(x))

2
KIπT̃ C>,

K2 :=−1 + sgn(λ1(x))

2
KIπT̃ C> +

1− sgn(λ1(x))

2
IπT̃ C>,

where

a1(x) :=λ3(x)− λ1(x)−m1,2(x)τ(x),

a2(x) :=τ(x)m1,1(x)− τ(x)λ′1(x)− τ(x)(m1,2(x)τ(x))′

− τ(x)m2,2(x) + τ ′(x)λ2(x),

a3(x) := (λ2(x)− λ1(x)− τ(x)m1,2(x)) τ(x),

a4(x) :=− τ(x)m3,2(x).

By the above forms of mappings M and K1,K2, we
see that the target system of PDEs (4) contains spatial
derivatives of the first state ζ1 up to order 2 in its dy-
namics and up to order 1 in its boundaries. Notice also
that for the case of 3 positive velocities (m = 3) as a
special case, we have Iπ = I3 and mappings K1 and K2

take the simpler forms

K1 :=


0

τ(0)∂x

0

 ,K2 := −K00


0

τ(L)∂x

0

 .

3.2 Observer convergence

We are in a position to prove that the proposed observer
is a high-gain observer for the target system, which is
mapped from the original system via T . Observer’s ex-
ponential convergence is proven for appropriate spatial
norm. Injectivity of T and boundedness of its inverse,
then, guarantees that T −1ζ̂ approaches exponentially
the state ξ of the original system and, thus, solves the
H-GODP.

We start from a prerequisite lemma for the well-
posedness of the observer, which is a direct consequense
of Assumption 1 and linearity of the system. The proof
relies on the method of characteristics and a combina-
tion of classical arguments from proofs found in (Bastin
and Coron , 2016, Chap. 4.5, App. A), therefore, it is
omitted here.

Lemma 1 Under the regularity assumptions for the dy-
namics and for any y in C q̄ ([0,+∞)× [0, L];R), the
problem described by (5) on domain Σ with initial condi-
tion ζ̂0(x) satisfying compatibility conditions of order 1

admits a unique solution ζ̂ in C1
(
[0,+∞)× [0, L];R3

)
).

Consider, now, observer (5) for target system (T). We
define a scaled observer error by ε := Θ−1

(
ζ̂ − ζ

)
, for

which we derive the following hyperbolic equations on Σ

εt(t, x) + λ3(x)εx(t, x) = θ (M1(x) +N(x)C) ε(t, x)

+ Θ−1(M̃(x)−M1(x))Θε(t, x), (9a)
ε(t, 0) = Θ−1K̄Θε(t, L),when λ3(·) > 0, (9b)

ε(t, L) = Θ−1 ¯̄KΘε(t, 0),when λ3(·) < 0, (9c)

where

K̄ :=I>π

(
K00 −K01K

−1
11 K10 K01K

−1
11

−K−1
11 K10 K−1

11

)
Iπ,

¯̄K :=I>π

(
K−1

00 −K−1
00 K01

K10K
−1
00 K11 −K10K

−1
00 K01

)
Iπ.

To prove exponential stability of with respect to its
origin of the solutions to observer error system, we
adopt a Lyapunov-based approach inspired by method-
ologies presented in Bastin and Coron (2016). Similar
p-functionals have appeared in Kitsos et al (2018),
Kitsos et al (2020). The stability is proven for the
1- spatial norm. We define a Lyapunov functional
Wp : C1([0, L];R3)→ R by

Wp[ε] :=

(∫ L

0

π(x)epµθxGp[ε](x)dx

)1/p

; (10a)

Gp[ε](x) :=
(
ε>(x)P (x)ε(x) + ε>t (x)P (x)εt(x)

)p
(10b)

and p in N, P (·) is of class C1, symmetric and positive
definite, satisfying (6), π : [0, L]→ R is a function given
by

π(x) := (π̄ − 1)
x

L
+ 1; π̄ :=

maxx∈[0,L] λ3(x)

minx∈[0,L] λ3(x)
(11)

and µθ is a constant given by

µθ :=
1 + sgn(λ3(x))

2L
ln

(
|K̄|2‖P (·)‖∞

minx∈[0,L] eig(P (x))
θ4

)
+

1− sgn(λ3(x))

2L
ln

(
minx∈[0,L] eig(P (x))

| ¯̄K|2‖P (·)‖∞θ4

)
. (12)

Note here that, by its definition, π is bounded as follows

1 ≤ π(x) ≤ π̄,∀x ∈ [0, L]. (13)
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By invoking Lemma 1 and Fact 1, we are in a position
to define Gp,Wp : [0,+∞)→ R+ by

Gp(t) := Gp[ε](t),Wp(t) :=Wp[ε](t), t ≥ 0. (14)

By temporarily assuming that ε has some extra regu-
larity, i.e., it is C2, we obtain the following hyperbolic
equations for εt

εtt(t, x) + λ3(x)εxt(t, x) = θ (M1(x) +N(x)C) εt(t, x)

+ Θ−1(M̃(x)−M1(x))Θεt(t, x), (15a)
εt(t, 0) = Θ−1K̄Θεt(t, L), λ3(·) > 0, (15b)

εt(t, L) = Θ−1 ¯̄KΘεt(t, 0), λ3(·) < 0. (15c)

For the time-derivative Ẇp along theC1 solutions of (15)
we get the following

Ẇp =
1

p
W 1−p
p

∫ L

0

pπ(x)epµθxGp−1(x)

×
1∑
i=0

(
∂i+1
t ε>(x)P (x)∂itε(x) + ∂itε

>(x)P (x)∂i+1
t ε(x)

)
dx

= W 1−p
p

(
1

p
T1,p + T2,p

)
, (16)

where

T1,p := −
∫ L

0

λ3(x)π(x)epµθx [∂xGp(x)

−pGp−1(x)

1∑
i=0

∂itε
>(x)Px(x)∂itε(x)

]
dx,

T2,p :=

∫ L

0

(2θπ(x)epµθxGp−1(x)

×
1∑
i=0

∂itε
>(x)Sym ((P (x)(M1(x) +N(x)C) ∂itε(x)

+2π(x)epµθxGp−1(x)

1∑
i=0

∂itε
>(x)

×Sym
(
P (x)Θ−1(M̃(x)−M1(x))Θ

)
∂itε(x)

)
dx.

Using an integration by parts in term T1,p and utilizing
(13) and other trivial bounds, we get

T1,p ≤ −λ3(L)π(L)epµθLGp(L) + λ3(0)π(0)Gp(0)

+ (ω1 + pω2 + p|µθ|‖λ3(·)‖∞)W p
p ,

where ω1 := π̄−1
L ‖λ3(·)‖∞ + ‖λ′3(·)‖∞,

ω2 := ‖λ3(·)‖∞‖Px(·)‖∞
minx∈[0,L] eig(P (x)) . Substituting (15b), for each of

the cases λ3(·) > 0 and λ3(·) < 0, the above yields

T1,p ≤
[
− min
x∈[0,L]

λ3(x)π(L)

(
min
x∈[0,L]

eig(P (x))

)p
epµθL

+π(0) max
x∈[0,L]

λ3(x)
(
θ2|K̄|

)2p ‖P (·)‖p∞
]

×

(
1∑
i=0

|∂itε(L)|2
)p

+ (ω1 + pω2

+p|µθ|‖λ3(·)‖∞)W p
p ,when λ3(x) > 0,

T1,p ≤
[
− min
x∈[0,L]

λ3(x)π(L)‖P (·)‖p∞
(
θ2| ¯̄K|

)2p

×epµθL + π(0) max
x∈[0,L]

λ3(x)(
min
x∈[0,L]

eig(P (x))

)p]( 1∑
i=0

|∂itε(0)|2
)p

+ (ω1

+pω2 + p|µθ|‖λ3(·)‖∞)W p
p , when λ3(x) < 0,

which, by virtue of (11), (12), is bounded as follows

T1,p ≤ (ω1 + pω2 + p|µθ|‖λ3(·)‖∞)W p
p . (17)

Next, for θ ≥ 1 and invoking (6), we obtain for T2,p

T2,p ≤ (−θω3 + ω4)W p
p , (18)

where ω3 :=
minx∈[0,L] eig(P (x)) minx∈[0,L] eig(Q(x))

‖P (·)‖∞ ,

ω4 := 2‖P (·)‖∞‖M̃(·)−M1(·)‖∞
minx∈[0,L] eig(P (x)) . By (16), in conjunction

with (17), (18) we get

Ẇp ≤ (−θω3 + |µθ|‖λ3(·)‖∞ + ω1 + ω2 + ω4)Wp. (19)

We obtained the above estimate of Ẇp for ε of class C2,
By invoking density arguments, the results remain valid
with ε only of class C1 (see Coron and Bastin (2015)
for further details). Now, one can select the high gain θ,
such that θ ≥ θ0, where θ0 ≥ 1 is such that

−θω3 + |µθ|‖λ3(·)‖∞ + ω1 + ω2 + ω4 ≤ −2κθ,∀θ ≥ θ0,

for some κθ > 0. One can easily check that for any κθ >
0, there always exists a θ0 ≥ 1, dependent on the involved
constants, such that the previous inequality is satisfied.
Subsequently, (19) yields

Wp(t) ≤ e−2κθtWp(0). (20)

Taking also into account (13), we get the following prop-
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erty holding for continuous ε, εt

lim
p→∞

Wp = lim
p→∞

‖eµθ·π(·)
1
pG1/p

p (·)‖Lp(0,L) (21)

=

1∑
i=0

‖eµθ·∂itε>(·)P (·)∂itε(·)‖∞. (22)

By (20), in conjunction with (21), we derive

1∑
i=0

‖eµθ·∂itε>(·)P (·)∂itε(·)‖∞ ≤ e−2κθt

×
1∑
i=0

‖eµθ·∂itε>0 (·)P (·)∂itε0(·)‖∞, (23)

where ε0(x) := ε(0, x). Now, from error dynamics (15)
in conjunction with continuous differentiability of the
dynamics, we can perform simple differentiations, so as
to calculate constants ρθ,i, σθ,i, depending polynomially
on θ, such that

1∑
i=0

ρθ,i‖∂ixε(·)‖∞ ≤
1∑
i=0

‖∂itε(·)‖∞ ≤
1∑
i=0

σθ,i‖∂ixε(·)‖∞.

Combining the above estimates with the following in-
equality

e
µθ−|µθ|

2 L min
x∈[0,L]

eig(P (x))

(
1∑
i=0

‖∂itε(·)‖∞

)2

≤
1∑
i=0

‖eµθ·∂itε>(·)P (·)∂itε(·)‖∞

≤ e
µθ+|µθ|

2 L‖P (·)‖∞

(
1∑
i=0

‖∂itε(·)‖∞

)2

,

we obtain an exponential stability result as follows

‖ζ̂(t, ·)− ζ(t, ·)‖1 ≤ ¯̀
θe
−κθt‖ζ̂0 − ζ0‖1, (24)

where ¯̀
θ is a polynomial in θ (as in high-gain ob-

servers in finite dimensions). To return to the original
coordinates, we notice that T is bounded from X to
X , X is continuously embedded in C1([0, L];R3). Also
the extension of T −1 on C0[0, L];R3) is bounded in
C0[0, L];R3) and C1([0, L];R3) is continuously embed-
ded in C0([0, L];R3). Thereby, by (24), we can calculate
constant `, polynomial again in θ, such that (7) is satis-
fied with κ = κθ.

The proof of Theorem 1 is complete.

Remark 3 Notice that although the considered system
is linear, the high-gain technique is of special interest

to dominate “extra terms" in the derivative of the Lya-
punov function, similarly to the nonlinear terms in finite-
dimensional high-gain observers. In the present case, in-
deed, there appears a term µθ in the Lyapunov deriva-
tive (see (17)), coming from the boundary conditions,
and having an effect similar to nonlinearities in finite-
dimensional systems. In an abstract sense, passing from
the finite dimensions to the infinite dimensions, the hy-
perbolic (differential) operator imposes extra difficulties,
even for linear systems.

4 Simulation

In this section, we apply the high-gain observer design
to a system of an exothermic plug flow chemical reactor.
Control and observer designs for chemical reactors have
been widely investigated (see for instance Boskovic and
Krstic (2002) and Christophides and Daoutidis (1996)).

Here we consider a linearized model, where system’s
states ξ1, ξ2, ξ3 represent the deviation with respect to
their steady values, i.e., ξ1 = Tc−T ∗c , ξ2 = Tr−T ∗r , ξ3 =
CA − C∗A, where Tc is the coolant temperature, Tr is
the reactor temperature and CA is the concentration of
the chemical components (see (Bastin and Coron , 2016,
5.1.1) for more details). The hyperbolic dynamics satisfy
(1a) with

Λ =


Vc 0 0

0 Vr 0

0 0 Vr + ε

 ,M(x) =


k0 −k0 0

−k0 k0 + k1φ1(x) k1φ0(x)

0 −φ1(x) −φ0(x)


for positive Vc, Vr, ε, k0, k1, and boundary conditions

ξ1(t, 0) = 2ξ1(t, L), ξ2(t, 0) = ξ2(t, L), ξ3(t, 0) = ξ3(t, L)

(chosen to be fictitious in order to get unstable tra-
jectories for the sake of illustration), while φ0(x) =

(a+ b)exp
(
− E
RT∗r (x)

)
,

φ1(x) =
(
C∗A(x)− b

a+bC
in
A

)
E

R(T∗r (x))2φ0(x), for con-

stants a, b, E,R,C in
A . The steady states satisfy the

following differential equations over [0, L]:

Vr
d

dx
T ∗r =− k0(T ∗c − T ∗r ) + k1r(T

∗
r , C

∗
A),

Vr
d

dx
C∗A =− r(T ∗r , C∗A),

Vc
d

dx
T ∗c =k0(T ∗c − T ∗r ),

with r(Tr, CA) =
(
(a+ b)CA − bC in

A

)
exp

(
− E
RTr

)
the reaction rate and boundary conditions T ∗r (0) =
T in
r , C

∗
A(0) = C in

A , T
∗
c (0) = T in

c . For simulation, nu-
merical values are as follows: T in

r = 340K, C in
A =

8



Fig. 1. Time and space evolution of system’s output

0.02mol · L−1, T in
c = 293K. The length of the reactor

is L = 1m, the reactive fluid velocity in the reac-
tor is Vr = 0.025m · s−1, the coolant velocity in the
jacket is Vc = 1.13m · s−1, the activation energy is
E = 11250cal ·mol−1, a = 0.56s−1 and b = 0.12s−1 are
rate constants, and R = 1.986cal · mol−1 · K−1 is the
Boltzmann constant. We also add an artificial constant
ε = 0.005m · s−1 in the third characteristic velocity
to make system strictly hyperbolic and deal with the
problem in its full generality (with ε 6= 0, we have q = 3
instead of q = 2, for ε = 0). Assume that measured out-
put is the cooling temperature, i.e., y(t, x) = ξ1(t, x).
We now follow the steps of the H-GODP described
in the previous sections. In particular, we apply the
transformation (8), introduced in Subsection 3.1, with
τ = ε/k0. We choose some initial conditions, such that
Assumption 1 is satisfied with q̄ = 2, and now sys-
tem meets all sufficient conditions for solvability of
the H-GODP. We apply Theorem 1, with θ = 4 and

N(x) =
(
−1 5 10

)>
. As expected, the convergence

of the inversely transformed observer state to the un-
known state ξ is guaranteed by Theorem 1. In Fig. 1
we represent the output ξ1. In figures 2 - 4 we see the
observation errors for each of the original states ξ1, ξ2
and ξ3, after choosing arbitrary observer initial condi-
tions satisfying appropriate compatibility conditions. In
Fig. 5 we represent the time evolution of the sup spatial
norm of the second observer error for different values of
high-gain constant θ. For θ = 1, the observer converges
very slowly, while for increasing values of θ above 4, the
convergence becomes faster, but with a trade off with
respect to transients (and overshoot) to be handled in
practice (as expected from (7)). In Fig. 6 we see the
second observer error when we consider a smaller gain
(θ = 0.1), which is divergent, as we expected.

5 Conclusion

A high-gain observer for a class of 3×3 linear hyperbolic
systems in triangular form with possibly distinct char-

Fig. 2. First observer error for θ = 4

Fig. 3. Second observer error for θ = 4

Fig. 4. Third observer error for θ = 4

acteristic velocities has been presented, considering dis-
tributed measurement of a part of the state. This result
constitutes an extension of the high-gain observer design
for finite-dimensional systems to a class of hyperbolic
systems and, also, an extension of previous works to the
case of systems with distinct velocities. To that end, the
hyperbolic system is first mapped into a target system

9



Fig. 5. sup spatial norm of the second observer error for
various high-gain constants

Fig. 6. Second observer error for θ = 0.1

of PDEs and an observer for this system is designed, uti-
lizing output correction terms and injection of output
spatial derivatives. The extension of this methodology
to wider classes of infinite-dimensional systems will be
subject to our future work.
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