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Hypocoercivity for kinetic linear equations in bounded
domains with general Maxwell boundary condition

Armand Bernou, Kleber Carrapatoso, Stéphane Mischler and Isabelle Tristani

February 16, 2021

Abstract

We establish the convergence to the equilibrium for various linear collisional kinetic
equations (including linearized Boltzmann and Landau equations) with physical local
conservation laws in bounded domains with general Maxwell boundary condition. Our
proof consists in establishing an hypocoercivity result for the associated operator, in
other words, we exhibit a convenient Hilbert norm for which the associated operator
is coercive in the orthogonal of the global conservation laws. Our approach allows us
to treat general domains with all type of boundary conditions in a unified framework.
In particular, our result includes the case of vanishing accommodation coefficient and
thus the specific case of the specular reflection boundary condition.
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1 Introduction

1.1 The problem

In this paper, we study a linear collisional kinetic equation in a bounded domain with gen-
eral Maxwell boundary condition. More precisely, we consider a smooth enough bounded
domain © C R%, d > 2, we denote by O := Q x R? the interior set of phase space and
¥ := 90 x R? the boundary set of phase space. For a (variation of a) density function
f=ft,z,v),t>0,2zcQ, vecR? we then look at the following equation

Of = Lf=—v-Vof +€f in (0,00) x O, (1.1)
vf = Zuf on (0,00) x%, (1.2)

where 14 f denote the trace of f at the boundary set and where ¥ and &% stand for
two linear collisional operators that we describe below. Our goal is to investigate the
long-time behavior of solutions to this linear equation. In order to do so, we will prove
an hypocercivity result using a general and robust approach inspired by previous works
on L2-hypocoercivity.

Motivation. We first briefly explain the motivation to study this problem. We consider a
system of particles confined in {2 whose state is described by the variations of the density
of particles F' = F(t,z,v) > 0 which at time ¢ > 0 and at position z € €, move with
velocity v € R%. We suppose that collisions between particles are for instance described
by the Boltzmann or the Landau bilinear collision operator. It leads us to consider the
following equation:

OF = —v-VaF+Q(F,F) in (0,00)x0O (1.3)
v F Ay Foon (0,00) X X,

where @ is for instance the Boltzmann or the Landau collision operator. The standard
(normalized and centered) Maxwellian

p=p(v) = (2m) 21/ (1.5)

is a global equilibrium of this equation. In order to study this type of problem in a close-
to-equilibrium regime, we write the distribution F' as the following perturbation of the
global equilibrium p: F = p+ f. If F solves (1.3)-(1.4), then the linearized equation
(throwing away the quadratic term) satisfied by f is nothing but (1.1)-(1.2) with

Cf=Qu, f)+Q(f, 1)

The assumptions (A1)-(A2)-(A3) made below on the collisional operator ¢ are met by the
linearized Boltzmann and Landau equations for the so-called hard potentials (and thus
including the Boltzmann hard spheres case). It is worth noting that by a straightforward
adaptation of our method, we can also treat linear operators preserving only mass such
that the Fokker-Planck operator or the relaxation operator. We believe that our analysis is
also new in this setting. In Section 4, we present more general assumptions that allow us to
deal with linearized Boltzmann and Landau operators corresponding to softer potentials.

The boundary condition. Let us now describe the boundary condition (1.2). For that
purpose, we need to introduce regularity hypotheses on 02 and some notations. We
assume that the boundary 02 is smooth enough so that the outward unit normal vector
n(z) at x € 9 is well-defined as well as do, the Lebesgue surface measure on 92. The



precise regularity on 02 that we will need is that the signed distance ¢ defined by §(z) :=
—d(z,00) if x € Q, §(z) := d(x,09Q) if 2 € QF, so that Q@ = {z € R%,§(z) < 0}, satisfies
§ € W3(Q) and Vi(x) # 0 for z € 95, so that V§/|V| coincides with the outward unit
normal vector n on . We then define ¥% := {v € R% +v-n(x) > 0} the sets of outgoing
(X%) and incoming (X% ) velocities at the point € 0N as well as

Yi= {(m,v) € X;tn(z) v > 0} = {(x,v); x €00, vE Ei}

We denote by ~vf the trace of f on ¥, and by v+ f = 1x,vf the traces on ¥4. The
boundary condition (1.2) thus takes into account how particles are reflected by the wall
and takes the form of a balance between the values of the trace +f on the outgoing and
incoming velocities subsets of the boundary. We assume that the reflection operator acts
locally in time and position, namely

(%7+f)(t, €, U) = '@x(%rf(t’ €, ))(v)

and more specifically it is a possibly position dependent Maxwell boundary condition
operator
Ke(9(z,-))(v) = (1 = a(x))g(x, Rev) + a(z)Dg(x, v), (1.6)

for any (z,v) € ¥_ and for any function g : ¥; — R. Here a: 92 — [0, 1] is a Lipschitz
function, called the accommodation coefficient, R, is the specular reflection operator

Ryv =v —2n(z)(n(x) - v),

and D is the diffusive operator

Dy(av) = quu)i(@), §@)= [ gla,win(z) - wdw. (17)
+
where the constant ¢, := (2m)'/? is such that cuft = 1 and we recall that p stands

for the standard Maxwellian (1.5). The boundary condition (1.6) corresponds to the
pure specular reflection boundary condition when o = 0 and it corresponds to the pure
diffusive boundary condition when o = 1. It is worth emphasizing that when v f satisfies
the boundary condition (1.2)—(1.6), for any test function ¢ = ¢(v) and any z € 052,

[ fenta) - vdv= [ fn@)-vle - (1= al)p o Ry — @)oo Rop)] dv. (18)
R Ei

As a consequence, whatever is the accommodation coefficient «, making the choice ¢ =1

so that po R, = cugpj\}_%;,u =1, we get

/ vfn(x) -vdv =0, (1.9)
Rd

which means that there is no flux of mass at the boundary (no particle goes out nor enters
in the domain). Assuming now « = 0, making the choice ¢(v) = |v|?> and observing that
|Rev|? = |v]?, we get

/ vf v n(z) - vdv =0, (1.10)
R4

which means that there is no flux of energy at the boundary in the case of the pure specular
reflection boundary condition.



The collisional operator. Let us now describe the hypotheses made on the collisional linear
operator ¢ involved in the linear evolution equation (1.1). We assume that the operator
acts locally in time and position, namely

(Cgf)(tvxvv) = Cg(f(t,x, ))(U),

that the operator has mass, velocity and energy conservation laws, namely
| E9@e@dv =0, (1.1)

for ¢ := 1,v;, [v|?, i € {1,...,d}, and for any nice enough function g, and that the operator
has a spectral gap in the classical Hilbert space associated to the standard Maxwellian .
In order to be more precise, we introduce the Hilbert space

L2 (™) = {f ‘RTS R ‘ /d frutde < —{—oo}
R
endowed with the scalar product
(fr9)r2u-1) = /Rd fopt dv

and the associated norm || - [|z2(,-1y. We assume that the operator ¢’ is a closed operator
with dense domain Dom(%’) in L2(u~!) which satisfies:

(A1) Its kernel is given by
ker(%) = Span{:u" U1y - -+ Ud s |/U|21U’}a

and we denote by 7f the projection onto ker(%’) given by

wf = (/Rdfdw>,u+</Rdwfdw)-v,u+</Rd|M|27\/2_;dfdw> |v|\j%d,u. (1.12)

(A2) The operator is self-adjoint on L2(u~!) and negative (¢f, Hrzg-1) < 0, so that
its spectrum is included in R_, and (1.11) holds true for any ¢ € Dom(%). We
assume furthermore that 4 satisfies a coercivity estimate, more precisely that there
is a positive constant A > 0 such that for any f € Dom(%’) one has

(=CF Dz = M 720 (1.13)

where f+:= f —xf.

(A3) For any polynomial function ¢ = ¢(v) : R? — R of degree < 4, there holds u¢ €
Dom(%), so that there exists a constant Cy € (0,00) such that

10031y < O



1.2 Conservation laws

Without loss of generality, we shall assume hereafter that the domain € verifies

\Q]:/dle and /xdx:O. (1.14)
Q Q

One easily obtains from (1.11), the Stokes theorem and (1.9) that any solution f to
equation (1.1)—(1.2) satisfies the conservation of mass

d
a/@fdvdx:/O(%f—v-vxf)dvd:czo.

In the case of the specular reflection boundary condition, that is (1.2) with a = 0, some
additional conservation laws appear. On the one hand, one also has the conservation of
energy

g/ \U\Qfdvdx:/ > (€ f —v-Vuf)dvdr =0,
dt Jo o

because of (1.11), the Stokes theorem again and (1.10). On the other hand, if the domain
possesses rotational symmetry, we also have the conservation of the corresponding angular
momentum. More precisely, we define the set of all infinitesimal rigid displacement fields

R:={zecQ— Az +bec R%; A c MYR), bc R}, (1.15)

where MY4(R) denotes the set of skew-symmetric d x d-matrices with real coefficients, as
well as the linear manifold of centered infinitesimal rigid displacement fields preserving €2

Ra={ReR|b=0, R(z) -n(z) =0, Vo € 0Q}. (1.16)
We observe here that, thanks to the assumption (1.14), we can work only with centered
infinitesimal rigid displacement fields preserving ). Indeed, if R is an infinitesimal rigid

displacement field preserving €, that is, R(z) = Ax + b € R is such that R(z) - n(z) =0
on 0f2, then

|b|2:/QV(b-x)-(A:c+b)d:c
_ —/ (b-2)div(Az +b)dz + [ (b-2)(Az+b) -n(z)do, = 0,
Q o0

and thus b = 0. When the set Rg is not reduced to {0}, that is when 2 has rotational
symmetries, then one deduces the conservation of angular momentum

d
—/R(x)-vfdvdsz, VR € Rq.
dt Jo

Indeed if R € Rq, there exists A € M§(R) such that R(x) = Ax for any x € Q. We then
compute, using integration by parts,

%/@R(m)-vfdvdx:/C)Ax-v(—v-vxf—i-‘gf)dvdx
:/ Bxk(Ax-v)kadvdx—/Aw-vfyfn(x)-vdvdax
@ by

= —/ Az -vyfn(x)-vdvdoy,
b



thanks to the velocity conservation law (1.11) and the fact that A is skew-symmetric. For
the boundary term, using (1.8) with ¢(z,v) := Az - v and a = 0, we get

/ Az -vvyfn(z) -vdvde, = Az - (v — Ryv)y+ f In(x) - v|dv do,
b N

=2 [ (Az-n(x))y4 f|n(z)-v|?dvde, =0,
Xy

because v — Ryv = 2(n(x) - v)n(z) and R € Rq.

1.3 Main results

Define the position and velocity dependent Hilbert space

H= Lim(u*l) = {f :0—-R ’ /OfQ,Lf1 dvdz < +oo}

endowed with the scalar product

(f.9)y = /O fop~'dvda

and the associated norm || - ||y. For f € H, we also introduce the following conditions:
/ fdxdv =0, (C1)
@
/ 0|2 f da dv = 0, (C2)
@
/ R(z)-vfdedv=0, VRERq. (C3)
@

We are now able to state our main hypocoercivity result:

Theorem 1.1. There exists a scalar product {(-,-)) on the space H so that the associated
norm || - || is equivalent to the usual norm || - ||y, and for which the linear operator £
satisfies the following coercivity estimate: there is a positive constant k > 0 such that

(=2 f.0) = sllfII?

for any f € Dom (%) satisfying the boundary condition (1.2), assumption (C1) and fur-
thermore assumptions (C2)-(C3) in the specular reflection case (=0 in (1.2)).

This result improves existing results regarding hypocoercivity in a bounded domain for
the linearized Boltzmann and Landau equations (and consequently for their long-time
stability, see Theorem 1.2) in three regards:

— We consider a general, smooth enough, convex or non-convex domain.

— The L? estimates that we establish are constructive, which means that they de-
pend constructively of some collisional constants (that appear in the estimates (A2)-(A3)
satisfied by the collisional operator ¥) and some geometrical constants depending on the
domain 2 (that appear in some Poincaré and Korn inequalities which can be made explicit,
at least for a domain with simple geometry).

— Our method encompasses the three boundary conditions (pure diffusive, specular
reflection and Maxwell) in a single treatment. In particular, we can solve the Maxwell



boundary condition in the case where the accommodation coefficient o vanishes everywhere
or on some subset of the boundary.

Our proof is based on a L?-hypocoercivity approach. The challenge of hypocoercivity
is to understand the interplay between the collision operator that provides dissipativity in
the velocity variable and the transport one which is conservative, in order to obtain global
dissipativity for the whole problem. There are two main hypocoercivity methods, the H'!
and the L? ones. The H'-hypocoercivity approach has been first introduced for hypoel-
liptic operators by Hérau, Nier [56] and Eckmann, Hairer [43], further developed by Nier,
Helffer [54] and Villani [78] and extended to more general kinetic operators in Villani [78]
and Mouhot, Neumann [71]. It is also reminiscent of the work by Desvillettes and Villani
on the trend to global equilibrium for spatially inhomogeneous kinetic systems in [32], [34],
and of the high order Sobolev energy method developed by Guo in [48] and subsequently.
In summary, the idea consists in endowing the H' space with a new scalar product which
makes coercive the considered operator and whose associated norm is equivalent to the
usual H' norm. In order to be adapted to more general operators and geometries, the
L2-hypocoercivity technique for one dimensional space of collisional invariants has been
next introduced by Hérau [55] and developed by Dolbeault-Mouhot-Schmeiser [37, 38].
The L2-hypocoercivity technique for a space of collisional invariants of dimension larger
than one (including the Boltzmann and Landau cases) has been introduced by Guo in [49],
and developed further mainly by Guo, collaborators and students. Again the idea consists
in endowing the L? space with a new scalar product which makes coercive the considered
operator and whose associated norm is equivalent to the usual L? norm.

We present hereafter the line of reasoning of this last approach that will be ours. It
heavily relies on the micro-macro decomposition of the solution of the equation: f =
ft + wf, where f1 denotes the microscopic part and 7f the macroscopic part defined
in (1.12). The coercive estimate (1.13) on the collision operator ¢ already gives a control
on f+ but not on the macroscopic term mf. Then, in order to control the macroscopic
part, we construct a new scalar product on H by adding, step by step, new terms in order
to control the missing terms appearing on the macroscopic part mf. Roughly speaking,
the scalar product that we cook up takes the following form:

(f.9) = (f.9)0—n(7f, VA ng) , —n(VA'nf7g)

LZ(Q) L2(Q)’

choosing 7 > 0 small enough, and where the moments operator 7 : H — (L2())? and
the inverse Laplacian type operator A~! have to be suitably defined (see Sections 2 & 3).

Our proof is a variant of previous proofs of the same type but differs from them by
several aspects:

(i) The order between the V operator and the A~! operator is the one from Guo’s
approach [49, 17] rather than the one from Dolbeault-Mouhot-Schmeiser’s approach [37,
38]. That is important in order to handle the rather singular operator involved by the
boundary condition.

(ii) The choice of the mean operator 7 f differs from the one used in [49, 17, 16, 61]
but looks very much like the one in [39, 40, 24]. It allows to deal with general Maxwell
boundary condition (and the possibility that « vanishes somewhere or everywhere) but
leads to a first natural control of the symmetric gradient of the momentum component of
the macroscopic part V®m instead of the full derivative Vm as in Guo’s approach.

(iii) The definition of the A~! operator has to be chosen wisely in order to handle the
general Maxwell boundary condition and the mean operator 7 f. We thus need to establish



natural H~! — H' and L? — H? regularity estimates for some classical elliptic problems
but associated with somehow unusual boundary conditions.

Let us give a few more details about (iii). First, we shall introduce an auxiliary Poisson
equation with Robin or Neumann boundary conditions, which are devised in order to
control mass and energy terms of 7w f. This result is stated in Theorem 2.2 and is based
on Poincaré type inequalities. Next, we shall introduce a tailored Lamé-type system with
mixed Robin-type boundary conditions in order to deal with the momentum component
of the macroscopic part 7 f. The corresponding result is presented in Theorem 2.11 and is
based on Korn-type inequalities, which are discussed in Section 2.2. For more information
on Korn inequalities we refer to the fundamental result of Duvaut-Lions [42, Theorem 3.2
Chap. 3|, and on the variant introduced by Desvillettes and Villani [33]. For further
references and a recent treatment of Korn’s inequality, we refer to Ciarlet and Ciarlet [27].
For more details concerning the regularity issue for similar elliptic equations and systems
we refer to [47, 28, 75] and the references therein.

Let us now point out that our hypocoercivity result obtained in Theorem 1.1 enables
us to deduce an exponential stability result for our equation (1.1) supplemented with the
boundary condition (1.2).

Theorem 1.2. Let fi, € H satisfying assumption (C1) and furthermore assumptions (C2)
and (C3) in the specular reflection case (a = 0 in (1.2)). There exist positive constants
k,C > 0 such that for any solution f to (1.1)—(1.2) associated to the initial data fi,, there
holds

1F®)|ln < Ce™™|| finllz, VYt =0.

This result is a first step towards the global existence and the study of the long-time
behavior of solutions to the nonlinear problem (1.3)-(1.4) in a close-to-equilibrium regime
that will be the object of a forthcoming work.

We here briefly mention some similar coercivity estimates or exponential stability re-
sults established in the last decade for linear kinetic equations (mainly for the linearized
Boltzmann equation) in a bounded domain. These ones have then been used for prov-
ing global existence of solutions to nonlinear equation in a close-to-equilibrium regime
and convergence to the equilibrium in the long-time asymptotic. As already mentioned,
Guo [49] has first proved a L%v coercivity estimate for the cutoff Boltzmann equation
with hard potentials or hard-spheres by using non-constructive technique in two cases:
the specular reflection boundary condition with strictly convex and analytic domains €2
and the pure diffusive boundary condition assuming the domain 2 is smooth and con-
vex. These results have been generalized by Briant and Guo [17] who derived constructive
exponential stability estimates in L%v for any positive and constant accommodation co-
efficient o € (0,1), with no more convexity assumptions on . For the same equation
endowed with specular reflection boundary condition, a still non-constructive L? estimate
was derived in the convex setting, without analyticity assumptions on the domain, by Kim
and Lee [60]. The authors then extended their results to periodic cylindrical domain with
non-convex analytic cross-section [61].

Furthermore, the only results we are aware of in the case of long-range interaction,
that is, for non-cutoff Boltzmann and Landau collision operators in a bounded domain,
are the very recent works of Guo-Hwang-Jang-Ouyang [51] (see also [50]) for the Landau
equation with specular reflection boundary condition, and Duan-Liu-Sakamoto-Strain [41]
for non-cutoff Boltzmann and Landau equations in a finite channel with inflow or specular
reflection boundary conditions. However, as far as we understand, the arguments presented



in [51] seem to be constructive only when 02 is flat, while the arguments presented in [50]
are again non-constructive.

It is also worth mentioning that an alternative existence of solutions framework to
the above quite strong but close-to-equilibrium regime framework has been introduced by
DiPerna and Lions who proved in [35, 36, 66] the existence of global weak (renormalized)
solutions of arbitrary amplitude to the Boltzmann equation in the case of the whole space
for initial data satisfying only the physically natural condition that the total mass, energy
and entropy are finite. The extension to the case of a bounded domain with reflection
conditions (including specular reflection, pure diffusive reflection and Maxwell reflection)
has been then obtained in [52, 4, 68, 70]. We must emphasize that our treatment of
boundary terms bears some similarity with the analysis made in [70] in order to take
advantage of the information provided by Darrozés and Guiraud inequality [29].

To end this introduction, we point out that in Section 4, we broaden our study to the
case where the linearized operator only enjoy a weak coercivity estimate to obtain results
of weak hypocoercivity and sub-exponential stability in Theorems 4.1 and 4.2.

Also, in Section 5, we extend our study to a rescaled version of (1.1) which naturally
arises in the analysis of hydrodynamical limit problems, we obtain hypocoercivity and
stability results uniformly with respect to the rescaling parameter in Theorems 5.1 and 5.2.

Acknowledgements. The authors thank O. Kavian and F. Murat for enlightening discus-
sions and for having pointing out several relevant references. This work has been partially
supported by the Projects EFI: ANR-17-CE40-0030 (K.C. and I.T.) and SALVE: ANR-
19-CE40-0004 (I.T.) of the French National Research Agency (ANR). A.B. acknowledges
financial support from Région Ile de France.

2 Elliptic equations

We present some functional estimates associated to some elliptic problems related to the
macroscopic quantities. In this section, we denote the classical norm on L2(2) by ||-|| and
the associated scalar product by (-,-). We also write

()= [ fda

the mean of f (recall our normalization assumption (1.14)). The operators that we consider
only act on the position variable x, so that, in order to lighten the notations, we will not
mention it in our proofs. For the same reason, we often write 9; for 0,,, 1 € {1,...,d}.

2.1 Poincaré inequalities and Poisson equation

We consider the following Poisson equation

{ —Au=¢ in Q,

(2 - Oc(x))Vu . n(m) + a(x)u =0 on 09, (2.1)

for a scalar source term & : Q@ — R. Remark that when o = 0 then (2.1) corresponds to
the Poisson equation with homogeneous Neumann boundary condition. Otherwise, (2.1)
corresponds to the Poisson equation with homogeneous Robin (or mixed) boundary con-
dition.

We define the Hilbert spaces

Vi:=HYQ) and Vj:= {uEHl(Q); /udx:O}
Q



endowed with the H'(2)-norm, and next

Va:: V1 if a;éO
Vo if a=0.

On V,, we define the bilinear form

ag (u,v) ::/ Vu-Vvdx—i—/ “ uv doy.
Q M 2—«

We start by a result on Poincaré-type inequalities:

Proposition 2.1. There hold
VueVo, |lull S Vull, (2.2)

and
Vue Vi, |ull? < aolu,u). (2.3)

The first inequality is nothing but the classical Poincaré-Wirtinger inequality. For the
second inequality (which is probably also classical), we have no precise reference for a
constructive proof. For the sake of completeness and because we will need to repeat that
kind of argument in the next section, we give a sketch of a non constructive proof by
contradiction based on a compactness argument.

Proof of (2.3). Assuming that (2.3) is not true, there exists a sequence (uy )neN in H()

such that
2 2 o ?
L= Junlf > [ Vunl + 7= .
-« L2(09)

As a consequence, up to the extraction of a subsequence, there exists v € H'(2) such
that u, —u weakly in H*(Q) and u,, — u strongly in L?*(Q2). From the above estimate
we deduce that ||Vul|| < liminf,,, ||Vu,| = 0, so that u = C' is a constant. On the one
hand, we have [|\/a/(2 — a)ul|2(s0) = limp—eo [V /(2 — @)un||12(90) = 0 so that C' = 0.
On the other hand, we get ||u|| = limy, o0 ||un|| = 1, which implies that C' # 0 and thus a
contradiction. O

We now state a result on the existence, uniqueness and regularity of solutions to (2.1).

Theorem 2.2. For any given ¢ € L*(Q), there exists a unique u € V, solution to the
variational problem
ao(u,w) = (§,w), Ywe V. (2.4)

Assuming furthermore that (£) = 0 when a = 0, there holds u € H?(SY), u verifies the
elliptic equation (2.1) a.e. and

[ullz@) < lEH- (2.5)

We give a sketch of the proof of Theorem 2.2 which is very classical, except maybe the
way we handle the H? regularity estimate. The proof will be taken up again in the next
section where we deal with an elliptic system of equations associated to the symmetric
gradient.

Proof of Theorem 2.2. We split the proof into 4 steps. The first one is dedicated to the
application of Lax-Milgram theorem. The last three ones are devoted to the proof of the H?
regularity estimate: in Step 2, we develop a formal argument which leads to a directional

10



regularity estimate supposing that the variational solution w is a priori smooth; we then
make it rigorous in Step 3 by not supposing any smoothness assumption on u and in
Step 4, we end the proof of (2.5).

Step 1. We first observe that there exists A > 0 such that
ao(u,u) > )\Hquql(Q), Vu € Vg,

and thus a, is coercive. The above estimate is a direct consequence of the Poincaré-
Wirtinger inequality (2.2) in the case when ov = 0 and the variant of the classical Poincaré
inequality given in (2.3) when a # 0. Because & € L?(2) C V!, we may use the Lax-
Milgram theorem and we get the existence and uniqueness of u € V,, satisfying (2.4) as
well as

[ull @) < NEH- (2.6)

For the remainder of the proof, we furthermore assume ({§) = 0 when a@ = 0. We
claim that (2.4) can be improved into the following new formulation: there exists a unique
u € V,, satisfying

ao(u,w) = (£,w), Ywe H(Q). (2.7)

When o # 0 formulation (2.7) is nothing but (2.4). In the case o = 0 so that V,, # H(Q),
we remark that for any w € H'(2), we have w — (w) € Vy and therefore

ao (U, w) = ag(u,w — (w))

:/ngdx—/ﬂg(w>dx:/ﬂgwdx,

where we have used the formulation (2.4) and the condition () = 0 so that [, £ (w)dz =0
in the second line.

Step 2. A priori directional estimate. For any small enough open set w C , we fix a
vector field a € C%(Q) such that |a| =1 on w and a-n = 0 on 9, and we set X :=a -V
the associated differential operator. For a smooth function u, we compute

IVXu|? = (Vu, X*VXu)+ ([V, X]u, VXu)
= (Vu,VX*"Xu) + (Vu, [X*, V| Xu) + ([V, X]u, VXu),

where we have used that

(Xf,9)=(f,X"g), X"g:=—div(ag), (2.8)

because a-n = 0 on 9. On the other hand, we compute formally

/BQ(XU)2 Qiladax = /(m 2 ila w(X* Xu)doy — /8Q (X2 ila) u(Xu)doy. (2.9)

In the next step of the proof, we will work with a discrete version of the operator X which
will allow us to make rigorous computations. Assuming furthermore now that v € V,
satisfies (2.7) and that X*Xu € H'(), we may use (2.7) with w := X*Xu and we
deduce

HVXuHQ—l—/aQ —(Xu)? do,

= (&, X" Xu) + (Vu, [X*, V]Xu) + ([V, X]u, VXu) —/

m(X a )u(Xu)d%.

2—«
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We easily compute for : =1,...,d
[0i, X] = (0ja) - V, [X7*,0;] = 0i(diva) + (9ia) - V,
so that for some constant C' = C(||a|y2.(q)) and any function w € H'(2) , we have
IV, XJwl < CIVall, X%, Vull < Cllwlm g
We then deduce that for some constant C' = C(||a||w2.(q), [[allw1.(q)), we have

IV Xull? < ENIX* Xull + CIVull| Xul i q)
+COVulllVXull + Cllull L2 a0y [ X ull L2 a0)-

Recalling (2.6) and observing that || X*wl| + | Xw]| + [[w][z2(a0) < ] m1 (@), we obtain
VXl S €NV Xull + (1€,

and we conclude that

IVXul < €l (2.10)

Step 3. Rigorous directional estimate. When we do not deal with an a priori smooth
solution, but just with a variational solution u € V,, satisfying (2.7), we have to modify

the argument in the following way. We define ®; : 0 —  the flow associated to the
differential equation

y=a(y), y0) =z, (2.11)

so that ®;(z) := y(t), (t,x) = ®;(z) is C! and ®; is a diffeomorphism on both £ and 99
for any ¢ € R. We next define

Xhu(z) = %(U((I)h(x)) — u(z)),

so that X"u € H'(Q) if u € V,. Repeating the argument of Step 1, we get the identity

IV X u? + / 5 (XM day = (€, X X" ) + (Vu, [X, V] X ")
o0 (2.12)

+ ([V, X"u, VX"u) — /

[2/9] -«

u(@h(m))((Xhu) Xh(2 o ))(m) do,,

where we denote

N 1
Xtw(e) = 5 [w(®_4(2)) [det DBy (2)| — w(x)].
Notice here that we used a discrete version of the integration by parts leading to (2.9)
and it only relies on a change of variable on 92, which makes our computation fully
rigorous. As in the second step of the proof, we are now going to bound each term of the

right-hand-side of (2.12). First, notice that for |h| < 1, we have for some |hg| < 1:

X"u(x) =3 05u(®hg (2)a; (o ()

so that there exists C' = C(|lallyy1.(q)) such that for any [h| < 1, we have | X || <
C||Vul|. We can estimate || X"*w|| in a similar way using that

X" w(z) = —[w(®_p(z)) — w(z)] |detD®_y ()| + %w(m)[ |det D®_j, ()| — |detDPo(x)] |.

S| =
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Consequently, we deduce that there exists C' = C(||a||yy2.(q)) such that for [h] <1
X w]| + | X w]| + [[wl 2260) < Clwllm @)- (2.13)

Fori=1,...,d, for |h| <1,z € Q, writing ®;(z) = (®1(2),...,Pp4(x)), Wwe compute

100 X () = 15 001 ()05 (x) + - O @1 () (0P i(x) 1)
J#l

=5 Z Ojw(®p(z)) (0;®n,j(x) — 0;Po (7))

and similarly

X0, D) = 3 0w(® 1(2)) (0:%05(x) — i 5(x)) [det DB ()
1
— (@ (2)0; [detDB ()]

As previously, we can easily bound [9;, X"]w and the first term in [X"*, 9;Jw by C||Vw||
with C = C(|lally1.00(q)) for any |h| < 1. The second term of [X"* 0;]w can be bounded
by Cllw|| with C' = C(||aly2~)) for any |h] < 1 since for any j, we have 9;;®o(z) = 0.
This implies that there exists C' = C(||allyy2.(q)) such that for [h| < 1 and any function
w in H'(Q), we have

110:, X"Jwll < ClIVwll,  I[X™, di)w]| < Cllwllm o
We deduce that for some C' = C(||al|yy2.0, |||l ), we have for any ]h\ <1

VX )| < JIENX" X ull + O Vull| X"l 11 )
+ CIVulll VX" ull + Cllull 2 a0y 1 X ull 2 00

and then, using || X"u| < ||[Vul, (2.13) and (2.6),
VX"l < ]l

Passing to the limit A — 0, we recover (2.10).

Step 4. Proof of (2.5). Consider a small enough open set w C €, so that we may fix
a',...,a% a family of smooth vector fields such that it is an orthonormal basis of R at
any point z € w and a'(z) = n(z) for any z € 92 N dw. In order to see that it indeed
holds true, we may argue as follows. If 92N dw = ), we may take a/ := e; the canonical
basis of RY. Otherwise, we fix 9 € 92 N dw. Because Vi(xg) # 0, we may fix first
i € {1,...,d} such that 0,,0(z¢) # 0 and thus 0;,0(z) # 0 for any = € w, for w small
enough. We then define b! := V4, v/ 1= e;_y for any j € {2,...,i} and &’ := ¢, for any
j € {i+1,...,d}. Finally, we apply the Gram-Schmidt process to (b'(z),...,b%x)) to
obtain (a' (x), ...,a%(z)). We set now X; := a’- V. From the third step, we have

VXl S llell, Vi=2.....d (2.14)

As a consequence of our previous construction, the matrix A := (a', ..., a?) is orthonormal.
We thus have 0y = a” - a* = ay, - as, where we denoted by a,, the m-th line vector of the
matrix A. As a consequence, we have

Z X Xu= Z Ok ( akagagu Z Ok (ag, - apOpu) = —Au, (2.15)
7 i,k 0 k.t
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from what we deduce

XiXiu=¢-) X/ Xu.
i#1

Because of (2.14), the above identity and [X}, X1]u = (a! - Vdiv(a'))u, we get
X7 ul® = (X7 Xyu, X{ Xyw) + (Xyu, [XT, X1)Xw)

< Nl + 3 (19Xl el + 1V XeulP) + lfull3 o) < N1
i£1

Together with (2.14) again, we have then established
IX:Xpul < el Vig=1...d (2.16)
Recalling that A = (a',...,a?), we have 9; = (AX);. As a consequence, we may write

6l-8ju = ZAimeAjKXKU

m,l

= > (AimAjXmXeu + A [ X, Aje] Xou)

ml

where the last operator is of order 1. Together with the starting point estimate (2.6)
and (2.16), we conclude that

10:05ull S NN, Vij=1,....d,

which ends the proof of (2.5). We can now conclude the proof of Theorem 2.2. Indeed,
because u € H2({)), we may compute from (2.4) and the Stokes formula:

/ {@—l- au }wdax = /Auwdx—i—/Vu-dex—i—/ a uw doy
oo lon  2—a Q Q a0 2— o

= /Q(Au + §wde,

for any w € V,,. Considering first w € C}(Q) and next w € C*(Q), we get that u satisfies
both equations in (2.1). O
2.2 Korn inequalities and the associated elliptic equation

For a vector field M = (m;)1<i<q : @ — R%, we define its symmetric gradient through

1<i,j<d

1
ViM = 5 ((%ml + Blm])
as well as its skew-symmetric gradient by

1
ng = 5 (8sz - 82772])

1<i,j<d *

Through this section, in order to lighten the notations, we will write V® for V2, and V¢
for V&. We consider the system of equations
—div(V*U) =2 in Q,
U-n=0 on 09, (2.17)
2—-a)[VUn— (VU :n®@n)n]+alU =0 on 09,
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for a vector-field source term = : Q — R?. Because
div(V®U) = AU + Vdiv U,

we see that (2.17) is nothing but a Lamé-type system with a kind of homogeneous Robin
(or mixed) boundary condition.
We define the Hilbert spaces

Vi ::{W:Q—>Rd|W€H1(Q), W-n(:c)zOonaQ}
and
Voi={W: Q=R W e H'(Q), W n(z) =0 on 09, Po(V'W)=0},

where Pq denotes the orthogonal projection onto the set Ag = {4 € MG(R); Az € Ro}
of all skew-symmetric matrices giving rise to a centered infinitesimal rigid displacement
field preserving Q (see (1.16) for the definition of Rq). Both spaces are endowed with
the H'(2) norm. We then denote

Vo Vi if a#0
Ty if a=o0.

We also define on V, the bilinear form

a(z)

Ay (U, = SU VW d
(U,W) /QVU VW dz + b0 2 — a(2)

U-Wdg,

where M : N := 37, myn;; for two matrices M = (my;), N = (ns).
The coercivity of the bilinear form A, is related to Korn-type inequalities that we
present below. We start stating a first classical version of Korn’s inequality:

Lemma 2.3. For any vector-field U € HY(Q), we have

inf - 2 < |VU 12 2.1
inf [V - B S IV°U?, (2.18)

where we recall that R is the space of all infinitesimal rigid displacement fields defined
in (1.15), or equivalently, we have

IVUI? S VU2 + [(VeU) . (2.19)

For the statement of (2.18) and its proof, we refer to [33, Eq. (1)] where Friedrichs [44,
Eq. (13), Second case] and Duvaut-Lions [42, Eq. (3.49)] are quoted, as well as [27, Theo-
rem 2.2] and the references therein.

In the following lemma, we prove an estimate on |[(V*U)| in the case o # 0.

Lemma 2.4. Supposing a % 0, we have

a 2 < s 2 o
(VOIS IVUIR + |\ 52U

for any vector-field U € H*(Q).

(2.20)

2
)
L2(99)
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Proof of Lemma 2.4. In order to establish (2.20), we argue by contradiction. We assume
thus that (2.20) is not true, so that there exists a sequence (Up,)nen in H(Q) satisfying

2
a S a
1= (VU > (uv Ol + == U LW).

Together with (2.19) and (2.3) applied to each component of U,,, we obtain that (Uy,)nen
is bounded in H!(£2). As a consequence, up to the extraction of a subsequence, there
exists U € H'(Q) such that U, —U weakly in H'(Q2) and U, — U strongly in L?(1).
Passing to the limit in the above estimates satisfied by (U,)nen, we get [(V2U)|? = 1,
IIWea/(2 — a)UH%Q(BQ) = 0 and ||V°U|| = 0. From V*U = 0, we first deduce that there

exist an antisymmetric matrix A and a constant vector b € R? such that U(z) = Az + b
on (2, and, thanks to the estimate ||\/a/(2 — oz)U||%2(aﬂ) = 0, we deduce that

Ar+b=0 on T :={xe€dQ, a(z)> 0},

which has positive measure |I'| > 0 using that « is a Lipschitz function. We fix Z an
interior point of I'. As in the fourth step of the proof of Theorem 2.2, we consider a family
of smooth vector fields a!, ..., a? such that it is an orthonormal basis of R% and such that
for any = € 09, a'(x) = n(x). We then introduce the flow (®!);>o associated to a’ for
i=2,...,d. For t small enough, ®}(z) is still in the interior of I' so that

Ad(z) = %(A@i(i) +b) =0.

Therefore, for any ¢ > 2, one has, using that Az + b =0 so that b = — Az
a'(z)-U(z) = d'(z) - (Az +b) = —Ad"(Z) - = + Ad"(Z) - T = 0,

for any x € Q, or, in other words, U(x) € Rn for any x € Q, with n := n(z). We may thus
write U(z) = ¢(z)n, with ¢ : @ — R an affine function, so that ¢(z) = k -z + ko, k € R%,
ko € R. There exists next at least one index iy € {1,...,d} such that n;, # 0 because
|n| = 1. Using again the fact that VU = 0 on € and observing that (VU);; = k;n;, we
deduce first k;, = 0 because k;,n;, = (V°U)iqi, = 0 and next k; = 0 for any i # ip because
kini, = 2(V*U);,; = 0. We have thus established that U = ng := kon on £, for some
constant ng € R?%. We may alternatively prove that VU = 0 and U is constant again by
using just the claim [33, Eq. (3)]. Anyway, both arguments lead to the fact that U = 0
because of the boundary condition on I' which is in contradiction with [(V2U)|> = 1. That
ends the proof of (2.20). O

Gathering (2.19) and (2.20), we then have established the (probably classical) following
Korn-type inequality:

Lemma 2.5. Assuming o # 0. For any vector-field U € H(Q), there holds

IIVUHQSHVSUH”H\/ ° y
2 —«

For later reference, we also mention that a similar argument (and even a bit simpler, see
also [33, Eq. (2)] and [27, Theorem 2.1]) leads to the following variant of Korn’s inequality:

(2.21)

2
£2(69)

Lemma 2.6. For any vector-field U € HY(Q), there holds

IVUI? S IVUI? + IU 1% (2.22)
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It is worth emphasizing that we also have the following Poincaré inequality:

Lemma 2.7. For any U € H'(Q) such that U(z) - n(z) = 0 on 952, there holds
Il < Ivul. (2.23)

Proof of Lemma 2.7. As before, we may argue by contradiction, assuming that (2.23) is
not true, so that there exists a sequence (U, )nen in H'() satisfying Uy, - n(x) = 0 on 99
and such that

1= Ul > nl| VU, 2

We immediately deduce that there exists U € H(Q) such that VU = 0, |U]|?> = 1 and
U - n(x) = 0 which gives our contradiction. O

Gathering (2.21) and (2.23), we may state a last version of our first Korn inequality:

Proposition 2.8. Suppose that o Z 0. For any U € HY(Q) such that U(x) -n(x) = 0

on 0X), there holds
s [0
01y S IVVIR + |\ 5220

On the other hand, a less classical Korn’s inequality has been established by Desvillettes
and Villani [33]:

2
: (2.24)
L2(09)

Lemma 2.9. For any vector-field U € H'(Q) verifying U - n(z) = 0 on 082, one has

inf _ 2 < s 2 29
Al IV =BT VU (2.25)

where we remind that Rq stands for the space of centered infinitesimal rigid displacement
fields defined in (1.16), or equivalently one has

IVUI? S IV°UI? + [PafVeU) P, (2.26)

where we recall that P stands for the orthogonal projection onto the space Aq as defined
before.

In the case when Rq = {0}, that is when 2 has no axi-symmetry, (2.25) is nothing
but the inequality stated in [33, Theorem 3] and for which a detailed constructive proof is
provided therein. The proof of (2.25) in the three dimensional case is also alluded in [33,
Section 5]. We do not explain how the analysis developed in [33] makes possible to get a
constructive proof of (2.25) in the general case (whatever is the dimension d), but rather
briefly explain how (2.26) may be established thanks to a compactness argument.

Proof of (2.26). We first claim that for any vector-field U € H'(Q) such that U -n(x) =0
on 0f2, one has

1012 S IVUI? + [PafVU) . (2.27)

Assume indeed by contradiction that (2.27) is not true, so that there exists a sequence
(Up)nen satisfying U, - n(z) = 0 on 02 such that

1= [[Ual® = n (IIV*Unl + |Pa(VU)[*) -
Together with the Korn inequality (2.22), we deduce that there exists U € H' () satisfying

U -n(x) = 0 on 0N such that (up to the extraction of a subsequence) U, — U weakly
in H(Q2) and U,, — U strongly in L?(Q2). Passing to the limit in the estimates satisfied
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by (Up)nen, we first get V®U = 0 which implies that U = Az + b € R. Moreover we
obtain U-n(x) = (Az+b)-n(x) = 0 on 02 and thus, thanks to the remark after (1.16) using
the assumption (1.14), we obtain that b = 0 and hence A € Ag or equivalently Az € Rq.
Finally, we also have Pq (VeU) = PoA = 0 which implies A € A& and thus A = 0. We
therefore obtain U = 0 which is in contradiction with the fact that ||U||*> = 1. That ends
the proof of (2.27). The proof of (2.26) follows by gathering (2.22) and (2.27). O

Gathering (2.26) with (2.27), we finally obtain the following Korn-type inequality:

Proposition 2.10. For any vector-field U € H' () such that U - n(x) = 0 on 0, there
holds
101 @) S IVUIP + [Pa(VeU) . (2.28)

We can now state our result concerning the existence, uniqueness and regularity of
solutions to the elliptic system (2.17).

Theorem 2.11. For any given E € L%*(Q), there exists a unique solution U € V, to the
variational problem associated to (2.17), namely

AU W) = (E,W) YW € V. (2.29)

If furthermore = satisfies the condition (2, Az) = 0 for any Az € Rq when o = 0, then
the variational solution U to (2.17) satisfies U € H?(Q) with

1020y < lIE],
and moreover U verifies (2.17) a.e.

The proof of Theorem 2.11 follows the same steps as the proof of Theorem 2.2. We
briefly present it below.

Proof of Theorem 2.11. We split the proof into four steps, the three last ones being de-
voted to the proof of the H? regularity estimate.

Step 1. Thanks to the above Korn-type inequalities, more precisely (2.24) for the case
a # 0 and (2.28) for the case a = 0, we deduce that the bilinear form A, is coercive in
V., that is, there is a constant A > 0 such that

YU EVe, AU+ IVUI?) < Aa(U,0).
One can therefore apply Lax-Milgram theorem which gives us the existence and uniqueness

of U € V, satisfying (2.29).

For the remainder of the proof, we additionally assume that (=, Az) = 0 for any
Az € Rq when a = 0. We then claim that (2.29) can be improved into the following new
variational formulation: there exists a unique U € V,, verifying

AU W) = (E, W), VYW € V. (2.30)

In the case a # 0 or a = 0 with a non axi-symmetric domain 2, that is R = {0},
equation (2.30) is nothing but (2.29) since in these cases V, = V;. When o = 0 and 2 has
rotational symmetry, that is Rq # {0}, for any W € Vi we have W — Po (VW) z € V)
and therefore

Ag(U W) = Ag(UW — Po (VW) x)

_ E-de—/E-(Pg(V“W}:c)dx
Q
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where we have used that V*(Pq (VW)z) = 0 in the first line, formulation (2.29) in
the second line, and the condition (Z,Az) = 0 for any Ax € Rq in the third line,
since Pq (VW) x € Rq by definition.

Step 2. For any small enough open set w C €2, we fix a vector field a € C2(§_2) such that

la| =1 onw and a-n = 0 on 02, and we set X := a-V the associated differential operator.
For a smooth solution U to (2.30), we compute

IVEXU|? = (VU,X*V*XU) + ([V*, X]U, V*XU)
= (V*U,V*X*XU) + (V*U, [X*, VE]XU) + ([V*, X]U, VEXU)

where we have used (2.8). On the other hand, we have the following formal equality

/BQ(XU)-(XU) - d%:/a - U-(X*XU)dam—/Q(X a )U.(XU)d%

2—« 02—« B 2 -«
We define
1
(AW);; = 5([al-,X]Wj+[6j,X]Wi)
1 * *
(BW);; = 5([X L0 W5 + (X ,aj]W@-)-

Supposing the additional regularity assumption X* XU € Vy, using (V*)*V*® = —div(V*.)
and making the choice W := X*XU in the variational equation (2.29), we obtain

o

IV XU + / (XU) - (XU) =——da,
o0

22—«

_ (2, X*XU) + (V°U, BXU) + (AU, V*XU) — /

m(XQ a ) U (XU)do,.

-«
From the Korn inequalities (2.21) (when « # 0) and (2.22) (when a = 0), we first deduce

IVXUI? < IEIIX*XUI + IVUIBXU| + AUV XU ||
H U2 00) | XU r200) + XU

Then, since
[0;, X]| = (0;a) -V, [X™,0;] = 0i(diva) + (0;a) - V,

we deduce that
[AW| +IBW| S W), YW e

We also have the elementary estimates
[X* W+ [ XWI S Wik, YW eV

Thanks to the already established estimate [|U| z1(q) S ||Z][, we are then able to deduce
that

VXU S IENVXU] -+ 2],

and finally
IVXU| < [E]- (2.31)
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Note that as in the proof of Theorem 2.2, the multiplicative constants involved in our
estimates depend on HCLHWQ,OO(Q) and Hoz||W1,oo(Q).

Step 3. When we do not deal with an a priori smooth solution, but just with a solution
U €V, to (2.30), we modify the argument in the following way.

We consider a small enough open set w € €, so that we may fix a',...,a? a family
of smooth vector fields such that (a',...,a?) is an orthonormal basis of R¢ at any point
r € w and a'(z) = n(x) for any x € 9Q N dw. The construction of such a family is given
in the Step 4 of the proof of Theorem 2.2. We set A = (a!,...,a%). Let k € {2,...,d}.
Then a = a* is as in Step 2 and we define ®; the associated flow introduced in (2.11).

We define J"(x) := A(®p(2))A(x)~!, so that in particular J"(z)n(z) = n(®p(z)) for
any h. We next define

1

X"0(2) = 5 (T @)U(@n()) - U(a))

so that X"U € V; if U € V,. Repeating the argument of Step 2, we get
VX U |12 = (VeU, VEX* X U) + (VoU, B" XU ) + (A"U, VX U),

where we denote

XM M(z) = %H det D®_p, ()| J* (Pp(2)) M (P_p(2)) — M(x)]
(.AhW)ij = %([@,Xh]wj‘ + [8j,Xh]Wi)
(B'W)yy = 5 (X", 00, + [X",05]75).

On the other hand, we have

|, 7=@U@) X" X"V (w)de,
02—«
~ [ 5t @) (X)) (X0 a)de + [ ) XUy

where
YhM(z) = %(M(Cbh(x)) - M(x)).

We also have that if U € V, then X" X"U € V; too. Indeed, we compute

XM XU () = %y det D®_(z)|J" (@ (2)) (("T"(@_1(2))) U(w) = U(®_n(x)))
1

53 (@)U (@n(2) - U(2)) = Ti(@) + Ta(a),

the last equality standing for a definition of T7 and T5. As already noticed, if U € V,,
then X"U(x) - n(z) = 0 so that Ty(x) - n(z) = 0. Concerning T}, we first have

(@ () ("I n(@))) U () - nx) = U () - n(x) = 0.

Then, we remark that J*(®_,(z)) = TJ~"(x), so that
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Using this and the fact that U is a solution of (2.30), we deduce that

IIVSXhU\I2+/ 5 (@n(@) (X U) (@) - (X"U)(2)da

= (2, X X"U) + (Vv°U, B"X"U) + (AU, vEXhU) - | U - (xPD) (Yh2 a a)d%.
0N -

Similarly as in the proof of Theorem 2.2, one can prove the following elementary estimate
X" W+ I XMW+ AW + IB*W | S IIW i), YW €.

Using these bounds combined with the already established estimate ||Ul[f1(q) < ||Z]| and
the Korn inequality, we deduce, as in the Poisson case, that

h —
VXU S EN Yipl <1
Passing to the limit A — 0, we then get
IVX°U| < =l

with X°U; = a-VU; + A(a- VA )U; for j =1,...,d. Note that as in the Poisson case,
the multiplicative constants are uniform in |h| < 1 and depend on ||a||y2.~ and ||a|y1,-
We then recover (2.31) by observing that we have ||A (a - VA™)U||;: < |2

Step 4. We set now X; := a* - V. From the second step, we have
IVX;U| S|, Vi=2,...,d. (2.32)
We first notice that
0; = Za}Xi =— ZXZ*((Z;)
i i
Combining this with (2.15), we deduce that

Ej = —AU; — 9;(divU) ZXXU+ZX asa]' X Uy)

i0,m

= X7 XU +ZX1 ajarX1Up) + Y X; XU+ Y. Y X[ (da) XnUp).
i#1 (i,;m)#(1,1) €

We notice that X*(fg) = (X f)g — f(Xig). Using then (2.32) combined with the fact
that for i = 1,...,d, we have a® € W°°(Q), we deduce

~

XiX1U;+> ajaiXiX1Up = R;(U,E)  with ||R;(U,Z)|| < IIE].- (2.33)
J4

Multiplying the equality in (2.33) by a} and then summing it over j, we get
2y ayXiX Uy = ZalR ,B),
J4

and thus
la" - X7 x:0] S |IE). (2.34)

Coming back to (2.33) and using once more that d;, = a; - as, so that

XiX\U; =Y alal' X{ X Uy, (2.35)

£m
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we obtain that

> adlafX{X U= Rj(U.E) =2 ajaj X; X Uy.
m#1Le{1,....d} Y

Together with (2.34) and the fact that ||R;(U,Z)|| < ||Z]], it yields

Z ajay" X7 XUy
{m#1

S IEl- (2.36)

Finally, using again (2.35), (2.34) and (2.36) imply
1 XTX00U;] S 1E-

Recalling that [ X1, X{]u = (a!-Vdiv(a'))u, because 1Ul 1) S IIZ]]; the above inequality
implies
IXtUll < =,

and then together with (2.32), we have established

We can then conclude the proof of Theorem 2.11 as in the one of Theorem 2.2. O

3 Proof of Theorem 1.1

Consider the operator .# defined in (1.1). For any f € H we decompose f = wf + f+
with the macroscopic part 7 f given by

_ . (vP —d)
mf(x,v) = o(x)pu(v) + m(x) - vu(v) + 6(z) Jod 1(v),

where the mass, momentum and energy are defined respectively by

o) :/Rd f(z,v)dv, m(z) :/Rd vf(z,v)dv and H(x):/ ()}

i Vad fx,v)dwv.

Remark that
113 = 1FH15 + w113

and
I fII3, = ||Q||%g(sz) + ||m\|%g(sz) + ||9H%g(sz)-

The focus of the remainder of this section will be the proof of Theorem 1.1 (note that
Theorem 1.2 is a direct consequence of Theorem 1.1). As explained in Subsection 1.3,
in Theorem 1.1, the construction of the scalar product ((-,-)) on the space H begins with
the usual scalar product, which gives us a control of the microscopic part f+, and after
that, step by step, new terms are added to it in order to control all components of the
macroscopic part 7w f. The construction of each of those terms is performed from Section 3.1
through Section 3.5, and then in Section 3.6 we shall complete the proof of Theorem 1.1.

We consider hereafter f satisfying the conditions of Theorem 1.1, namely f € Dom(.%)
satisfying the boundary condition (1.2), so that in particular (1.9) holds, which translates
into

m(z) -n(z) =0 for xe€0Q, (3.1)
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and satisfying assumption (C1) which means

<9>=/Q@dw=0-

In the specular reflection case (aw = 0 in (1.2)), the additional assumptions (C2)-(C3) hold,
which corresponds to

9>:/«9dx:0 and (R-m>:/R-mdx:O VR e Rq. (3.2)
Q )

For simplicity we introduce the notations fi := ~v+f, D+ := Id — D, where D is
given by (1.7) and OH, := L*(X4; p~ Y (v)n(z) - v). It is worth emphasizing that because
f € Dom(.%), the trace functions fi are well defined. We refer the interested reader to
[5, 26] for the classical definition of the trace of a solution to a transport equation as well
as to [69, 68, 14] for a more modern approach.

3.1 Microscopic part

We start with the following result, giving a control of the microscopic part f* and a
boundary term.

Lemma 3.1. There exists A\ > 0 such that
1
(=L, o = A+ Sy - @)D fi 15, -
Proof of Lemma 3.1. We write

<_$f7f>7{:<_cgfaf>’}-[+<vvxf7f>7—[

Thanks to (1.13) one has
(=CF, P = A

For the second term, we first get thanks to an integration by parts

(v-fo,f>H:/O(v-V$f)fuldmdv:%/zfyfz,u1n(w)-vda$dv.

Writing vf2 = f21x, + f21sx_ and using the boundary condition (1.2), we thus obtain

(0 Vo, = / @) vl dodo— 5 [ P2 () ol da do
:2/ fiutn(z) vl doy dv
— 5 [ (0= a@)f @ Rev) + al@)Dfa(w.0) i (o) - ol dos o
We apply the change of variables v — R v, so that ¥_ transforms into ¥, which yields

(-Vaf, Fly / i n(z) - v doy, dv

—5 A= a@ss +al (2)Df Y2 u n(x) - v] dog dv,
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since Df (z, Ryv) = Dfy(x,v) and |n(x) - Ryv| = |n(z) - v|. Writing fi = D+ + Dfy,

one has

/ e tn(z) -vdo, dv—/ (Df)?u tn(z) vdo, dv—|—/ (D )% tn(x) - v doy du,
Sy > Sy

+

since Dfy 1 D*f, in 9H . All together, we conclude to

(v Vaf, fln

5L,

{(DF)?+ (D)2 = [(1 = a@)D* fi + DFP ) n(2) - vda, dv
/ { (1—a(2)?|(Drf)? —201 —a(x))DerDJ‘er}p*ln(x) ~vdoy dv

= l/ a(x)(2 — o)) (DL f) 2 tn(z) - vdoy, do.
Xy

2
We finish the proof by gathering previous estimates. O

3.2 Boundary terms

We start by stating a technical lemma which will be useful to treat the boundary terms
in what follows.

Lemma 3.2. Let ¢ : R — R. For any x € 09, there holds
| o@nt@o)n@) - vde= [ oa@D* fyn() v
+ ), 10(0) = o(Fav)} (1 — a())D* frn(z) -vdo
+ [ 16(0) = (R} Df s n(a) - v,
b)
Proof of Lemma 3.2. We first write, thanks to the decomposition vf = fy1s, + f-1x_,

L o@ntte @) -vav= [ o@)fin(@) vav = [ o) In(r) vl dv

+

Applying the boundary condition (1.2) and then the change of variables v — R v, we
hence obtain

= [ 6@ {1 = a@)fi(e, Bev) + a@)Dfs (@, 0)} |n(x) vl do
= [ (Ra) {(1 = a@) f4(w,0) + ale) DS (a,0)} [n(a) - vl do,

since Dfy(x, Ryv) = Dfy (x,v) and |n(x) - Ryv| = |n(z) -v|. We write f, = DL f + Df,
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and thus
[ o@ns@ o) -vdo
R
= [ {0@)s = 6(R0)(1 — al@)) S = d(Rrv)a(@) DS bna) - v
= [ éwa(@)D* L n(a) - vdv
+ [ (00) = 0(R)} (1 = a(@) D" fyn(e) -vav
+ [ 10(0) = 60} Df (o) v v,
i
which concludes the proof. ]

3.3 Energy

In this subsection we construct a functional in order to control the energy component of
the macroscopic part 7 f. We denote

v|? —
0lgl == /Rd%gd%

so that @ = 0[f]. We define u[f] as the solution to the elliptic equation (2.1) associated to
¢ =0 € L3(Q) given by Theorem 2.2, in particular

[ulfllm2(0) < 19]L2(0)- (3.3)

It is worth noticing that in the specular reflection case, that is when a = 0 in (1.2), we
have (#) = 0 from (3.2), so that the solution u[f] to the Poisson equation with Neumann
boundary condition is well-defined.

We also introduce the vector p = (p;)1<i<q defined by

oy (P —d—2)
pz(v) =y \/ﬁ s

and the associated moment functional M, [g] = (M), [g])1<i<a given by
v]2 —d—2
M,,lg) = / v oP=d=2) gdv. (3.4)
R4

Lemma 3.3. One has

and
My[f] = My[f*]. (3.6)

As a consequence, from Theorem 2.2, the unique variational solution u[0].Z f]] to (2.1)
associated to & = 0[L f] satisfies

[ul1L MMz S Imllcz@) + 1 I+ 1y 2 = @) D fillon, - (3.7)
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Proof of Lemma 3.3. We start by proving (3.5). By writing Zf = —v - V,f + € f* we
have 0[.Z f] = 0]—v - V. f]. We then compute

v|? —
9[—U-fo]:—vx-/Rd%vfdv

— v [ v [ ('”'Q‘#vfdv,

and this concludes the proof of (3.5). Moreover, using the decomposition

]2 —d
f=9u+m-vu+0|l/2—d p+ (3.8)

a straightforward computation gives

’U2—
Mp[f] = @/de(v)udv+m¢/Rdvip(v)udv+9/de(v) <’ ’\/ﬁd> pdv + My[f+].

We conclude to (3.6), since [gap(v)udv = [gavip(v)udv = [ga(Jv|* = d)p(v)pdv = 0.
From Theorem 2.2, there exists a unique variational solution u := u[f[.Z f]] to (2.1)
associated to & = 0[.Zf]. Thanks to Step 1 in the proof of Theorem 2.2, this solution

satisfies
Mullfr @y < IVaullz o) + 1y 225 ulliz @0): (3.9)

for some constant A > 0. Moreover, thanks to the variational formulation (2.4), one has
2 2
IVaullz2 @) + 1/ 2% vllz2 00

:—A(@vx-mwgg-Mpm)udm
= Q( zm—l-Mp[f])'va:de_/aQ (\/gm—l—Mp[f])-n(m)udUm,

where we have performed one integration by parts in the second equality. As a consequence,

we have
IVaulZ2 0y + /5% ulliz 00

- (ﬁ m+Mp[f4> Vauds = [ My[f] n(2) ude,
Q [2)9]

where we have used (3.6) and that m - n = 0 as noticed in (3.1). For the boundary term
appearing in last equation, we observe that thanks to Lemma 3.2 and because |v|? =
|Rv|?, for any = € 99, we have

(3.10)

o2 —d—
Myif] o) = [ PSR ) oo

= a(z) /Zi MQ_# DY n(z) - vdo,

and therefore

My[f]-n(xz)udo,

s Vo= s, [Va%y]

' 09 12(09)
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Remarking that

1M [f 22 ) S M1F M3
we finally obtain (3.7) by gathering the above estimate on the boundary term together
with (3.9) and (3.10), and using Cauchy-Schwarz inequality. O

We next establish the following result, which gives us a control of the energy 6.

Lemma 3.4. There are constants k1,C > 0 such that
(=Vzuld], Mp[ngL%(Q) + (=Vauld[Z f]], Mp[f]>Lg(Q)
> m1l|01172 0y — Cllmll 2@ I f 1 = CILFIF = Clly (2 = @) D i |3

Proof of Lemma 3.4. Using (3.7) and (3.6), one has

(~Vaulokz 1) 3,77)

SIVaul01Z Il 2 @l F I

S lmllza @l £ o+ 1F 13+ 1y a2 = ) DE fr 3,

which allows us to bound the second term in the LHS of the estimate of the statement.
For the first term, writing M,[.Z f] = M,[—v - V. f] + M,[€ f*] one obtains

L3 ()

(=Vzulf], Mp[ngL%(Q) =T +T

with
T, := <amiu[9],8xj/ pi(v)v; f dv>
R4 L3 ()
and
T := <—Vmu[9],/ p(v)Ef+ dv>
Rd L2(92)
For the term T5, we remark that
Lo (L
| p@ertav= (- 6em),, .

so that from the property (A3) on % and (3.3), we get

o] S IVaul0]l L2 @I 2 SO0 L2l
For the term T}, we write

T = — <8$j3xiu[9],/ pi(v)v; f dv> +/ Oy, ulf]n;(z) (/ pi(v)vjvf dv) do,
R 2@ Joo Rd
= A+ B.
Using the decomposition (3.8), we get
2
/ pi(v)vj fdv = d; (1 + —) 0 +/ p,‘(v)vjfL dv.
RA d R?

As a consequence, we obtain

A= (1 + %) (= ul0], 0) 12 — <axja$iu[e], /Rd pi(o)v; f dv>

2
= (14 2) 1002 — (00, [ pitodeg o)

L3 (9)

L ()
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since by definition of u[f] we have —A,u[f] = 0. Because of (3.3), we obtain

‘<8$j3xiu[0], / pi(v)vjfL dv>
R4 L2()

S IVZuldllzz @)1 I

S0l zz o1 13-
Thanks to Young’s inequality, we thus get

1 2
A% 5 (1+2) 1610~ CIF B

We now investigate the boundary term B. Thanks to Lemma 3.2, we have
B = /vau[é?] -p()(vf)n(z) - vdvdoy,

= Vulf] - p(v)o(z) Dt foon(z) - vdvdo,

N
+ g Veulf] - [p(v) — p(Ryv)](1 — a(z)) D+ 1 n(z) - vdvdo,
+ - Vzulf] - [p(v) — p(Ryv)|D f4 n(x) - vdvdoy
=: B + By + Bs.
We remark that ( ’2 L)
p(v) — p(Ryv) = 2n(x)(n(x) U)T
and thus
_ (Jvf* —d-2)
Vauld] (o) ~ p(Ro)] = 2¥ul8] (e (nfa) - 0) 22

Thanks to the boundary condition satisfied by u[f], in the case & = 0, we already obtain
that B = 0. Otherwise, when « # 0, recalling (1.7), we first obtain for the term Bs, that

2c
By = —£
s V2d Js,

2¢y

= V,ulf] - n(z) f(x) ( /.

Vaulf] - n(x)p)(|v]? — d —2)f(x) (n(z) - v)? dvdo,

V2d Joaa

and the integral in v vanishes, thus Bs = 0. For the term Bj, the Cauchy-Schwarz
inequality and (3.3) give

(|v]? = d = 2)u(v) (n(z) - v)2dv> dog,

x
+

|B1| S Vo]l 200 laD™ fillow,
S IVeuld] g laD* fillow,

S 101 2@ laD* fillor, -

For the term Bs, the boundary condition satisfied by u[f] implies

— oz o2 —d—
Vult] - [p(v) — p(R))(1 — alx)) = —;_—%amu[mz(nm Loyl ¢% 2).
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hence we obtain

| Ba| = 2

(b2=d=2)  1-a(@),,
/. (), o D () ) dvdo

1L
S O 22 oy llaD~ fillom,
S 101 2@ laD* follon. -
We complete the proof by gathering the previous estimates, using Young’s inequality and
remarking that /a(2 —a) > a. O
3.4 Momentum

In this subsection we construct a functional that is devised to control the momentum
component of the macroscopic part 7 f. We denote

il = [ o,
R4

so that m = m[f]. We define U[m] as the solution to the elliptic equation (2.17) associated
to = = m € L2(Q) given by Theorem 2.11, whence

U]z S lImllrz@)- (3.11)

It is worth noting that in the specular reflection case (o« =0 in (1.2)), the condition (3.2)
holds, and therefore the solution U[m] is indeed well-defined.

Considering the matrix ¢;; = (¢i;)1<i j<d given by
¢ij(v) = viv; — b4,

we define the associated moment functional M[g] = (M, [9])1<i j<d s

M, [g] = /R (v — 8iy)g dv. (3.12)
Lemma 3.5. There holds
m[ZLfl = =Vz0— Vg My|f] (3.13)
and
M,[f] = \/galdJqu[fL]. (3.14)

As a consequence of Theorem 2.11, the unique variational solution U[m[ZL f]] to (2.29)
associated to E = m[ZL f] satisfies

UL o) S llellzz) + 19z2@) + 1/l + /(2 = @)D fiflo, - (3.15)

Proof of Lemma 3.5. Writing £ f = —v - V,f + € f+ we already obtain that m[.Zf] =
m[—v - Vzf]. We hence compute, for i € {1,...,d},

mi[—v - Vg f] = —0q, / v f dv
Rd

= —8331, /Rd fdv - 8%, /Rd(’UZ'Uj - 52J)fdv
= _8:137,Q - 8:13]' Mqi]’ [f]a
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which gives (3.13). Thanks to the decomposition (3.8) we also obtain, for i, € {1,...,d},

My, [f] = Q/Rd(vﬂ)j — 05 dv + my, /Rd(ij — 0j)upp dv

v|* —d i
—i—@/ Vv — 0i5) | —=—— | pdv + M, ,
Rd( J ]) ( m n qij [f ]
which gives (3.14) since [ga(viv; — dij)pdv = [ga(vivj — 0ij)vegpdv = 0 and [ga(viv; —

0ij) (Bo=4) v = /2635,

Now let U := U[m[Z f]] be the unique variational solution to (2.29) associated to
= =m[.Z f] from Theorem 2.11. From Step 1 of the proof of Theorem 2.11, one has
MU @) < IVUIT20) + 1y 2% Ullz00) (3.16)

for some A > 0. Moreover from (2.29), we obtain
IV U220 + 1y 225 UllZ200)
— [ (Voo V- My[f]) - Udo
:/ ol : Vde—}—/ M,[f] : VU dz
Q Q

_ /aﬂ on(x)-Udo, — / M,[f]n(z) - U dao,

/QId VSde+/<\/79]d+M[f ]):VSde

- M,[fn(z) - U doy,
oN

(3.17)

where we have performed an integration by parts in the second equality, used that U -
n(x) = 0 since U € V, and (3.14) in the last one. We now deal with the boundary term
in the last equation. We have, for any = € 912,

Mq[f]n(x)-U:/ v;v; fn;(z)U; dv—/ fni(x)U; dv

—/ fv-U)(n(x)-v)dv

= a(@) [ D U)(n(a) -v)dv

+

+ |, 0= Rew) - Ul = @)D" fi(n(z) - v)dv

+ | (v—=Ryv)-UDfi(n(x)-v)dv,
%

using that U -n(x) = 0 and Lemma 3.2 in the last line. Observe now that, for any = € 99,
we have

(v—Ryv)-U=2(n(x)-U)(n(z) v)=0,
by using again that the solution verifies U - n(z) = 0. We hence finally get

S a2 —a) D fillow I/ 225 UImlZ flll 2 o) -

/ M, [f]n(z) - U doy
oN
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We conclude to (3.15) by gathering this last estimate together with (3.16) and (3.17),
applying Cauchy-Schwarz inequality and remarking that

1M [F W 220 S Il

We now deduce the following result, which gives a control of the momentum m.

Lemma 3.6. There are constants ko, C > 0 such that

(=ViU[m], Mq{ngL%(Q) + {(=ViU[m[Zf], Mq[f]>Lg(Q)

> rallmll7zq) — Cllf el r2@) — ClIOl L2 llel L2 o)
— IO 0y — CITHIE, — Clly a2 — ) D F I,
Proof of Lemma 3.6. Thanks to (3.14) and (3.15), we have
s 2 1
VUL 200+ M1
SIVUIMLZ fllllz2 @) (1101220) + 117+
~ Ve L2 () LZ(©) H

< (llellzzio + 1Bl + 1+ /a2 = D" Felloe, ) (182 + 15 )

which allows us to bound the second term in the LHS of the estimate of the statement.
For the first term, we write M [.Z f] = My[—v - V. f] + M,[€ ] to obtain

L3 ()

(=ViU[ml], Mq[ngL%(Q) =T + 13,

with
Ty = <(V§U[m])zj,3xk/ qij(V)vrf d”>
R L2(Q)
and
T, = <_v;U[m],/ ()% - dv>
R L2(Q)
Observing that
1 _ 1
/I:{d q(U)(gf dU - (f a%(QN))L%(M,l) ’

we get from (3.11) that
I To| S IVaUm 2@l F -l S lmllzz o1/ Ml

For the term 77, thanks to an integration by parts, we may write

Ty =— <3xk(V§U[m])ij,/Rd qij (V) vk f dv>

L2(Q)
+ | (aUmmeta) ([ as@nsav) do
=: A+ B.

Thanks to the decomposition (3.8), we get

1
[ @)t dv =Sy, + by + [ ai(e)os* do,
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and hence

A=2(- divx(VfCU[m]),m>L%(Q) — <(9$k (ViU[m])ij, /Rd Qz‘j(v)kal olv>L2 @

= 2”mH%§(Q) — <3xk(V;U[m])ij7/Rd qij(v)vr f+ dU>L2(Q) )

since —div,(ViU[m]) = m by definition of U[m]. Using (3.11), we have

‘<%(V$U [m])ij /Rd a5 (v)orf dv>L2 ()

x

SIV2Um][| 2 ) 1 £ I

S lmllzz @1 e
We thus obtain, thanks to Young’s inequality,
A= |Im|Z2 @) = CI -
We now investigate the boundary term B. Thanks to Lemma 3.2, we have
B = / ViU[m] : q(v)vfn(x)- -vdvdoy,
2
= / ViU[m] : q(v)a(z) DY fin(z) - vdvdo,
N
+ g ViU[m] : [q(v) — ¢(Rev)](1 — o)) Dt f1 n(x) - v dv doy,
+

+ . ViU[m] : [q(v) — ¢(Rzv)|Dfy n(x) - vdvdo,

= Bl + B2 + B3’
and we remark that
q(v) = q(Ryv) = 4[(n(z) @ v)™™ — n(z) @ n(z)(n(z) - v)] (n(z) - v),

where, for any matrix M € Mgy(R), we set (M¥™);; = 1(M;; + Mj;), so that

VaU[m] - [q(v) — q(Ryv)]
= 4{V§U[m] t(n(z) @ )Y = ViUIm] : n(z) @ n(x)(n(z) - v)}(n(m) -v).
Taking the scalar product with v in the boundary condition satisfied by U[m], we see that,
we already have B = 0 in the case o = 0. Otherwise, when a # 0, we first obtain for the

term B3, making a change of variables v — R,v, using also that (R,v-n) = —(v-n), and
recalling that D f(x,v) = c,p(v) f(x), that

B3 =2¢, /2 ViU[m] : q(v)p(v) f(x)n(z) - vdvdo,

~ 2, /6 (VU flo) ( /R prore dv) do, = 0,

since the integral in v vanishes. For the term By, the Cauchy-Schwarz inequality and (3.11)
give
|B1| S IV3UIm] | 200 leD ™ f- o

< [lmllzz ) llaD> f1llon, -
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For the term Bj, the boundary condition satisfied by U[m] implies

1—a(x)

VaUlml : [a(v) = a(Bev)[(1 — a(@)) = —5—203

da(z)(Ulm] - v)(n(z) - v),

hence we obtain

1—a(zx)

H%!=4hé+ﬂﬂmkv)§:zzga@ﬂDLfON@-vfdv¢%

SNUMI 2 o0y lleD* fo llone.
N ”mHLi(Q)HO‘le-i-Ha’HJr-

The proof is then complete by gathering previous estimates, using Young’s inequality and

observing that \/a(2 —a) > a . O

3.5 Mass

In this subsection we introduce the last functional, which is built in order to control the
mass component of the macroscopic part 7 f. We denote

elgl == [ gdv,
R4
so that o = p[f]. We consider ux[g] the solution to the Poisson equation (2.1) with

Neumann boundary condition associated to & = o € L2(f2) constructed in Theorem 2.2,
namely un[g| satisfies a.e.

—Azu = in €,
vl = (3.18)
Vaun(g] -n(z) =0 on 09,
which is indeed well-defined since (¢) = 0. In particular, we have
lux(elllz2) < llollzz@)- (3.19)
Lemma 3.7. There holds
oL f] ==V -m. (3.20)

As a consequence of Theorem 2.2, the unique variational solution ux[o[-Z f]] to (2.4) with
Neumann boundary condition associated to & = o[ ZL f| satisfies

lun[olZ fllll 1) S Imllrz()- (3.21)
Proof of Lemma 3.7. Since Lf = —v-V,f + € f*, one has
o2 f) = ol=v-Vaf) = Vo [ vfdv

which gives (3.20). Now let u := un[g[-Z f]] be the unique variational solution to (2.1)
with Neumann boundary condition associated to £ = o[-Z f] given by Theorem 2.2. From
the variational formulation (2.4) we have, thanks to an integration by parts,

IVeulfa) == [ (Vo mude

:/m-qudx— m-n(x)ud%:/m-vxudx

Q 89 Q

where we have used that m - n(x) = 0 in last equality. We therefore obtain (3.21) thanks
to the Cauchy-Schwarz inequality. O
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We now establish the following result, which gives a control of the mass p.
Lemma 3.8. There are constants k3, C > 0 such that
(~Vunel, 2 ) 13 oy + (= Vaun[olZ fll. m{f]) 130
> rallolfz ) — C (Hmﬂig(m + 1101172 ) + Hle%)
— Olly/a(2 = @) D fr 1B, -

Proof of Lemma 3.8. From (3.21), we have

|(~Voun(olZ 1l mIf) 2 oy S I Vunlel? o limllzz oy S i3 o).

which allows us to bound the second term in the LHS of the estimate of the statement. For
the first term, writing m[.Z f] = m[—v - V. f] + m[% f*] and observing that m[% f+] = 0,
we obtain

<—quN[Q]am[$f]>L%(Q) = <3xiuN[Q],8mj /Rd Uivjfdv>L2(Q).

We then write

Ounlel. 0, [ vsf o)
(omsteoon, [ vssav)
:—<81j8xiuN[Q],/ vivjfdv> +/ Oy, un(o]nj(x) (/ vivjwfdv) doy
R4 L2(Q) o0 R4
=: A+ B.

Thanks to the decomposition (3.8), we get

2
/Rdvﬂ)jfd?):5ijg+5ij\/ge+/RdvivjfldU,

and hence

2
A= (-Azunle], 0) 2 + \/g<—AmUN[Q]’ 0) 20 — <amjaxiuN[Q]’ /Rd vivyf dv>Lg(Q)

2
= HQH%;(Q) + \/g<_A£BuN[Q]a9>L%(Q) - <amj8x¢UN[Q],/Rd Uz‘vjfL dv> )

LZ(Q)
since —Azupn[g] = o by definition of ux[g]. Using (3.19), we have

><3xj3xiu]v[g], /Rd vivjfL dv>

SIVzunlolllzz @)l [l
LZ()

1
S llellzz @l f [l

from which it follows, thanks to Young’s inequality,

1
A= Sllelliz ) = CllOIZ2 ) — CIF I
2
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We now investigate the boundary term B. Thanks to Lemma 3.2 we have

B :/ Vaunlo] - vy fn(x)-vdvdo,
b

= V.un(o] - va(x) DL fin(z) - vdvdo,
DIES

+ . Veunlo] - [v — Rev)(1 — alz)) D+ £ n(z) - vdvdao,

+ Vaun[o] - [v — Ryv]D f+ n(x) - vdvdoy
Xy

=: By + B + Bs,

and we remark that
v — Ryv = 2n(x)(n(z) - v),

so that
Vaun(g] - [v — Ryv] = 2V un|g] - n(z) (n(z) - v).

Therefore, thanks to the boundary condition satisfied by un[g] in (3.18), we already ob-
tain B2 = Bg =0.

In the case @ = 0, we also have B; = 0. Otherwise, when « # 0, the Cauchy-Schwarz
inequality and (3.19) yield

|By| S [IVaunlolllzz o0 llaD* f+llon.
S ”Q”L%(Q)HO‘le—l—HaHJr-

The proof is then complete by gathering all the previous estimates, using Young’s inequal-
ity and observing again that /(2 — a) > «a. O

3.6 Proof of Theorem 1.1
We define the scalar product ((-,-)) on H by

+ 1 (= Vaul0[f]], Mplgl) 12y + m (= Vaulflgl], Mp[f]) 20,
+ 12 (=V3U[m[f]], Mylg]) 12 ) + 12 (=ViU[mgl], Mg[f]) 120
+ 13 (=Vaun(olf]], mlg]) 12 () + 13 (=Veunlelgl], m[f]) 12 (q)

with 0 < 73 < 2 < m < 1, and where we recall that the moments M), and M, are defined
respectively in (3.4) and (3.12); u[f[f]] is the solution of the Poisson equation (2.1) with
data [ f]; U[m[f]] is the solution to the elliptic system (2.17) with data m|[f]; unx[o[f]] is the
solution to the Poisson equation with homogeneous Neumann boundary condition (3.18)
with data p[f], and similarly for the terms depending on g. We denote by ||| - ||| the norm
associated to the scalar product ((-,-)), and we observe that

11l S WA A1 -

Let f satisfy the assumptions of Theorem 1.1. Recalling that we denote o = p|f],
m = m[f] and 8 = [f], noting that /a(2 —a) > « since « takes values in [0,1], and
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gathering Lemmas 3.1, 3.4, 3.6 and 3.8, one has
(2. ) > B+ 5l /a@ — 0D o,
+m (k1101720 = Clmlz @l
= |13 = Cllyfa(2 = ) DY £ 3y, )
+ 12 (@Hmﬂig(m — Cllollrz@llf I = Clloll 2101l 22 0
= Cl01330) — ClIF I3 = Clly/a2 = ) D* fr e, )
+ 13 (ﬁs\\@”%g(m = Clmll72) = CllONZ: 0

= CIfH = Clya@ = a) D ol )-

Thanks to Young’s inequality, we have
A
1 il
mClmllzz@llf =l < 711 3 + Cngllml| 72 g

A
1200l 2 ell £ Il < ZHle% +On3llolla )

2
mek1 n
m2C1loll L2 @) 10l 22 (@) < THHH%g(Q) + CU—iHQH%g(Q)-

We thus obtain

(21,00 > (§ = mC - mC—mC) 15 I

1

<§ —mC —nC — 7730> /(2 — ) D foy |35,
me

<% — 120 — 7730) 161172 ()

+ (772/-62 —niC — 7730) 172 0

2
n
+ <773F»3 —75C — 77_?0> lolZs -

+

+

We now choose 1 :=n, n2 := 77%, N3 1= 77%, and we deduce

(~21.0) > (5 -nC) 14 B+ (5= 1C) I a@ = 0D L1,

K1 1 3 1
1 (5 =) 101y + ¥ (r2 = ntC) Il

7 1
+11 (%3 - 774C) lellZz -
Choosing 0 < n < 1 small enough, we get

(-2f M=~ (HfLH%{ + llell7z ) + Iml72) + ||9H%§(Q))

+ 1 [ly/a(2 = a)D* 4|3,

for some constants x, x> 0. We conclude the proof of Theorem 1.1 since

113+ el + Iml2a gy + 19152 = 1£13

and || - || is equivalent to || - |||
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4 Weakly coercive operators

In this section we extend our method to the case in which the collision operator % is
weakly coercive, that is, it satisfies assumption (A2’) below which is weaker than the
coercive estimate of assumption (A2) in Subsection 1.1.

In this situation we do not expect to obtain an exponential decay but only a sub-
exponential decay supposing further integrability /regularity properties of the initial data;
in other words the semigroup associated to the full linear operator . is not uniformly
exponentially stable but only strongly stable.

These weakly coercive operators arise naturally in several classes of evolution PDEs. In
the setting of control theory and wave-type equations we refer to the works [64, 65, 19, 2, 63]
and the references therein, in which the energy of the equation is shown to decay with
non-exponential rate. These results have then inspired an abstract theory for strongly
stable semigroups. We refer to [11, 9, 10] and the references therein, where such a line of
research is developped.

In the framework of kinetic equations, the works [21, 22] have established the sub-
exponential decay of the semigroup associated to the linearized cutoff Boltzmann equation
with soft potentials. We also refer to the works [76, 77] that establish decay estimates for
the non-cutoff Boltzmann and Landau equations with very soft potentials, as well as [25]
for the Landau equation. All these results are established in the torus or the whole space,
and, to the best of our knowledge, the only works concerning domains with boundary
conditions are the recent results of [51] for the Landau equation with specular reflection
boundary condition, and [41] for non-cutoff Boltzmann and Landau equations in a finite
channel with specular reflection or inflow boundary conditions. Concerning Fokker-Planck
equations and kinetic Fokker-Planck equations we shall quote [73, 59] and [23], as well as
the references therein. We also mention the results concerning degenerate linear transport
equations [31, 12, 20], as well as degenerate linear Boltzmann equations [53]. Finally, the
free transport equation with diffusive or Maxwell boundary condition has been tackled in
[3, 62, 13] for instance.

We assume in this section that the operator ¢ satisfies (A1) on L2(u~!), as well as:
(A2) The operator is self-adjoint on LZ(u~") and negative (€' f, f)2(,~1) <0, so that its

spectrum is included in R_, and (1.11) holds true for any g € Dom(%’). We assume
further that € satisfies a weak coercivity estimate: there is a positive constant A > 0
and a radially symmetric function wg : R¢ — [1, 00) with limy| o0 wo(v) = 00 such
that for any f € Dom(%’) one has

(=CF, Dz 2 A2 1,00

0
where f+:=f —nf.
(A3’) For any polynomial function ¢ = ¢(v) : R? — R of degree < 4, one has p¢ €
Dom(%’) with
||(g(¢:U’)HL%(wo,u_1) < 00,
and, for some positive constant C' > 0, for all f € Dom (%),

[ ot dv

< O gy

(A4) There exists a radially symmetric function w; : R? — [1, 00) with im0 wi(v) =
oo and a positive constant C' > 0 such that for any f € Dom (%), one has

(LF D1z ) < CIFILs oty
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We recall that H = Li,v(/fl) and in this Section, we will also use the following

notations: Ho := L%v(wo_l,u_l) and My := L2 ,(wip!). Remark now that we have

1F 05 + I F 13 S 105y S P10 + Il F 13
and
17 £ 13 S NellZz oy + Imll72@) + 101720y S 1w fllE,-

Repeating the proof of Theorem 1.1 with the above assumptions we obtain:

Theorem 4.1. There exists a scalar product ((-,-)),, on the space H so that the associated
norm ||| - ||3 is equivalent to the usual norm || - ||, and for which the linear operator £
satisfies the following weak coercivity estimate: there is a positive constant k > 0 such that
one has

(=2 f o = 6l g

for any f € Dom (%) satisfying the boundary condition (1.2), assumption (C1) and fur-
thermore assumptions (C2)-(C3) in the specular reflection case (o =0 in (1.2)).

As a consequence of the weak coercivity estimate for .2, we obtain the following result
of sub-exponential decay to equilibrium.

Theorem 4.2. Let fi, € Hi satisfying condition (C1) and furthermore (C2)-(C3) in the
specular reflection case (o = 0 in (1.2)). There exist a positive constant C > 0 and a
decreasing function ¥ : Ry — Ry with limy_oo ¥(t) = 0 such that for any solution f
to (1.1)—(1.2) (with € satisfying (A1)-(A2’)-(A3’)-(A4) above) associated to the initial
data fin, there holds

1@l < COON filly, V0.

Proof of Theorem J.2. Let f be a solution to (1.1)—(1.2) associated to fi, € Dom (%),
the general case when fiy, € H; then deduces by a usual density argument. Thanks to
Theorem 4.1, we have

%!Hf(t)H@ = (L), F(OD < =6l (O (4.1)

Remark that for any R > 0 we have the following interpolation inequality

1
2 < 2 _ 2. 4.2
lgll7; < wo(R)gll7;, + 1 (B) llgll3, (4.2)

Moreover we claim that there is a constant C' > 0 such that

1F Ol < Cll finlls - (4.3)

Indeed for § > 0 small enough, we define the following scalar product on H;

Gathering (A4) and Theorem 4.1, we obtain

(Lf, g, < (6C=R)fl3, <O,

which implies the claim by observing that the norm associated to ((-,-))4, is equivalent to
the standard norm on Hj.
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From (4.1), (4.2) and (4.3), we therefore deduce

d K K
&Illf(t)lllgd < ) £ ()15 + oo (R)en (1) 1 ()13,
CK kC

2 12
< oty WO+ ooy MinlBer

for some constant ¢ > 0, where we have used in last line that ||- || and ||-||% are equivalent,
and the above claim. From the above inequality it follows

cK C

1B < exp (=5 ¢ ) Wil + 5 s Il

<{exw (-2 1) + g Ml

for any R > 0. Defining

o0 = (jut {eo (-5 1) + }> ’

I @l < @) finll#s

which concludes the proof using again that || - || and || - |3 are equivalent. O

we hence obtain

5 Hydrodynamic limits

In this part, we study the following rescaled problem:

of = fsf::—év-vmf+€l2(€f i (0,00) x O, (5.1)
vf = Buf on (0,00)x7%, (5.2)

with e € (0, 1], ¥ satisfying assumptions (A1), (A2) and (A3) introduced in Subsection 1.1
and the boundary condition (5.2) being the same as (1.2) described in Subsection 1.1.
The motivation to study this problem comes from the issue of deriving the incompressible
Navier-Stokes-Fourier system from kinetic equations. Indeed, it is well-known (see [7])
that in order to reach this goal, we shall introduce the dimensionless Knudsen number &
and the problem reduces to the analysis of the following equation

OF° = LF° 4+ éQ(Fa, F?) (5.3)

with
Lf = =0 Vel + 5 E, CF = QU ) + QU

Then, in order to derive the incompressible Navier-Stokes-Fourier limit from kinetic equa-
tions, the purpose is to prove that, as € goes to 0, a solution F* to (5.3) converges towards
some limit that depends on time and space variables only through macroscopic quantities
that are solutions to the incompressible Navier-Stokes-Fourier system. The starting point
of this study is the analysis of the linearized problem (5.1) and our method is robust
enough to treat this rescaled problem. More precisely, we are able to provide a result
of large time stability for the linear problem (5.1)-(5.2) uniformly with respect to the
parameter € > 0.
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The problem of deriving incompressible Navier-Stokes equation from Boltzmann equa-
tion has been largely studied in the framework of weak solutions (renormalized for the
Boltzmann equation and Leray type for the Navier-Stokes one), in the torus, the whole
space or bounded domains. We do not make an extensive presentation here of this type of
result but just mention the papers [7, 6] in which this program has been initiated and [46]
in which the first complete proof of convergence has been obtained in the whole space.
We also mention the works [67, 74, 57] in which the problem has been treated in bounded
domains starting from the renormalized solutions constructed in [70].

Concerning the case of strong solutions, we mention the works [8, 30] and more recent
ones [1, 15, 18, 45, 58, 72] which are all framed in the torus and/or the whole space. To our
knowledge, no result of derivation is available for strong solutions in a bounded domain.
The study of this derivation will be the object of a forthcoming work. We focus here on
the study of the linearized rescaled problem (5.1)-(5.2).

We here give an adapted version of Theorem 1.1 in our new rescaled framework:

Theorem 5.1. There exists a scalar product ((-,-)). on the space H so that the associated
norm ||| - ||| is equivalent to the usual norm || - || uniformly in e € (0,1], and for which the
linear operator £. satisfies the following coercivity estimate: there is a positive constant
k > 0 such that for any € € (0,1], one has

(=Zef, e = sl FIE+ 2”le%{’

for any f € Dom (%) satisfying the boundary condition (5.2), assumption (C1) and fur-
thermore assumptions (C2)-(C3) in the specular reflection case (=0 in (1.2)).

Sketch of the proof of Theorem 5.1. Using the same notations as in Subsection 3.6, we
introduce the following scalar product on H:

(.90 = (f )
e (= aldl) Myl 0y + me = Fenflll M
1 Malg) 12y + o (= VU mIgl], Mqlf1) 12
1l mlgl) 12 gy + mse (— Vaunlelgll, mUf) 2oy

with 0 < 13 < 12 < m; < 1 chosen as in the proof of Theorem 1.1. We denote by ||| - |||
the norm associated to the scalar product ((-,-))., and we observe that

11l S WAl < 11l

+ e (VUM
+ n3e (=V uN[g

where the multiplicative constants are uniform in ¢ € (0,1]. The norms || - |5 and ||| - ||
are thus equivalent independently of £ € (0,1]. Repeating the proof of Theorem 1.1, we
obtain the desired result. O

Using once more this equivalence of norms, we are able to prove the following stability
result for our equation (5.1)-(5.2) uniformly in ¢ € (0, 1]:

Theorem 5.2. Let f5 € H satisfying condition (C1) and furthermore (C2)-(C3) in the
specular reflection case (=0 in (1.2)). There exist positive constants k,C > 0 indepen-
dent of € € (0,1] such that for any solution f€ to (5.1)—(5.2) associated to the initial data
=, for any e € (0,1] and for any t > 0, there holds

1 o0
1720l < Ce™™ | fillze  and 5_2/0 1) ()13, e ds < Clfa i
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Remark 5.3. Notice that we can perform the same analysis to extend the result of this
Section to operators that satisfy a weak coercivity estimate as in Section 4. Namely,
one can obtain sub-exponential decay of the solution f¢ to (5.1)-(5.2), that is uniform in
e € (0,1], when the collision operator % involved in (5.1) satisfy assumptions (A1), (A2’),
(A3’) and (A4) of Section 4.
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