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Abstract

We establish the convergence to the equilibrium for various linear collisional kinetic equations (including linearized Boltzmann and Landau equations) with physical local conservation laws in bounded domains with general Maxwell boundary condition. Our proof consists in establishing an hypocoercivity result for the associated operator, in other words, we exhibit a convenient Hilbert norm for which the associated operator is coercive in the orthogonal of the global conservation laws. Our approach allows us to treat general domains with all type of boundary conditions in a unified framework. In particular, our result includes the case of vanishing accommodation coefficient and thus the specific case of the specular reflection boundary condition.
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1 Introduction

1.1 The problem

In this paper, we study a linear collisional kinetic equation in a bounded domain with general Maxwell boundary condition. More precisely, we consider a smooth enough bounded domain \( \Omega \subseteq \mathbb{R}^d, d \geq 2 \), we denote by \( \mathcal{O} := \Omega \times \mathbb{R}^d \) the interior set of phase space and \( \Sigma := \partial \Omega \times \mathbb{R}^d \) the boundary set of phase space. For a (variation of a) density function \( f = f(t, x, v), t \geq 0, x \in \Omega, v \in \mathbb{R}^d \), we then look at the following equation

\[
\begin{align*}
\partial_t f &= \mathcal{L} f := -v \cdot \nabla_x f + \mathcal{C} f \quad \text{in} \quad (0, \infty) \times \mathcal{O}, \\
gamma_- f &= \mathcal{R} \gamma_+ f \quad \text{on} \quad (0, \infty) \times \Sigma,
\end{align*}
\]

where \( \gamma_\pm f \) denotes the trace of \( f \) at the boundary set and where \( \mathcal{C} \) and \( \mathcal{R} \) stand for two linear collisional operators that we describe below. Our goal is to investigate the long-time behavior of solutions to this linear equation. In order to do so, we will prove an hypocercivity result using a general and robust approach inspired by previous works on \( L^2 \)-hypocoercivity.

Motivation. We first briefly explain the motivation to study this problem. We consider a system of particles confined in \( \Omega \) whose state is described by the variations of the density of particles \( F = F(t, x, v) \geq 0 \) which at time \( t \geq 0 \) and at position \( x \in \Omega \), move with velocity \( v \in \mathbb{R}^d \). We suppose that collisions between particles are for instance described by the Boltzmann or the Landau bilinear collision operator. It leads us to consider the following equation:

\[
\begin{align*}
\partial_t F &= -v \cdot \nabla_x F + Q(F, F) \quad \text{in} \quad (0, \infty) \times \mathcal{O}, \\
gamma_- F &= \mathcal{R} \gamma_+ F \quad \text{on} \quad (0, \infty) \times \Sigma,
\end{align*}
\]

where \( Q \) is for instance the Boltzmann or the Landau collision operator. The standard (normalized and centered) Maxwellian

\[
\mu = \mu(v) := (2\pi)^{-d/2} e^{-|v|^2/2}
\]

is a global equilibrium of this equation. In order to study this type of problem in a close-to-equilibrium regime, we write the distribution \( F \) as the following perturbation of the global equilibrium \( \mu \): \( F = \mu + f \). If \( F \) solves (1.3)-(1.4), then the linearized equation (throwing away the quadratic term) satisfied by \( f \) is nothing but (1.1)-(1.2) with

\[
\mathcal{C} f := Q(\mu, f) + Q(f, \mu).
\]

The assumptions (A1)-(A2)-(A3) made below on the collisional operator \( \mathcal{C} \) are met by the linearized Boltzmann and Landau equations for the so-called hard potentials (and thus including the Boltzmann hard spheres case). It is worth noting that by a straightforward adaptation of our method, we can also treat linear operators preserving only mass such that the Fokker-Planck operator or the relaxation operator. We believe that our analysis is also new in this setting. In Section 4, we present more general assumptions that allow us to deal with linearized Boltzmann and Landau operators corresponding to softer potentials.

The boundary condition. Let us now describe the boundary condition (1.2). For that purpose, we need to introduce regularity hypotheses on \( \partial \Omega \) and some notations. We assume that the boundary \( \partial \Omega \) is smooth enough so that the outward unit normal vector \( n(x) \) at \( x \in \partial \Omega \) is well-defined as well as \( d\sigma \) the Lebesgue surface measure on \( \partial \Omega \). The
precise regularity on $\partial \Omega$ that we will need is that the signed distance $\delta$ defined by $\delta(x) := -d(x, \partial \Omega)$ if $x \in \Omega$, $\delta(x) := d(x, \partial \Omega)$ if $x \in \Omega^c$, so that $\Omega = \{x \in \mathbb{R}^d, \delta(x) < 0\}$, satisfies $\delta \in W^{3,\infty}(\Omega)$ and $\nabla \delta(x) \neq 0$ for $x \in \partial \Omega$, so that $\nabla \delta / |\nabla \delta|$ coincides with the outward unit normal vector $n$ on $\Omega$. We then define $\Sigma^x := \{v \in \mathbb{R}^d; \pm v \cdot n(x) > 0\}$ the sets of outgoing ($\Sigma^+ x$) and incoming ($\Sigma^- x$) velocities at the point $x \in \partial \Omega$ as well as

$$
\Sigma_\pm := \{(x, v) \in \Sigma; \pm n(x) \cdot v > 0\} = \{(x, v); x \in \partial \Omega, v \in \Sigma^\pm\}.
$$

We denote by $\gamma f$ the trace of $f$ on $\Sigma$, and by $\gamma f = 1_{\Sigma} \gamma f$ the traces on $\Sigma_\pm$. The boundary condition (1.2) thus takes into account how particles are reflected by the wall and takes the form of a balance between the values of the trace $\gamma f$ on the outgoing and incoming velocities subsets of the boundary. We assume that the reflection operator acts locally in time and position, namely

$$(\mathcal{R} \gamma f)(t, x, v) = \mathcal{R}_x(\gamma f(t, x, \cdot))(v)
$$

and more specifically it is a possibly position dependent Maxwell boundary condition operator

$$
\mathcal{R}_x(g(x, \cdot))(v) = (1 - \alpha(x))g(x, R_x v) + \alpha(x)Dg(x, v),
$$

(1.6)

for any $(x, v) \in \Sigma_-$ and for any function $g : \Sigma_+ \rightarrow \mathbb{R}$. Here $\alpha : \partial \Omega \rightarrow [0, 1]$ is a Lipschitz function, called the accommodation coefficient, $R_x$ is the specular reflection operator

$$
R_x v = v - 2n(x)(n(x) \cdot v),
$$

and $D$ is the diffusive operator

$$
Dg(x, v) = c_\mu \mu(v)\tilde{g}(x), \quad \tilde{g}(x) = \int_{\Sigma^+} g(x, w) n(x) \cdot w \, dw,
$$

(1.7)

where the constant $c_\mu := (2\pi)^{1/2}$ is such that $c_\mu \mu = 1$ and we recall that $\mu$ stands for the standard Maxwellian (1.5). The boundary condition (1.6) corresponds to the pure specular reflection boundary condition when $\alpha \equiv 0$ and it corresponds to the pure diffusive boundary condition when $\alpha \equiv 1$. It is worth emphasizing that when $\gamma f$ satisfies the boundary condition (1.2)–(1.6), for any test function $\varphi = \varphi(v)$ and any $x \in \partial \Omega$,

$$
\int_{\mathbb{R}^d} \gamma f \varphi n(x) \cdot v \, dv = \int_{\Sigma^+} \gamma f n(x) \cdot v [\varphi - (1 - \alpha(x))\varphi \circ R_x - \alpha(x)c_\mu \varphi \circ R_x \mu] \, dv.
$$

(1.8)

As a consequence, whatever is the accommodation coefficient $\alpha$, making the choice $\varphi = 1$ so that $\varphi \circ R_x = c_\mu \varphi \circ R_x \mu = 1$, we get

$$
\int_{\mathbb{R}^d} \gamma f n(x) \cdot v \, dv = 0,
$$

(1.9)

which means that there is no flux of mass at the boundary (no particle goes out nor enters in the domain). Assuming now $\alpha \equiv 0$, making the choice $\varphi(v) = |v|^2$ and observing that $|R_x v|^2 = |v|^2$, we get

$$
\int_{\mathbb{R}^d} \gamma f |v|^2 n(x) \cdot v \, dv = 0,
$$

(1.10)

which means that there is no flux of energy at the boundary in the case of the pure specular reflection boundary condition.
The collisional operator. Let us now describe the hypotheses made on the collisional linear operator \( C \) involved in the linear evolution equation (1.1). We assume that the operator acts locally in time and position, namely

\[
(C f)(t, x, v) = C(f(t, x, \cdot))(v),
\]

that the operator has mass, velocity and energy conservation laws, namely

\[
\int_{\mathbb{R}^d} (Cg)(v) \varphi(v) \, dv = 0,
\]

for \( \varphi := 1, v, |v|^2, i \in \{1, \ldots, d\} \), and for any nice enough function \( g \), and that the operator has a spectral gap in the classical Hilbert space associated to the standard Maxwellian \( \mu \).

In order to be more precise, we introduce the Hilbert space

\[
L^2_v(\mu^{-1}) := \left\{ f: \mathbb{R}^d \to \mathbb{R} \mid \int_{\mathbb{R}^d} f^2 \mu^{-1} \, dv < +\infty \right\}
\]

endowed with the scalar product

\[
(f, g)_{L^2_v(\mu^{-1})} := \int_{\mathbb{R}^d} fg \mu^{-1} \, dv
\]

and the associated norm \( \| \cdot \|_{L^2_v(\mu^{-1})} \). We assume that the operator \( C \) is a closed operator with dense domain \( \text{Dom}(C) \) in \( L^2_v(\mu^{-1}) \) which satisfies:

(A1) Its kernel is given by

\[
\ker(C) = \text{span}\{\mu, v_1 \mu, \ldots, v_d \mu, |v|^2 \mu\},
\]

and we denote by \( \pi f \) the projection onto \( \ker(C) \) given by

\[
\pi f = \left( \int_{\mathbb{R}^d} f \, dw \right) \mu + \left( \int_{\mathbb{R}^d} w f \, dw \right) \cdot v \mu + \left( \int_{\mathbb{R}^d} \frac{|w|^2 - d}{\sqrt{2d}} f \, dw \right) \frac{|v|^2 - d}{\sqrt{2d}} \mu.
\]

(A2) The operator is self-adjoint on \( L^2_v(\mu^{-1}) \) and negative \( (C f, f)_{L^2_v(\mu^{-1})} \leq 0 \), so that its spectrum is included in \( \mathbb{R}_- \), and (1.11) holds true for any \( g \in \text{Dom}(C) \). We assume furthermore that \( C \) satisfies a coercivity estimate, more precisely that there is a positive constant \( \lambda > 0 \) such that for any \( f \in \text{Dom}(C) \) one has

\[
(-C f, f)_{L^2_v(\mu^{-1})} \geq \lambda \|f^\perp\|^2_{L^2_v(\mu^{-1})},
\]

where \( f^\perp := f - \pi f \).

(A3) For any polynomial function \( \phi = \phi(v): \mathbb{R}^d \to \mathbb{R} \) of degree \( \leq 4 \), there holds \( \mu \phi \in \text{Dom}(C) \), so that there exists a constant \( C_\phi \in (0, \infty) \) such that

\[
\|C(\phi \mu)\|_{L^2_v(\mu^{-1})} \leq C_\phi.
\]
1.2 Conservation laws

Without loss of generality, we shall assume hereafter that the domain $\Omega$ verifies

$$|\Omega| = \int_{\Omega} dx = 1 \quad \text{and} \quad \int_{\Omega} x \, dx = 0. \tag{1.14}$$

One easily obtains from (1.11), the Stokes theorem and (1.9) that any solution $f$ to equation (1.1)–(1.2) satisfies the conservation of mass

$$\frac{d}{dt} \int_{\Omega} f \, dv \, dx = \int_{\Omega} (\mathcal{C} f - v \cdot \nabla_x f) \, dv \, dx = 0.$$

In the case of the specular reflection boundary condition, that is (1.2) with $\alpha \equiv 0$, some additional conservation laws appear. On the one hand, one also has the conservation of energy

$$\frac{d}{dt} \int_{\Omega} |v|^2 f \, dv \, dx = \int_{\Omega} |v|^2 (\mathcal{C} f - v \cdot \nabla_x f) \, dv \, dx = 0,$$

because of (1.11), the Stokes theorem again and (1.10). On the other hand, if the domain $\Omega$ possesses rotational symmetry, we also have the conservation of the corresponding angular momentum. More precisely, we define the set of all infinitesimal rigid displacement fields

$$\mathcal{R} := \{ x \in \Omega \mapsto Ax + b \in \mathbb{R}^d : A \in \mathcal{M}_d^a(\mathbb{R}), \, b \in \mathbb{R}^d \}, \tag{1.15}$$

where $\mathcal{M}_d^a(\mathbb{R})$ denotes the set of skew-symmetric $d \times d$-matrices with real coefficients, as well as the linear manifold of centered infinitesimal rigid displacement fields preserving $\Omega$

$$\mathcal{R}_\Omega = \{ R \in \mathcal{R} \mid b = 0, \, R(x) \cdot n(x) = 0, \, \forall x \in \partial \Omega \}. \tag{1.16}$$

We observe here that, thanks to the assumption (1.14), we can work only with centered infinitesimal rigid displacement fields preserving $\Omega$. Indeed, if $R$ is an infinitesimal rigid displacement field preserving $\Omega$, that is, $R(x) = Ax + b \in \mathcal{R}$ is such that $R(x) \cdot n(x) = 0$ on $\partial \Omega$, then

$$|b|^2 = \int_{\Omega} \nabla (b \cdot x) \cdot (Ax + b) \, dx$$

$$= - \int_{\Omega} (b \cdot x) \text{div}(Ax + b) \, dx + \int_{\partial \Omega} (b \cdot x)(Ax + b) \cdot n(x) \, d\sigma_x = 0,$$

and thus $b = 0$. When the set $\mathcal{R}_\Omega$ is not reduced to $\{0\}$, that is when $\Omega$ has rotational symmetries, then one deduces the conservation of angular momentum

$$\frac{d}{dt} \int_{\Omega} R(x) \cdot vf \, dv \, dx = 0, \quad \forall R \in \mathcal{R}_\Omega.$$

Indeed if $R \in \mathcal{R}_\Omega$, there exists $A \in \mathcal{M}_d^a(\mathbb{R})$ such that $R(x) = Ax$ for any $x \in \Omega$. We then compute, using integration by parts,

$$\frac{d}{dt} \int_{\Omega} R(x) \cdot vf \, dv \, dx = \int_{\Omega} Ax \cdot v(-v \cdot \nabla_x f + \mathcal{C} f) \, dv \, dx$$

$$= \int_{\Omega} \partial_x (Ax \cdot v) v_k f \, dv \, dx - \int_{\Sigma} Ax \cdot v \gamma f n(x) \cdot v \, dv \, d\sigma_x$$

$$= - \int_{\Sigma} Ax \cdot v \gamma f n(x) \cdot v \, dv \, d\sigma_x.$$
thanks to the velocity conservation law (1.11) and the fact that $A$ is skew-symmetric. For the boundary term, using (1.8) with $\varphi(x,v) := Ax \cdot v$ and $\alpha \equiv 0$, we get

$$
\int_{\Sigma} Ax \cdot v \gamma f n(x) \cdot v \, dv \, d\sigma_x = \int_{\Sigma_+} Ax \cdot (v - R_x v) \gamma_+ f |n(x) \cdot v| \, dv \, d\sigma_x
$$

$$
= 2 \int_{\Sigma_+} (Ax \cdot n(x)) \gamma_+ f |n(x) \cdot v|^2 \, dv \, d\sigma_x = 0,
$$

because $v - R_x v = 2(n(x) \cdot v)n(x)$ and $R \in \mathcal{R}_\Omega$.

1.3 Main results
Define the position and velocity dependent Hilbert space

$$
\mathcal{H} = L^2_{x,v}(\mu^{-1}) := \left\{ f : \mathcal{O} \to \mathbb{R} \mid \int_{\mathcal{O}} f^2 \mu^{-1} \, dv \, dx < +\infty \right\}
$$

endowed with the scalar product

$$
\langle f, g \rangle_{\mathcal{H}} := \int_{\mathcal{O}} fg \mu^{-1} \, dv \, dx
$$

and the associated norm $\| \cdot \|_{\mathcal{H}}$. For $f \in \mathcal{H}$, we also introduce the following conditions:

$$
\int_{\mathcal{O}} f \, dx \, dv = 0, \quad \text{(C1)}
$$

$$
\int_{\mathcal{O}} |v|^2 f \, dx \, dv = 0, \quad \text{(C2)}
$$

$$
\int_{\mathcal{O}} R(x) \cdot v f \, dx \, dv = 0, \quad \forall R \in \mathcal{R}_\Omega. \quad \text{(C3)}
$$

We are now able to state our main hypocoercivity result:

**Theorem 1.1.** There exists a scalar product $\langle \langle \cdot, \cdot \rangle \rangle$ on the space $\mathcal{H}$ so that the associated norm $\| \cdot \|$ is equivalent to the usual norm $\| \cdot \|_{\mathcal{H}}$, and for which the linear operator $\mathcal{L}$ satisfies the following coercivity estimate: there is a positive constant $\kappa > 0$ such that

$$
\langle \langle -\mathcal{L} f, f \rangle \rangle \geq \kappa \| f \|^2
$$

for any $f \in \text{Dom}(\mathcal{L})$ satisfying the boundary condition (1.2), assumption (C1) and furthermore assumptions (C2)-(C3) in the specular reflection case ($\alpha \equiv 0$ in (1.2)).

This result improves existing results regarding hypocoercivity in a bounded domain for the linearized Boltzmann and Landau equations (and consequently for their long-time stability, see Theorem 1.2) in three regards:

- We consider a general, smooth enough, convex or non-convex domain.

- The $L^2$ estimates that we establish are constructive, which means that they depend constructively of some collisional constants (that appear in the estimates (A2)-(A3) satisfied by the collisional operator $\mathcal{C}$) and some geometrical constants depending on the domain $\Omega$ (that appear in some Poincaré and Korn inequalities which can be made explicit, at least for a domain with simple geometry).

- Our method encompasses the three boundary conditions (pure diffusive, specular reflection and Maxwell) in a single treatment. In particular, we can solve the Maxwell
boundary condition in the case where the accommodation coefficient \( \alpha \) vanishes everywhere or on some subset of the boundary.

Our proof is based on a \( L^2 \)-hypocoercivity approach. The challenge of hypocoercivity is to understand the interplay between the collision operator that provides dissipativity in the velocity variable and the transport one which is conservative, in order to obtain global dissipativity for the whole problem. There are two main hypocoercivity methods, the \( H^1 \) and the \( L^2 \) ones. The \( H^1 \)-hypocoercivity approach has been first introduced for hypoelliptic operators by Hérau, Nier [56] and Eckmann, Hairer [43], further developed by Nier, Helffer [54] and Villani [78] and extended to more general kinetic operators in Villani [78] and Mouhot, Neumann [71]. It is also reminiscent of the work by Desvillettes and Villani on the trend to global equilibrium for spatially inhomogeneous kinetic systems in [32], [34], and of the high order Sobolev energy method developed by Guo in [48] and subsequently. In summary, the idea consists in endowing the \( H^1 \) space with a new scalar product which makes coercive the considered operator and whose associated norm is equivalent to the usual \( H^1 \) norm. In order to be adapted to more general operators and geometries, the \( L^2 \)-hypocoercivity technique for one dimensional space of collisional invariants has been next introduced by Hérau [55] and developed by Dolbeault-Mouhot-Schmeiser [37, 38]. The \( L^2 \)-hypocoercivity technique for a space of collisional invariants of dimension larger than one (including the Boltzmann and Landau cases) has been introduced by Guo in [49], and developed further mainly by Guo, collaborators and students. Again the idea consists in endowing the \( L^2 \) space with a new scalar product which makes coercive the considered operator and whose associated norm is equivalent to the usual \( L^2 \) norm.

We present hereafter the line of reasoning of this last approach that will be ours. It heavily relies on the micro-macro decomposition of the solution of the equation: \( f = f^\perp + \pi f \), where \( f^\perp \) denotes the microscopic part and \( \pi f \) the macroscopic part defined in (1.12). The coercive estimate (1.13) on the collision operator \( \mathcal{C} \) already gives a control on \( f^\perp \) but not on the macroscopic term \( \pi f \). Then, in order to control the macroscopic part, we construct a new scalar product on \( \mathcal{H} \) by adding, step by step, new terms in order to control the missing terms appearing on the macroscopic part \( \pi f \). Roughly speaking, the scalar product that we cook up takes the following form:

\[
\langle \langle f, g \rangle \rangle := \langle f, g \rangle_{\mathcal{H}} - \eta \langle \tilde{\pi} f, \nabla \Delta^{-1} \pi g \rangle_{L^2_\mu(\Omega)} - \eta \langle \nabla \Delta^{-1} \pi f, \tilde{\pi} g \rangle_{L^2_\mu(\Omega)},
\]

choosing \( \eta > 0 \) small enough, and where the moments operator \( \tilde{\pi} : \mathcal{H} \to (L^2_\mu(\Omega))^d \) and the inverse Laplacian type operator \( \Delta^{-1} \) have to be suitably defined (see Sections 2 & 3).

Our proof is a variant of previous proofs of the same type but differs from them by several aspects:

(i) The order between the \( \nabla \) operator and the \( \Delta^{-1} \) operator is the one from Guo’s approach [49, 17] rather than the one from Dolbeault-Mouhot-Schmeiser’s approach [37, 38]. That is important in order to handle the rather singular operator involved by the boundary condition.

(ii) The choice of the mean operator \( \tilde{\pi} f \) differs from the one used in [49, 17, 16, 61] but looks very much like the one in [39, 40, 24]. It allows to deal with general Maxwell boundary condition (and the possibility that \( \alpha \) vanishes somewhere or everywhere) but leads to a first natural control of the symmetric gradient of the momentum component of the macroscopic part \( \nabla^s m \) instead of the full derivative \( \nabla m \) as in Guo’s approach.

(iii) The definition of the \( \Delta^{-1} \) operator has to be chosen wisely in order to handle the general Maxwell boundary condition and the mean operator \( \tilde{\pi} f \). We thus need to establish
natural $H^{-1} \to H^1$ and $L^2 \to H^2$ regularity estimates for some classical elliptic problems but associated with somehow unusual boundary conditions.

Let us give a few more details about (iii). First, we shall introduce an auxiliary Poisson equation with Robin or Neumann boundary conditions, which are devised in order to control mass and energy terms of $\pi f$. This result is stated in Theorem 2.2 and is based on Poincaré type inequalities. Next, we shall introduce a tailored Lamé-type system with mixed Robin-type boundary conditions in order to deal with the momentum component of the macroscopic part $\pi f$. The corresponding result is presented in Theorem 2.11 and is based on Korn-type inequalities, which are discussed in Section 2.2. For more information on Korn inequalities we refer to the fundamental result of Duvaut-Lions [42, Theorem 3.2 Chap. 3], and on the variant introduced by Desvillettes and Villani [33]. For further references and a recent treatment of Korn’s inequality, we refer to Ciarlet and Ciarlet [27]. For more details concerning the regularity issue for similar elliptic equations and systems we refer to [47, 28, 75] and the references therein.

Let us now point out that our hypocoercivity result obtained in Theorem 1.1 enables us to deduce an exponential stability result for our equation (1.1) supplemented with the boundary condition (1.2).

**Theorem 1.2.** Let $f_{in} \in \mathcal{H}$ satisfying assumption (C1) and furthermore assumptions (C2) and (C3) in the specular reflection case ($\alpha \equiv 0$ in (1.2)). There exist positive constants $\kappa, C > 0$ such that for any solution $f$ to (1.1)-(1.2) associated to the initial data $f_{in}$, there holds

$$\|f(t)\|_{\mathcal{H}} \leq Ce^{-\kappa t}\|f_{in}\|_{\mathcal{H}}, \quad \forall t \geq 0.$$ 

This result is a first step towards the global existence and the study of the long-time behavior of solutions to the nonlinear problem (1.3)-(1.4) in a close-to-equilibrium regime that will be the object of a forthcoming work.

We here briefly mention some similar coercivity estimates or exponential stability results established in the last decade for linear kinetic equations (mainly for the linearized Boltzmann equation) in a bounded domain. These ones have then been used for proving global existence of solutions to nonlinear equation in a close-to-equilibrium regime and convergence to the equilibrium in the long-time asymptotic. As already mentioned, Guo [49] has first proved a $L^2_{x,v}$ coercivity estimate for the cutoff Boltzmann equation with hard potentials or hard-spheres by using non-constructive technique in two cases: the specular reflection boundary condition with strictly convex and analytic domains $\Omega$ and the pure diffusive boundary condition assuming the domain $\Omega$ is smooth and convex. These results have been generalized by Briant and Guo [17] who derived constructive exponential stability estimates in $L^2_{x,v}$ for any positive and constant accommodation coefficient $\alpha \in (0,1)$, with no more convexity assumptions on $\Omega$. For the same equation endowed with specular reflection boundary condition, a still non-constructive $L^2$ estimate was derived in the convex setting, without analyticity assumptions on the domain, by Kim and Lee [60]. The authors then extended their results to periodic cylindrical domain with non-convex analytic cross-section [61].

Furthermore, the only results we are aware of in the case of long-range interaction, that is, for non-cutoff Boltzmann and Landau collision operators in a bounded domain, are the very recent works of Guo-Hwang-Jang-Ouyang [51] (see also [50]) for the Landau equation with specular reflection boundary condition, and Duan-Liu-Sakamoto-Strain [41] for non-cutoff Boltzmann and Landau equations in a finite channel with inflow or specular reflection boundary conditions. However, as far as we understand, the arguments presented
in [51] seem to be constructive only when $\partial \Omega$ is flat, while the arguments presented in [50] are again non-constructive.

It is also worth mentioning that an alternative existence of solutions framework to the above quite strong but close-to-equilibrium regime framework has been introduced by DiPerna and Lions who proved in [35, 36, 66] the existence of global weak (renormalized) solutions of arbitrary amplitude to the Boltzmann equation in the case of the whole space for initial data satisfying only the physically natural condition that the total mass, energy and entropy are finite. The extension to the case of a bounded domain with reflection conditions (including specular reflection, pure diffusive reflection and Maxwell reflection) has been then obtained in [52, 4, 68, 70]. We must emphasize that our treatment of boundary terms bears some similarity with the analysis made in [70] in order to take advantage of the information provided by Darrozès and Guiraud inequality [29].

To end this introduction, we point out that in Section 4, we broaden our study to the case where the linearized operator only enjoy a weak coercivity estimate to obtain results of weak hypocoercivity and sub-exponential stability in Theorems 4.1 and 4.2.

Also, in Section 5, we extend our study to a rescaled version of (1.1) which naturally arises in the analysis of hydrodynamical limit problems, we obtain hypocoercivity and stability results uniformly with respect to the rescaling parameter in Theorems 5.1 and 5.2.
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2 Elliptic equations

We present some functional estimates associated to some elliptic problems related to the macroscopic quantities. In this section, we denote the classical norm on $L^2(\Omega)$ by $\| \cdot \|$ and the associated scalar product by $(\cdot, \cdot)$. We also write

$$\langle f \rangle := \int_{\Omega} f \, dx$$

the mean of $f$ (recall our normalization assumption (1.14)). The operators that we consider only act on the position variable $x$, so that, in order to lighten the notations, we will not mention it in our proofs. For the same reason, we often write $\partial_i$ for $\partial_{x_i}$, $i \in \{1, \ldots, d\}$.

2.1 Poincaré inequalities and Poisson equation

We consider the following Poisson equation

$$\begin{cases} 
-\Delta u = \xi & \text{in } \Omega, \\
(2 - \alpha(x)) \nabla u \cdot n(x) + \alpha(x) u = 0 & \text{on } \partial \Omega,
\end{cases} \tag{2.1}$$

for a scalar source term $\xi : \Omega \to \mathbb{R}$. Remark that when $\alpha \equiv 0$ then (2.1) corresponds to the Poisson equation with homogeneous Neumann boundary condition. Otherwise, (2.1) corresponds to the Poisson equation with homogeneous Robin (or mixed) boundary condition.

We define the Hilbert spaces

$$V_1 := H^1(\Omega) \quad \text{and} \quad V_0 := \left\{ u \in H^1(\Omega) ; \int_{\Omega} u \, dx = 0 \right\}$$
endowed with the $H^1(\Omega)$-norm, and next

$$V_\alpha := \begin{cases} V_1 & \text{if } \alpha \not\equiv 0 \\ V_0 & \text{if } \alpha \equiv 0. \end{cases}$$

On $V_\alpha$, we define the bilinear form

$$a_\alpha(u, v) := \int_{\Omega} \nabla u \cdot \nabla v \, dx + \int_{\partial \Omega} \frac{\alpha}{2 - \alpha} uv \, d\sigma.$$ 

We start by a result on Poincaré-type inequalities:

**Proposition 2.1.** There hold

$$\forall u \in V_0, \quad \|u\| \lesssim \|
abla u\|,$$

(2.2)

and

$$\forall u \in V_1, \quad \|u\|^2 \lesssim a_\alpha(u, u).$$

(2.3)

The first inequality is nothing but the classical Poincaré-Wirtinger inequality. For the second inequality (which is probably also classical), we have no precise reference for a constructive proof. For the sake of completeness and because we will need to repeat that kind of argument in the next section, we give a sketch of a non-constructive proof by contradiction based on a compactness argument.

**Proof of (2.3).** Assuming that (2.3) is not true, there exists a sequence $(u_n)_{n \in \mathbb{N}}$ in $H^1(\Omega)$ such that

$$1 = \|u_n\|^2 \geq n \left( \|
abla u_n\|^2 + \left\| \sqrt{\frac{\alpha}{2 - \alpha} u_n} \right\|_{L^2(\partial \Omega)}^2 \right).$$

As a consequence, up to the extraction of a subsequence, there exists $u \in H^1(\Omega)$ such that $u_n \rightharpoonup u$ weakly in $H^1(\Omega)$ and $u_n \to u$ strongly in $L^2(\Omega)$. From the above estimate we deduce that $\|\nabla u\| \leq \liminf_{n \to \infty} \|\nabla u_n\| = 0$, so that $u = C$ is a constant. On the one hand, we have $\left\| \sqrt{\frac{\alpha}{2 - \alpha}} u \right\|_{L^2(\partial \Omega)} = \lim_{n \to \infty} \left\| \sqrt{\frac{\alpha}{2 - \alpha}} u_n \right\|_{L^2(\partial \Omega)} = 0$ so that $C = 0$. On the other hand, we get $\|u\| = \lim_{n \to \infty} \|u_n\| = 1$, which implies that $C \neq 0$ and thus a contradiction.

We now state a result on the existence, uniqueness and regularity of solutions to (2.1).

**Theorem 2.2.** For any given $\xi \in L^2(\Omega)$, there exists a unique $u \in V_\alpha$ solution to the variational problem

$$a_\alpha(u, w) = (\xi, w), \quad \forall w \in V_\alpha.$$ 

(2.4)

Assuming furthermore that $(\xi) = 0$ when $\alpha \equiv 0$, there holds $u \in H^2(\Omega)$, $u$ verifies the elliptic equation (2.1) a.e. and

$$\|u\|_{H^2(\Omega)} \lesssim \|\xi\|.$$ 

(2.5)

We give a sketch of the proof of Theorem 2.2 which is very classical, except maybe the way we handle the $H^2$ regularity estimate. The proof will be taken up again in the next section where we deal with an elliptic system of equations associated to the symmetric gradient.

**Proof of Theorem 2.2.** We split the proof into 4 steps. The first one is dedicated to the application of Lax-Milgram theorem. The last three ones are devoted to the proof of the $H^2$ regularity estimate: in Step 2, we develop a formal argument which leads to a directional
regularity estimate supposing that the variational solution \( u \) is \textit{a priori} smooth; we then make it rigorous in Step 3 by not supposing any smoothness assumption on \( u \) and in Step 4, we end the proof of (2.5).

\textbf{Step 1.} We first observe that there exists \( \lambda > 0 \) such that

\[ a_\alpha(u, u) \geq \lambda \|u\|^2_{H^1(\Omega)}, \quad \forall u \in V_\alpha, \]

and thus \( a_\alpha \) is coercive. The above estimate is a direct consequence of the Poincaré-Wirtinger inequality (2.2) in the case when \( \alpha \equiv 0 \) and the variant of the classical Poincaré inequality given in (2.3) when \( \alpha \neq 0 \). Because \( \xi \in L^2(\Omega) \subset V'_\alpha \), we may use the Lax-Milgram theorem and we get the existence and uniqueness of \( u \in V_\alpha \) satisfying (2.4) as well as

\[ \|u\|_{H^1(\Omega)} \lesssim \|\xi\|. \tag{2.6} \]

For the remainder of the proof, we furthermore assume \( \langle \xi \rangle = 0 \) when \( \alpha \equiv 0 \). We claim that (2.4) can be improved into the following new formulation: there exists a unique \( u \in V_\alpha \) satisfying

\[ a_\alpha(u, w) = \langle \xi, w \rangle, \quad \forall w \in H^1(\Omega). \tag{2.7} \]

When \( \alpha \neq 0 \) formulation (2.7) is nothing but (2.4). In the case \( \alpha \equiv 0 \) so that \( V_\alpha \neq H^1(\Omega) \), we remark that for any \( w \in H^1(\Omega) \), we have \( w - \langle w \rangle \in V_0 \) and therefore

\[ a_\alpha(u, w) = a_\alpha(u, w - \langle w \rangle) = \int_\Omega \xi w \, dx - \int_\Omega \xi \langle w \rangle \, dx = \int_\Omega \xi w \, dx, \]

where we have used the formulation (2.4) and the condition \( \langle \xi \rangle = 0 \) so that \( \int_\Omega \xi \langle w \rangle \, dx = 0 \) in the second line.

\textbf{Step 2. \textit{A priori directional estimate.}} For any small enough open set \( \omega \subset \Omega \), we fix a vector field \( a \in C^2(\Omega) \) such that \( |a| = 1 \) on \( \omega \) and \( a \cdot n = 0 \) on \( \partial \Omega \), and we set \( X := a \cdot \nabla \) the associated differential operator. For a smooth function \( u \), we compute

\[ \|\nabla X u\|^2 = (\nabla u, X^* \nabla X u) + (\nabla, X]u, \nabla X u) = (\nabla u, X^* \nabla X u) + (\nabla u, [X^*, \nabla] X u) + ([\nabla, X]u, \nabla X u), \]

where we have used that

\[ (Xf, g) = (f, X^* g), \quad X^* g := -\text{div}(ag), \tag{2.8} \]

because \( a \cdot n = 0 \) on \( \partial \Omega \). On the other hand, we compute formally

\[ \int_{\partial \Omega} (X u)^2 \frac{\alpha}{2 - \alpha} \, d\sigma_x = \int_{\partial \Omega} \frac{\alpha}{2 - \alpha} u(X^* X u) \, d\sigma_x - \int_{\partial \Omega} \left( X \frac{\alpha}{2 - \alpha} \right) u(X u) \, d\sigma_x. \tag{2.9} \]

In the next step of the proof, we will work with a discrete version of the operator \( X \) which will allow us to make rigorous computations. Assuming furthermore now that \( u \in V_\alpha \) satisfies (2.7) and that \( X^* X u \in H^1(\Omega) \), we may use (2.7) with \( w := X^* X u \) and we deduce

\[ \|\nabla X u\|^2 + \int_{\partial \Omega} \frac{\alpha}{2 - \alpha} (X u)^2 \, d\sigma_x = \langle \xi, X^* X u \rangle + (\nabla u, [X^*, \nabla] X u) + ([\nabla, X] u, \nabla X u) - \int_{\partial \Omega} \left( X \frac{\alpha}{2 - \alpha} \right) u(X u) \, d\sigma_x. \]
We easily compute for $i = 1, \ldots, d$

\[ [\partial_i, X] = (\partial_i a) \cdot \nabla, \quad [X^*, \partial_i] = \partial_i (\text{div} a) + (\partial_i a) \cdot \nabla, \]

so that for some constant $C = C(\|a\|_{W^{2,\infty}(\Omega)})$ and any function $w \in H^1(\Omega)$, we have

\[ \|\nabla, X\|w \| \leq C\|\nabla w\|, \quad \|X^*, \nabla\|w \| \leq C\|u\|_{H^1(\Omega)}. \]

We then deduce that for some constant $C = C(\|a\|_{W^{2,\infty}(\Omega)}, \|\alpha\|_{W^{1,\infty}(\Omega)})$, we have

\[ \|\nabla X u\|^2 \leq \|\xi\| \|X^* X u\| + C\|\nabla u\| \|X u\|^2_{H^1(\Omega)} \]

\[ + C\|\nabla u\| \|\nabla X u\| + C\|\nabla u\|_{L^2(\partial\Omega)} \|X u\|_{L^2(\partial\Omega)}. \]

Recalling (2.6) and observing that $\|X^* w\| + \|X w\| + \|w\|_{L^2(\partial\Omega)} \lesssim \|u\|_{H^1(\Omega)}$, we obtain

\[ \|\nabla X u\|^2 \lesssim \|\xi\| \|\nabla X u\| + \|\xi\|^2, \]

and we conclude that

\[ \|\nabla X u\| \lesssim \|\xi\|. \tag{2.10} \]

**Step 3. Rigorous directional estimate.** When we do not deal with an a priori smooth solution, but just with a variational solution $u \in V_\alpha$ satisfying (2.7), we have to modify the argument in the following way. We define $\Phi_t : \tilde{\Omega} \to \tilde{\Omega}$ the flow associated to the differential equation

\[ \dot{y} = a(y), \quad y(0) = x, \tag{2.11} \]

so that $\Phi_t(x) := y(t), (t, x) \to \Phi_t(x)$ is $C^1$ and $\Phi_t$ is a diffeomorphism on both $\Omega$ and $\partial\Omega$ for any $t \in \mathbb{R}$. We next define

\[ X^h u(x) := \frac{1}{h}(u(\Phi_h(x)) - u(x)), \]

so that $X^h u \in H^1(\Omega)$ if $u \in V_\alpha$. Repeating the argument of Step 1, we get the identity

\[ \|\nabla X^h u\|^2 + \int_{\partial\Omega} \frac{\alpha}{2 - \alpha} (X^h u)^2 \, d\sigma_x = (\xi, X^{h^*} X^h u) + (\nabla u, [X^{h^*}, \nabla]X^h u) \]

\[ + ([\nabla, X^h]u, \nabla X^h u) - \int_{\partial\Omega} u(\Phi_h(x)) \left( (X^h u) \, X^h \left( \frac{\alpha}{2 - \alpha} \right) (x) \right) \, d\sigma_x, \tag{2.12} \]

where we denote

\[ X^{h^*} w(x) := \frac{1}{h} \left[ w(\Phi_{-h}(x)) |\det D\Phi_{-h}(x)| - w(x) \right]. \]

Notice here that we used a discrete version of the integration by parts leading to (2.9) and it only relies on a change of variable on $\partial\Omega$, which makes our computation fully rigorous. As in the second step of the proof, we are now going to bound each term of the right-hand-side of (2.12). First, notice that for $|h| \leq 1$, we have for some $|h_0| \leq 1$:

\[ X^h u(x) = \sum_j \partial_j u(\Phi_{h_0}(x)) a_j(\Phi_{h_0}(x)) \]

so that there exists $C = C(\|a\|_{W^{1,\infty}(\Omega)})$ such that for any $|h| \leq 1$, we have $\|X^h u\| \leq C\|\nabla u\|$. We can estimate $\|X^{h^*} w\|$ in a similar way using that

\[ X^{h^*} w(x) = \frac{1}{h} \left[ w(\Phi_{-h}(x)) - w(x) \right] |\det D\Phi_{-h}(x)| + \frac{1}{h} w(x) \left[ |\det D\Phi_{-h}(x)| - |\det D\Phi_0(x)| \right]. \]
Consequently, we deduce that there exists $C = C(\|a\|_{W^{2,\infty}(\Omega)})$ such that for $|h| \leq 1$,
\begin{equation}
\|X^{h}w\| + \|X^{h}w\| + \|w\|_{L^{2}(\partial\Omega)} \leq C\|w\|_{H^{1}(\Omega)}.
\end{equation}
(2.13)

For $i = 1, \ldots, d$, for $|h| \leq 1$, $x \in \bar{\Omega}$, writing $\Phi_{h}(x) = (\Phi_{h,1}(x), \ldots, \Phi_{h,d}(x))$, we compute
\begin{align*}
[\partial_{i}, X^{h}]w(x) &= \frac{1}{h} \sum_{j \neq i} \partial_{j}w(\Phi_{h}(x)) \partial_{i}\Phi_{h,j}(x) + \frac{1}{h} \partial_{i}w(\Phi_{h}(x)) (\partial_{i}\Phi_{h,i}(x) - 1) \\
&= \frac{1}{h} \sum_{j} \partial_{j}w(\Phi_{h}(x)) (\partial_{i}\Phi_{h,j}(x) - \partial_{i}\Phi_{0,j}(x))
\end{align*}
and similarly
\begin{align*}
[X^{h}, \partial_{i}]w(x) &= \frac{1}{h} \sum_{j} \partial_{j}w(\Phi_{-h}(x)) (\partial_{i}\Phi_{0,j}(x) - \partial_{i}\Phi_{-h,j}(x)) |\det D\Phi_{-h}(x)| \\
&- \frac{1}{h} w(\Phi_{-h}(x)) \partial_{i} |\det D\Phi_{-h}(x)|.
\end{align*}

As previously, we can easily bound $[\partial_{i}, X^{h}]w$ and the first term in $[X^{h*}, \partial_{i}]w$ by $C\|\nabla w\|$ with $C = C(\|a\|_{W^{1,\infty}(\Omega)})$ for any $|h| \leq 1$. The second term of $[X^{h*}, \partial_{i}]w$ can be bounded by $C\|w\|$ with $C = C(\|a\|_{W^{2,\infty}(\Omega)})$ for any $|h| \leq 1$ since for any $j$, we have $\partial_{j}\Phi_{0}(x) = 0$. This implies that there exists $C = C(\|a\|_{W^{2,\infty}(\Omega)})$ such that for $|h| \leq 1$ and any function $w$ in $H^{1}(\Omega)$, we have
\begin{align*}
\|[[\partial_{i}, X^{h}]w]\| \leq C\|\nabla w\|, \quad \|[X^{h*}, \partial_{i}]w]\| \leq C\|w\|_{H^{1}(\Omega)}.
\end{align*}

We deduce that for some $C = C(\|a\|_{W^{2,\infty}}, \|a\|_{W^{1,\infty}})$, we have for any $|h| \leq 1$:
\begin{align*}
\|\nabla X^{h}u\|^{2} &\leq \|\xi\|^{2} \|X^{h*}X^{h}u\| + C\|\nabla u\|\|X^{h}u\|_{H^{1}(\Omega)} \\
&+ C\|\nabla u\|\|\nabla X^{h}u\| + C\|u\|_{L^{2}(\partial\Omega)}\|X^{h}u\|_{L^{2}(\partial\Omega)}
\end{align*}
and then, using $\|X^{h}u\| \lesssim \|\nabla u\|$, (2.13) and (2.6),
\begin{align*}
\|\nabla X^{h}u\| \lesssim \|\xi\|.
\end{align*}

Passing to the limit $h \to 0$, we recover (2.10).

**Step 4. Proof of (2.5).** Consider a small enough open set $\omega \subset \Omega$, so that we may fix $a^{1}, \ldots, a^{d}$ a family of smooth vector fields such that it is an orthonormal basis of $\mathbb{R}^{d}$ at any point $x \in \omega$ and $a^{i}(x) = n(x)$ for any $x \in \partial\Omega \cap \partial\omega$. In order to see that it indeed holds true, we may argue as follows. If $\partial\Omega \cap \partial\omega = \emptyset$, we may take $a^{j} := e_{j}$ the canonical basis of $\mathbb{R}^{d}$. Otherwise, we fix $x_{0} \in \partial\Omega \cap \partial\omega$. Because $\nabla \delta(x_{0}) \neq 0$, we may fix first $i \in \{1, \ldots, d\}$ such that $\partial_{x_{i}}\delta(x_{0}) \neq 0$ and thus $\partial_{x_{i}}\delta(x) \neq 0$ for any $x \in \omega$, for $\omega$ small enough. We then define $b^{1} := \nabla \delta$, $b^{j} := e_{j-1}$ for any $j \in \{2, \ldots, i\}$ and $b^{j} := e_{j}$ for any $j \in \{i+1, \ldots, d\}$. Finally, we apply the Gram-Schmidt process to $(b^{1}(x), \ldots, b^{d}(x))$ to obtain $(a^{1}(x), \ldots, a^{d}(x))$. We set now $X_{i} := a^{i} \cdot \nabla$. From the third step, we have
\begin{equation}
\|\nabla X_{i}u\| \lesssim \|\xi\|, \quad \forall i = 2, \ldots, d.
\end{equation}
(2.14)

As a consequence of our previous construction, the matrix $A := (a^{1}, \ldots, a^{d})$ is orthonormal. We thus have $\delta_{k\ell} = a^{k} \cdot a^{\ell} = a_{k} \cdot a_{\ell}$, where we denoted by $a_{m}$ the $m$-th line vector of the matrix $A$. As a consequence, we have
\begin{equation}
\sum_{i} X_{i}^{T}X_{i}u = - \sum_{i,k,\ell} \partial_{k}(a_{i}^{k}a_{i}^{\ell}\partial_{\ell}u) = - \sum_{k,\ell} \partial_{k}(a_{k} \cdot a_{\ell}\partial_{\ell}u) = -\Delta u,
\end{equation}
(2.15)
from what we deduce
\[ X_1^*X_1 u = \xi - \sum_{i \neq 1} X_i^*X_i u. \]

Because of (2.14), the above identity and \([X_1^*, X_1]u = (a^1 \cdot \nabla \text{div}(a^1))u\), we get
\[
\|X_1^* u\|^2 = \langle X_1^*X_1 u, X_1^*X_1 u \rangle + \langle X_1 u, [X_1^*, X_1]X_1 u \rangle \\
\leq \|\xi\|^2 + \sum_{i \neq 1} \left( \|\nabla X_i u\| \|\xi\| + \|\nabla X_i u\|^2 \right) + \|u\|_{H^1(\Omega)}^2 \leq \|\xi\|^2.
\]

Together with (2.14) again, we have then established
\[
\|X_i X_j u\| \lesssim \|\xi\|, \quad \forall i, j = 1, \ldots, d.
\] (2.16)

Recalling that \(A = (a^1, \ldots, a^d)\), we have \(\partial_i = (AX)^i\). As a consequence, we may write
\[
\partial_i \partial_j u = \sum_{m, \ell} A_{im} X_m A_{j \ell} X_{\ell} u \\
= \sum_{m, \ell} \left( A_{im} A_{j \ell} X_m X_{\ell} u + A_{im} [X_m, A_{j \ell}] X_{\ell} u \right),
\]

where the last operator is of order 1. Together with the starting point estimate (2.6) and (2.16), we conclude that
\[
\|\partial_i \partial_j u\| \lesssim \|\xi\|, \quad \forall i, j = 1, \ldots, d,
\]
which ends the proof of (2.5). We can now conclude the proof of Theorem 2.2. Indeed, because \(u \in H^2(\Omega)\), we may compute from (2.4) and the Stokes formula:
\[
\int_{\partial \Omega} \left\{ \frac{\partial u}{\partial n} + \frac{\alpha u}{2 - \alpha} \right\} w \, ds_x = \int_{\Omega} \Delta u \, w \, dx + \int_{\Omega} \nabla u \cdot \nabla w \, dx + \int_{\partial \Omega} \frac{\alpha}{2 - \alpha} u w \, ds_x \\
= \int_{\Omega} (\Delta u + \xi) w \, dx,
\]
for any \(w \in V_\alpha\). Considering first \(w \in C^1_c(\Omega)\) and next \(w \in C^1(\bar{\Omega})\), we get that \(u\) satisfies both equations in (2.1). \(\square\)

### 2.2 Korn inequalities and the associated elliptic equation

For a vector field \(M = (m_i)_{1 \leq i \leq d} : \Omega \to \mathbb{R}^d\), we define its symmetric gradient through
\[
\nabla_s M := \frac{1}{2} (\partial_j m_i + \partial_i m_j)_{1 \leq i, j \leq d},
\]
as well as its skew-symmetric gradient by
\[
\nabla_a M := \frac{1}{2} (\partial_j m_i - \partial_i m_j)_{1 \leq i, j \leq d}.
\]

Through this section, in order to lighten the notations, we will write \(\nabla^s\) for \(\nabla_s\), and \(\nabla^a\) for \(\nabla_a\). We consider the system of equations
\[
\begin{cases}
- \text{div}(\nabla^a U) = \Xi & \text{in } \Omega, \\
U \cdot n = 0 & \text{on } \partial \Omega,
\end{cases}
\]
(2.17)
\[
(2 - \alpha) [\nabla^s U n - (\nabla^s U : n \otimes n)n] + \alpha U = 0 & \text{on } \partial \Omega,
\]
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for a vector-field source term $\Xi : \Omega \to \mathbb{R}^d$. Because
\[
\text{div}(\nabla^s U) = \Delta U + \nabla \text{div} U,
\]
we see that (2.17) is nothing but a Lamé-type system with a kind of homogeneous Robin (or mixed) boundary condition.

We define the Hilbert spaces
\[
V_1 := \left\{ W : \Omega \to \mathbb{R}^d \mid W \in H^1(\Omega), \, W \cdot n(x) = 0 \text{ on } \partial\Omega \right\}
\]
and
\[
V_0 := \left\{ W : \Omega \to \mathbb{R}^d \mid W \in H^1(\Omega), \, W \cdot n(x) = 0 \text{ on } \partial\Omega, \, P_\Omega (\nabla^s W) = 0 \right\},
\]
where $P_\Omega$ denotes the orthogonal projection onto the set $A_\Omega = \{ A \in M_3^a(\mathbb{R}) : Ax \in R_\Omega \}$ of all skew-symmetric matrices giving rise to a centered infinitesimal rigid displacement field preserving $\Omega$ (see (1.16) for the definition of $R_\Omega$). Both spaces are endowed with the $H^1(\Omega)$ norm. We then denote
\[
V_\alpha := \begin{cases} V_1 & \text{if } \alpha \not\equiv 0 \\ V_0 & \text{if } \alpha \equiv 0 \end{cases}
\]
We also define on $V_\alpha$ the bilinear form
\[
A_\alpha(U, W) := \int_\Omega \nabla^s U : \nabla^s W \, dx + \int_{\partial\Omega} \frac{\alpha(x)}{2 - \alpha(x)} U \cdot W \, d\sigma_x,
\]
where $M : N := \sum_{ij} m_{ij} n_{ij}$ for two matrices $M = (m_{ij}), \, N = (n_{ij})$.

The coercivity of the bilinear form $A_\alpha$ is related to Korn-type inequalities that we present below. We start stating a first classical version of Korn’s inequality:

**Lemma 2.3.** For any vector-field $U \in H^1(\Omega)$, we have
\[
\inf_{R \in R} \| \nabla (U - R) \|^2 \lesssim \| \nabla^s U \|^2,
\]
where we recall that $R$ is the space of all infinitesimal rigid displacement fields defined in (1.15), or equivalently, we have
\[
\| \nabla U \|^2 \lesssim \| \nabla^s U \|^2 + |\langle \nabla^a U \rangle|^2.
\]

For the statement of (2.18) and its proof, we refer to [33, Eq. (1)] where Friedrichs [44, Eq. (13), Second case] and Duvaut-Lions [42, Eq. (3.49)] are quoted, as well as [27, Theorem 2.2] and the references therein.

In the following lemma, we prove an estimate on $|\langle \nabla^a U \rangle|$ in the case $\alpha \not\equiv 0$.

**Lemma 2.4.** Supposing $\alpha \not\equiv 0$, we have
\[
|\langle \nabla^a U \rangle|^2 \lesssim \| \nabla^s U \|^2 + \left\| \frac{\alpha}{\sqrt{2 - \alpha}} U \right\|_{L^2(\partial\Omega)}^2,
\]
for any vector-field $U \in H^1(\Omega)$.
Proof of Lemma 2.4. In order to establish (2.20), we argue by contradiction. We assume thus that (2.20) is not true, so that there exists a sequence \((U_n)_{n\in\mathbb{N}}\) in \(H^1(\Omega)\) satisfying
\[
1 = |\langle \nabla^a U_n \rangle|^2 \geq n \left( \| \nabla^s U_n \|^2 + \left\| \sqrt{\frac{\alpha}{2-\alpha}} U_n \right\|_{L^2(\partial\Omega)}^2 \right).
\]
Together with (2.19) and (2.3) applied to each component of \(U_n\), we obtain that \((U_n)_{n\in\mathbb{N}}\) is bounded in \(H^1(\Omega)\). As a consequence, up to the extraction of a subsequence, there exists \(U \in H^1(\Omega)\) such that \(U_n \rightharpoonup U\) weakly in \(H^1(\Omega)\) and \(U_n \rightarrow U\) strongly in \(L^2(\Omega)\). Passing to the limit in the above estimates satisfied by \((U_n)_{n\in\mathbb{N}}\), we get \(|\langle \nabla^a U \rangle|^2 = 1\), \(\| \sqrt{\alpha/(2-\alpha)} U \|^2_{L^2(\partial\Omega)} = 0\) and \(\| \nabla^s U \| = 0\). From \(\nabla^s U = 0\), we first deduce that there exist an antisymmetric matrix \(A\) and a constant vector \(b \in \mathbb{R}^d\) such that \(U(x) = Ax + b\) on \(\Omega\), and, thanks to the estimate \(\| \sqrt{\alpha/(2-\alpha)} U \|^2_{L^2(\partial\Omega)} = 0\), we deduce that
\[
Ax + b = 0 \quad \text{on} \quad \Gamma := \{ x \in \partial\Omega, \alpha(x) > 0 \},
\]
which has positive measure \(|\Gamma| > 0\) using that \(\alpha\) is a Lipschitz function. We fix \(\bar{x}\) an interior point of \(\Gamma\). As in the fourth step of the proof of Theorem 2.2, we consider a family of smooth vector fields \(a^1, \ldots, a^d\) such that it is an orthonormal basis of \(\mathbb{R}^d\) and such that for any \(x \in \partial\Omega\), \(a^i(x) = n(x)\). We then introduce the flow \((\Phi^i_t)_{t \geq 0}\) associated to \(a^i\) for \(i = 2, \ldots, d\). For \(t\) small enough, \(\Phi^i_t(\bar{x})\) is still in the interior of \(\Gamma\) so that
\[
Aa^i(\bar{x}) = \frac{d}{dt}(A\Phi^i_t(\bar{x}) + b) = 0.
\]
Therefore, for any \(i \geq 2\), one has, using that \(A\bar{x} + b = 0\) so that \(b = -A\bar{x}\)
\[
a^i(\bar{x}) \cdot U(x) = a^i(\bar{x}) \cdot (Ax + b) = -Aa^i(\bar{x}) \cdot x + Aa^i(\bar{x}) \cdot \bar{x} = 0,
\]
for any \(x \in \Omega\), or, in other words, \(U(x) \in \mathbb{R} \bar{n}\) for any \(x \in \Omega\), with \(\bar{n} := n(\bar{x})\). We may thus write \(U(x) = \phi(x) \bar{n}\), with \(\phi : \Omega \rightarrow \mathbb{R}\) an affine function, so that \(\phi(x) = k \cdot x + k_0\), \(k \in \mathbb{R}^d\), \(k_0 \in \mathbb{R}\). There exists next at least one index \(i_0 \in \{1, \ldots, d\}\) such that \(\bar{n}_{i_0} \neq 0\) because \(|\bar{n}| = 1\). Using again the fact that \(\nabla^s U = 0\) on \(\Omega\) and observing that \((\nabla U)_{ij} = k_i \bar{n}_j\), we deduce first \(k_{i_0} = 0\) because \(k_{i_0} \bar{n}_{i_0} = (\nabla^s U)_{i_0i_0} = 0\) and next \(k_i = 0\) for any \(i \neq i_0\) because \(k_i \bar{n}_i = 2(\nabla^s U)_{i_0i} = 0\). We have thus established that \(U = n_0 := k_0 \bar{n}\) on \(\Omega\), for some constant \(n_0 \in \mathbb{R}^d\). We may alternatively prove that \(\nabla U = 0\) and \(U\) is constant again by using just the claim \([33, \text{Eq. (3)}]\). Anyway, both arguments lead to the fact that \(U = 0\) because of the boundary condition on \(\Gamma\) which is in contradiction with \(|\langle \nabla^a U \rangle|^2 = 1\). That ends the proof of (2.20). \(\square\)

Gathering (2.19) and (2.20), we then have established the (probably classical) following Korn-type inequality:

**Lemma 2.5.** Assuming \(\alpha \neq 0\). For any vector-field \(U \in H^1(\Omega)\), there holds
\[
\| \nabla U \|^2 \lesssim \| \nabla^s U \|^2 + \left\| \sqrt{\frac{\alpha}{2-\alpha}} U \right\|_{L^2(\partial\Omega)}^2.
\]  
\text{(2.21)}

For later reference, we also mention that a similar argument (and even a bit simpler, see also [33, Eq. (2)]) and [27, Theorem 2.1]) leads to the following variant of Korn’s inequality:

**Lemma 2.6.** For any vector-field \(U \in H^1(\Omega)\), there holds
\[
\| \nabla U \|^2 \lesssim \| \nabla^s U \|^2 + \| U \|^2.
\]  
\text{(2.22)}
It is worth emphasizing that we also have the following Poincaré inequality:

**Lemma 2.7.** For any \( U \in H^1(\Omega) \) such that \( U(x) \cdot n(x) = 0 \) on \( \partial \Omega \), there holds
\[
\|U\|^2 \lesssim \|\nabla U\|^2.
\] (2.23)

**Proof of Lemma 2.7.** As before, we may argue by contradiction, assuming that (2.23) is not true, so that there exists a sequence \((U_n)_{n \in \mathbb{N}}\) in \( H^1(\Omega) \) satisfying
\[
U_n \cdot n(x) = 0 \quad \text{on} \quad \partial \Omega
\]
and such that
\[
1 = \|U_n\|^2 \gtrsim n \|\nabla U_n\|^2.
\]
We immediately deduce that there exists \( U \in H^1(\Omega) \) such that \( \nabla U = 0 \), \( \|U\|^2 = 1 \) and \( U \cdot n(x) = 0 \) which gives our contradiction. \( \square \)

Gathering (2.21) and (2.23), we may state a last version of our first Korn inequality:

**Proposition 2.8.** Suppose that \( \alpha \neq 0 \). For any \( U \in H^1(\Omega) \) such that \( U(x) \cdot n(x) = 0 \) on \( \partial \Omega \), there holds
\[
\|U\|^2_{H^1(\Omega)} \lesssim \|\nabla^a U\|^2 + \left\| \sqrt{\frac{\alpha}{2 - \alpha}} U \right\|^2_{L^2(\partial \Omega)}.
\] (2.24)

On the other hand, a less classical Korn’s inequality has been established by Desvillettes and Villani [33]:

**Lemma 2.9.** For any vector-field \( U \in H^1(\Omega) \) verifying \( U \cdot n(x) = 0 \) on \( \partial \Omega \), one has
\[
\inf_{R \in \mathcal{R}_\Omega} \|\nabla(U - R)\|^2 \lesssim \|\nabla^a U\|^2,
\] (2.25)
where we remind that \( \mathcal{R}_\Omega \) stands for the space of centered infinitesimal rigid displacement fields defined in (1.16), or equivalently one has
\[
\|\nabla U\|^2 \lesssim \|\nabla^a U\|^2 + |P_{\Omega}(\nabla^a U)|^2,
\] (2.26)
where we recall that \( P_{\Omega} \) stands for the orthogonal projection onto the space \( A_{\Omega} \) as defined before.

In the case when \( \mathcal{R}_\Omega = \{0\} \), that is when \( \Omega \) has no axi-symmetry, (2.25) is nothing but the inequality stated in [33, Theorem 3] and for which a detailed constructive proof is provided therein. The proof of (2.25) in the three dimensional case is also alluded in [33, Section 5]. We do not explain how the analysis developed in [33] makes possible to get a constructive proof of (2.25) in the general case (whatever is the dimension \( d \)), but rather briefly explain how (2.26) may be established thanks to a compactness argument.

**Proof of (2.26).** We first claim that for any vector-field \( U \in H^1(\Omega) \) such that \( U \cdot n(x) = 0 \) on \( \partial \Omega \), one has
\[
\|U\|^2 \lesssim \|\nabla^a U\|^2 + |P_{\Omega}(\nabla^a U)|^2.
\] (2.27)
Assume indeed by contradiction that (2.27) is not true, so that there exists a sequence \((U_n)_{n \in \mathbb{N}}\) satisfying \( U_n \cdot n(x) = 0 \) on \( \partial \Omega \) such that
\[
1 = \|U_n\|^2 \gtrsim n \left( \|\nabla^a U_n\|^2 + |P_{\Omega}(\nabla^a U_n)|^2 \right).
\]
Together with the Korn inequality (2.22), we deduce that there exists \( U \in H^1(\Omega) \) satisfying \( U \cdot n(x) = 0 \) on \( \partial \Omega \) such that (up to the extraction of a subsequence) \( U_n \rightharpoonup U \) weakly in \( H^1(\Omega) \) and \( U_n \rightarrow U \) strongly in \( L^2(\Omega) \). Passing to the limit in the estimates satisfied
by \((U_n)_{n \in \mathbb{N}}\), we first get \(\nabla^s U = 0\) which implies that \(U = Ax + b \in \mathcal{R}\). Moreover we obtain \(U \cdot n(x) = (Ax + b) \cdot n(x) = 0\) on \(\partial \Omega\) and thus, thanks to the remark after (1.16) using the assumption (1.14), we obtain that \(b = 0\) and hence \(A \in \mathcal{A}_\Omega\) or equivalently \(Ax \in \mathcal{R}_\Omega\). Finally, we also have \(P_\Omega (\nabla^a U) = P_\Omega A = 0\) which implies \(A \in \mathcal{A}_\Omega^2\) and thus \(A = 0\). We therefore obtain \(U = 0\) which is in contradiction with the fact that \(\|U\|^2 = 1\). That ends the proof of (2.27). The proof of (2.26) follows by gathering (2.22) and (2.27).

Gathering (2.26) with (2.27), we finally obtain the following Korn-type inequality:

**Proposition 2.10.** For any vector-field \(U \in H^1(\Omega)\) such that \(U \cdot n(x) = 0\) on \(\partial \Omega\), there holds

\[
\|U\|_{H^1(\Omega)}^2 \lesssim \|\nabla^s U\|^2 + |P_\Omega (\nabla^a U)|^2. \tag{2.28}
\]

We can now state our result concerning the existence, uniqueness and regularity of solutions to the elliptic system (2.17).

**Theorem 2.11.** For any given \(\Xi \in L^2(\Omega)\), there exists a unique solution \(U \in V_\alpha\) to the variational problem associated to (2.17), namely

\[
A_\alpha(U, W) = (\Xi, W) \quad \forall W \in V_\alpha. \tag{2.29}
\]

If furthermore \(\Xi\) satisfies the condition \((\Xi, Ax) = 0\) for any \(Ax \in \mathcal{R}_\Omega\) when \(\alpha \equiv 0\), then the variational solution \(U\) to (2.17) satisfies \(U \in H^2(\Omega)\) with

\[
\|U\|_{H^2(\Omega)} \lesssim \|\Xi\|,
\]

and moreover \(U\) verifies (2.17) a.e.

The proof of Theorem 2.11 follows the same steps as the proof of Theorem 2.2. We briefly present it below.

**Proof of Theorem 2.11.** We split the proof into four steps, the three last ones being devoted to the proof of the \(H^2\) regularity estimate.

**Step 1.** Thanks to the above Korn-type inequalities, more precisely (2.24) for the case \(\alpha \neq 0\) and (2.28) for the case \(\alpha \equiv 0\), we deduce that the bilinear form \(A_\alpha\) is coercive in \(V_\alpha\), that is, there is a constant \(\lambda > 0\) such that

\[
\forall U \in V_\alpha, \quad \lambda \left(\|U\|^2 + \|\nabla U\|^2\right) \leq A_\alpha(U, U).
\]

One can therefore apply Lax-Milgram theorem which gives us the existence and uniqueness of \(U \in V_\alpha\) satisfying (2.29).

For the remainder of the proof, we additionally assume that \((\Xi, Ax) = 0\) for any \(Ax \in \mathcal{R}_\Omega\) when \(\alpha \equiv 0\). We then claim that (2.29) can be improved into the following new variational formulation: there exists a unique \(U \in V_\alpha\) verifying

\[
A_\alpha(U, W) = (\Xi, W), \quad \forall W \in V_1. \tag{2.30}
\]

In the case \(\alpha \neq 0\) or \(\alpha \equiv 0\) with a non axi-symmetric domain \(\Omega\), that is \(\mathcal{R}_\Omega = \{0\}\), equation (2.30) is nothing but (2.29) since in these cases \(V_\alpha = V_1\). When \(\alpha \equiv 0\) and \(\Omega\) has rotational symmetry, that is \(\mathcal{R}_\Omega \neq \{0\}\), for any \(W \in V_1\) we have \(W - P_\Omega (\nabla^a W) x \in V_0\) and therefore

\[
A_\alpha(U, W) = A_\alpha(U, W - P_\Omega (\nabla^a W) x)
\]

\[
= \int_\Omega \Xi \cdot W \, dx - \int_\Omega \Xi \cdot (P_\Omega (\nabla^a W) x) \, dx
\]

\[
= \int_\Omega \Xi \cdot W \, dx.
\]
where we have used that $\nabla^s(P_\Omega \nabla^a W) x = 0$ in the first line, formulation (2.29) in the second line, and the condition $(\Xi, Ax) = 0$ for any $Ax \in \mathcal{R}_\Omega$ in the third line, since $P_\Omega \nabla^a W x \in \mathcal{R}_\Omega$ by definition.

Step 2. For any small enough open set $\omega \subset \Omega$, we fix a vector field $a \in C^2(\Omega)$ such that $|a| = 1$ on $\omega$ and $a \cdot n = 0$ on $\partial \Omega$, and we set $X := a \cdot \nabla$ the associated differential operator. For a smooth solution $U$ to (2.30), we compute

$$
\|\nabla^s X U\|^2 = (\nabla^s U, X^* \nabla^s X U) + (\nabla^s X^* U, \nabla^s X U)
= (\nabla^s U, \nabla^s X^* X U) + (\nabla^s U, [X^*, \nabla^s] X U) + (\nabla^s X^* U, \nabla^s X U)
$$

where we have used (2.8). On the other hand, we have the following formal equality

$$
\int_{\partial \Omega} (X U) \cdot (X U) \frac{\alpha}{2 - \alpha} \, d\sigma_x = \int_{\partial \Omega} \frac{\alpha}{2 - \alpha} U \cdot (X^* X U) \, d\sigma_x - \int_{\partial \Omega} \left( X \frac{\alpha}{2 - \alpha} U \cdot (X U) \right) \, d\sigma_x.
$$

We define

$$(AW)_{ij} := \frac{1}{2} ([\partial_i, X] W_j + [\partial_j, X] W_i)$$

$$(BW)_{ij} := \frac{1}{2} ([X^*, \partial_i] W_j + [X^*, \partial_j] W_i).$$

Supposing the additional regularity assumption $X^* X U \in \mathcal{V}_1$, using $(\nabla^s)^* \nabla^s = -\text{div}(\nabla^s \cdot)$ and making the choice $W := X^* X U$ in the variational equation (2.29), we obtain

$$
\|\nabla^s X U\|^2 + \int_{\partial \Omega} (X U) \cdot (X U) \frac{\alpha}{2 - \alpha} \, d\sigma_x
= (\Xi, X^* X U) + (\nabla^s U, BX U) + (AU, \nabla^s X U) - \int_{\partial \Omega} \left( X \frac{\alpha}{2 - \alpha} U \cdot (X U) \right) \, d\sigma_x.
$$

From the Korn inequalities (2.21) (when $\alpha \neq 0$) and (2.22) (when $\alpha \equiv 0$), we first deduce

$$
\|\nabla X U\|^2 \lesssim \|\Xi\|\|X^* X U\| + \|\nabla U\|\|BX U\| + \|AU\|\|\nabla X U\|
+ \|U\|_{L^2(\partial \Omega)} \|X U\|_{L^2(\partial \Omega)} + \|X U\|^2.
$$

Then, since

$$
[\partial_i, X] = (\partial_i a) \cdot \nabla, \quad [X^*, \partial_i] = \partial_i (\text{div} a) + (\partial_i a) \cdot \nabla,
$$

we deduce that

$$
\|AW\| + \|BW\| \lesssim \|W\|_{H^1(\Omega)}, \quad \forall W \in \mathcal{V}_1.
$$

We also have the elementary estimates

$$
\|X^* W\| + \|X W\| \lesssim \|W\|_{H^1(\Omega)}, \quad \forall W \in \mathcal{V}_1.
$$

Thanks to the already established estimate $\|U\|_{H^1(\Omega)} \lesssim \|\Xi\|$, we are then able to deduce that

$$
\|\nabla X U\|^2 \lesssim \|\Xi\|\|\nabla X U\| + \|\Xi\|^2,
$$

and finally

$$
\|\nabla X U\| \lesssim \|\Xi\|. \quad (2.31)
$$
Note that as in the proof of Theorem 2.2, the multiplicative constants involved in our estimates depend on \( \|a\|_{W^{2,\infty}(\Omega)} \) and \( \|a\|_{W^{1,\infty}(\Omega)} \).

**Step 3.** When we do not deal with an a priori smooth solution, but just with a solution \( U \in \mathcal{V}_\alpha \) to (2.30), we modify the argument in the following way.

We consider a small enough open set \( \Omega \), so that we may fix \( a^1, \ldots, a^d \) a family of smooth vector fields such that \((a^1, \ldots, a^d)\) is an orthonormal basis of \( \mathbb{R}^d \) at any point \( x \in \Omega \) and \( a^i(x) = n(x) \) for any \( x \in \partial \Omega \cap \partial \omega \). The construction of such a family is given in the Step 4 of the proof of Theorem 2.2. We set \( A = (a^1, \ldots, a^d) \). Let \( k \in \{2, \ldots, d\} \). Then \( a = a^k \) is as in Step 2 and we define \( \Phi \), the associated flow introduced in (2.11).

We define \( J^h(x) := A(\Phi_h(x))A(x)^{-1} \), so that in particular \( J^h(x)n(x) = n(\Phi_h(x)) \) for any \( h \). We next define

\[
X^hU(x) := \frac{1}{h} \left( T^h(x)U(\Phi_h(x)) - U(x) \right),
\]

so that \( X^hU \in \mathcal{V}_1 \) if \( U \in \mathcal{V}_\alpha \). Repeating the argument of Step 2, we get

\[
\|\nabla^s X^hU\|^2 = (\nabla^sU, \nabla^s X^hU) + (\nabla^sU, B^h X^hU) + (A^hU, \nabla^s X^hU),
\]

where we denote

\[
X^hM(x) := \frac{1}{h} [\det D\Phi_{-h}(x)] J^h(\Phi_{-h}(x)) M(\Phi_{-h}(x)) - M(x)
\]

\[
(A^hW)_{ij} := \frac{1}{2} ([\partial_i, X^h]W_j + [\partial_j, X^h]W_i)
\]

\[
(B^hW)_{ij} := \frac{1}{2} ([X^h, \partial_i]W_j + [X^h, \partial_j]W_i).
\]

On the other hand, we have

\[
\int_{\partial \Omega} \frac{\alpha}{2 - \alpha}(x)U(x) \cdot X^hX^hU(x) d\sigma_x
\]

\[
= \int_{\partial \Omega} \frac{\alpha}{2 - \alpha}(\Phi_h(x))(X^hU)(x) \cdot (X^hU)(x) d\sigma_x + \int_{\partial \Omega} U(x) \cdot X^hU(x) Y^h \left( \frac{\alpha}{2 - \alpha} \right)(x) d\sigma_x,
\]

where

\[
Y^hM(x) := \frac{1}{h} \left( M(\Phi_h(x)) - M(x) \right).
\]

We also have that if \( U \in \mathcal{V}_\alpha \) then \( X^hX^hU \in \mathcal{V}_1 \) too. Indeed, we compute

\[
X^hX^hU(x) = \frac{1}{h^2} [\det D\Phi_{-h}(x)] J^h(\Phi_{-h}(x)) \left( (T^hJ^h(\Phi_{-h}(x))) U(x) - U(\Phi_{-h}(x)) \right)
\]

\[
- \frac{1}{h^2} \left( T^hJ^h(x)U(\Phi_h(x)) - U(x) \right) =: T_1(x) + T_2(x),
\]

the last equality standing for a definition of \( T_1 \) and \( T_2 \). As already noticed, if \( U \in \mathcal{V}_\alpha \), then \( X^hU(x) \cdot n(x) = 0 \) so that \( T_2(x) \cdot n(x) = 0 \). Concerning \( T_1 \), we first have

\[
J^h(\Phi_{-h}(x)) \left( (T^hJ^h(\Phi_{-h}(x))) U(x) \cdot n(x) = U(x) \cdot n(x) = 0.
\]

Then, we remark that \( J^h(\Phi_{-h}(x)) = T^hJ^{-h}(x) \), so that

\[
J^h(\Phi_{-h}(x))U(\Phi_{-h}(x)) \cdot n(x) = U(\Phi_{-h}(x)) \cdot J^{-h}(x)n(x) = U(\Phi_{-h}(x)) \cdot n(\Phi_{-h}(x)) = 0.
\]
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Using this and the fact that $U$ is a solution of $(2.30)$, we deduce that
\[
\|\nabla^s X^h U\|^2 + \int_{\partial\Omega} \frac{\alpha}{2 - \alpha} (\Phi_h(x))(X^h U)(x) \cdot (X^h U)(x) d\sigma_x \\
= \langle \Xi, X^h \cdot X^h U \rangle + \langle \nabla X^h U, B^h X^h U \rangle + \langle A^h U, \nabla X^h U \rangle - \int_{\partial\Omega} U \cdot (X^h U) \left( Y^h \frac{\alpha}{2 - \alpha} \right) d\sigma_x.
\]
Similarly as in the proof of Theorem 2.2, one can prove the following elementary estimate
\[
\|X^h W\| + \|X^h W\| + \|A^h W\| + \|B^h W\| \lesssim \|W\|_{H^1(\Omega)}, \quad \forall \ W \in \mathcal{V}_1.
\]
Using these bounds combined with the already established estimate $\|U\|_{H^1(\Omega)} \lesssim \|\Xi\|$ and the Korn inequality, we deduce, as in the Poisson case, that
\[
\|\nabla X^h U\| \lesssim \|\Xi\|, \quad \forall |h| \leq 1.
\]
Passing to the limit $h \to 0$, we then get
\[
\|\nabla X^0 U\| \lesssim \|\Xi\|
\]
with $X^0 U_j = a \cdot \nabla U_j + A (a \cdot \nabla A^{-1}) U_j$ for $j = 1, \ldots, d$. Note that as in the Poisson case, the multiplicative constants are uniform in $|h| \leq 1$ and depend on $\|a\|_{W^{2,\infty}}$ and $\|a\|_{W^{1,\infty}}$.

We then recover $(2.31)$ by observing that we have $\|A (a \cdot \nabla A^{-1}) U\|_{H^1} \lesssim \|\Xi\|$.

**Step 4.** We set now $X_i := a^i \cdot \nabla$. From the second step, we have
\[
\|\nabla X_i U\| \lesssim \|\Xi\|, \quad \forall i = 2, \ldots, d. \tag{2.32}
\]
We first notice that
\[
\partial_j = \sum_i a_j^i X_i = -\sum_i X_i^* (a_j^i).
\]
Combining this with $(2.15)$, we deduce that
\[
\Xi_j = -\Delta U_j - \partial_j (\text{div} \ U) = \sum_i X^*_i X_i U_j + \sum_{i,\ell,m} X^*_i (a_j^i a_{\ell}^m X_m U_\ell)
\]
\[
= X^*_i X_i U_j + \sum_{\ell} X^*_i (a_j^i a_{\ell}^m X_\ell U_j) + \sum_{i \neq 1} X^*_i X_i U_j + \sum_{(i,m) \neq (1,1)} \sum_\ell X^*_i (a_j^i a_{\ell}^m X_m U_\ell).
\]
We notice that $X^*_1 (f g) = (X^*_i f) g - f (X^*_i g)$. Using then $(2.32)$ combined with the fact that for $i = 1, \ldots, d$, we have $a^i \in W^{2,\infty}(\Omega)$, we deduce
\[
X^*_1 X_1 U_j + \sum_\ell a_j^i a_{\ell}^m X^*_i X_\ell U_j = R_j(U, \Xi) \quad \text{with} \quad \|R_j(U, \Xi)\| \lesssim \|\Xi\|. \tag{2.33}
\]
Multiplying the equality in $(2.33)$ by $a_j^1$ and then summing it over $j$, we get
\[
2 \sum_\ell a_{\ell}^1 X^*_1 X_\ell U_j = \sum_j a_j^1 R_j(U, \Xi),
\]
and thus
\[
\|a^1 \cdot X^*_i X_i U\| \lesssim \|\Xi\|. \tag{2.34}
\]
Coming back to $(2.33)$ and using once more that $\delta_{j\ell} = a_j \cdot a_\ell$, so that
\[
X^*_1 X_1 U_j = \sum_{\ell, m} a_j^m a_{\ell}^m X^*_i X_\ell U_\ell, \tag{2.35}
\]
we obtain that
\[ \sum_{m \neq 1, \ell} a^m_j a^m_\ell X^*_1 X^*_\ell U^\ell = R_j(U, \Xi) - 2 \sum_{\ell} a^1_j X^*_1 X^*_\ell U^\ell. \]
Together with (2.34) and the fact that \( \| R_j(U, \Xi) \| \lesssim \| \Xi \| \), it yields
\[ \left\| \sum_{\ell, m \neq 1} a^m_j a^m_\ell X^*_1 X^*_\ell U^\ell \right\| \lesssim \| \Xi \|. \quad (2.36) \]
Finally, using again (2.35), (2.34) and (2.36) imply
\[ \| X^*_1 X^*_j U^j \| \lesssim \| \Xi \|. \]

We can then conclude the proof of Theorem 2.11 as in the one of Theorem 2.2.

3 Proof of Theorem 1.1
Consider the operator \( \mathcal{L} \) defined in (1.1). For any \( f \in \mathcal{H} \) we decompose \( f = \pi f + f^\perp \)
with the macroscopic part \( \pi f \) given by
\[ \pi f(x, v) = \rho(x)\mu(v) + m(x) \cdot v\mu(v) + \theta(x) \frac{|v|^2 - d}{\sqrt{2d}} \mu(v), \]
where the mass, momentum and energy are defined respectively by
\[ \rho(x) = \int_{\mathbb{R}^d} f(x, v) dv, \quad m(x) = \int_{\mathbb{R}^d} vf(x, v) dv \quad \text{and} \quad \theta(x) = \int_{\mathbb{R}^d} \frac{|v|^2 - d}{\sqrt{2d}} f(x, v) dv. \]
Remark that
\[ \| f \|_{\mathcal{H}}^2 = \| f^\perp \|_{\mathcal{H}}^2 + \| \pi f \|_{\mathcal{H}}^2 \]
and
\[ \| \pi f \|_{\mathcal{H}}^2 = \| \rho \|_{L^2(\mathcal{H})}^2 + \| m \|_{L^2(\mathcal{H})}^2 + \| \theta \|_{L^2(\mathcal{H})}^2. \]

The focus of the remainder of this section will be the proof of Theorem 1.1 (note that Theorem 1.2 is a direct consequence of Theorem 1.1). As explained in Subsection 1.3, in Theorem 1.1, the construction of the scalar product \( \langle \cdot, \cdot \rangle \) on the space \( \mathcal{H} \) begins with the usual scalar product, which gives us a control of the microscopic part \( f^\perp \), and after that, step by step, new terms are added to it in order to control all components of the macroscopic part \( \pi f \). The construction of each of those terms is performed from Section 3.1 through Section 3.5, and then in Section 3.6 we shall complete the proof of Theorem 1.1.

We consider hereafter \( f \) satisfying the conditions of Theorem 1.1, namely \( f \in \text{Dom}(\mathcal{L}) \) satisfying the boundary condition (1.2), so that in particular (1.9) holds, which translates into
\[ m(x) \cdot n(x) = 0 \quad \text{for} \quad x \in \partial\Omega, \quad (3.1) \]
We apply the change of variables $v \mapsto R_x v$, so that $\Sigma_- \text{ transforms into } \Sigma_+$, which yields

$$
\langle v \cdot \nabla_x f, f \rangle_{\mathcal{H}} = \frac{1}{2} \int_{\Sigma_+} f_+^2 \mu^{-1} |n(x) \cdot v| \, d\sigma_x \, dv - \frac{1}{2} \int_{\Sigma_-} f_-^2 \mu^{-1} |n(x) \cdot v| \, d\sigma_x \, dv
$$
since $D f_+(x, R_x v) = D f_+(x, v)$ and $|n(x) \cdot R_x v| = |n(x) \cdot v|$. Writing $f_+ = D^\perp f_+ + D f_+$, one has
\[
\int_{\Sigma^+} f_+^2 \mu^{-1}(x) v \, d\sigma \, dv = \int_{\Sigma^+} (D f_+)^2 \mu^{-1}(x) v \, d\sigma \, dv + \int_{\Sigma^+} (D^\perp f_+)^2 \mu^{-1}(x) v \, d\sigma \, dv,
\]
since $D f_+ \perp D^\perp f_+$ in $\partial \mathcal{H}_+$. All together, we conclude to
\[
\langle v \cdot \nabla_x f, f \rangle_{\mathcal{H}} = \frac{1}{2} \int_{\Sigma^+} \left\{ (D f_+)^2 + (D^\perp f_+)^2 - [(1 - \alpha(x)) D^\perp f_+ + D f_+]^2 \right\} \mu^{-1}(x) \cdot v \, d\sigma \, dv
\]
\[
= \frac{1}{2} \int_{\Sigma^+} \left\{ [1 - (1 - \alpha(x))^2](D^\perp f_+)^2 - 2(1 - \alpha(x)) D f_+ D^\perp f_+ \right\} \mu^{-1}(x) \cdot v \, d\sigma \, dv
\]
\[
= \frac{1}{2} \int_{\Sigma^+} \alpha(x)(2 - \alpha(x))(D^\perp f_+)^2 \mu^{-1}(x) \cdot v \, d\sigma \, dv.
\]
We finish the proof by gathering previous estimates. \hfill \Box

### 3.2 Boundary terms

We start by stating a technical lemma which will be useful to treat the boundary terms in what follows.

**Lemma 3.2.** Let $\phi : \mathbb{R}^d \to \mathbb{R}$. For any $x \in \partial \Omega$, there holds
\[
\int_{\mathbb{R}^d} \phi(v) \gamma f(x, v) n(x) \cdot v \, dv = \int_{\Sigma^+} \phi(v) \alpha(x) D^\perp f_+ n(x) \cdot v \, dv
\]
\[
+ \int_{\Sigma^+} \{ \phi(v) - \phi(R_x v) \} (1 - \alpha(x)) D^\perp f_+ n(x) \cdot v \, dv
\]
\[
+ \int_{\Sigma^+} \{ \phi(v) - \phi(R_x v) \} D f_+ n(x) \cdot v \, dv.
\]

**Proof of Lemma 3.2.** We first write, thanks to the decomposition $\gamma f = f_+ 1_{\Sigma^+} + f_- 1_{\Sigma_-}$,
\[
\int_{\mathbb{R}^d} \phi(v) \gamma f(x, v) n(x) \cdot v \, dv = \int_{\Sigma^+} \phi(v) f_+ n(x) \cdot v \, dv - \int_{\Sigma^+} \phi(v) f_- |n(x) \cdot v| \, dv.
\]
Applying the boundary condition (1.2) and then the change of variables $v \mapsto R_x v$, we hence obtain
\[
\int_{\Sigma^+} \phi(v) f_- |n(x) \cdot v| \, dv
\]
\[
= \int_{\Sigma^+} \phi(v) \{ (1 - \alpha(x)) f_+(x, R_x v) + \alpha(x) D f_+(x, v) \} |n(x) \cdot v| \, dv
\]
\[
= \int_{\Sigma^+} \phi(R_x v) \{ (1 - \alpha(x)) f_+(x, v) + \alpha(x) D f_+(x, v) \} |n(x) \cdot v| \, dv,
\]
since $D f_+(x, R_x v) = D f_+(x, v)$ and $|n(x) \cdot R_x v| = |n(x) \cdot v|$. We write $f_+ = D^\perp f_+ + D f_+$
and thus
\[
\int_{\mathbb{R}^d} \phi(v) \gamma f(x, v) n(x) \cdot v \, dv \\
= \int_{\Sigma^+} \{ \phi(v) f_+ - \phi(R_x v)(1 - \alpha(x)) f_+ - \phi(R_x v) \alpha(x) D f_+ \} n(x) \cdot v \, dv \\
= \int_{\Sigma^+} \phi(v) \alpha(x) D^\perp f_+ n(x) \cdot v \, dv \\
+ \int_{\Sigma^+} \{ \phi(v) - \phi(R_x v) \} (1 - \alpha(x)) D^\perp f_+ n(x) \cdot v \, dv \\
+ \int_{\Sigma^+} \{ \phi(v) - \phi(R_x v) \} D f_+ n(x) \cdot v \, dv,
\]
which concludes the proof. □

### 3.3 Energy

In this subsection we construct a functional in order to control the energy component of the macroscopic part \(\pi f\). We denote
\[
\theta[g] := \int_{\mathbb{R}^d} \frac{|v|^2 - d}{\sqrt{2d}} g \, dv,
\]
so that \(\theta = \theta[f]\). We define \(u[\theta]\) as the solution to the elliptic equation (2.1) associated to \(\xi = \theta \in L^2_x(\Omega)\) given by Theorem 2.2, in particular
\[
\|u[\theta]\|_{H^1_x(\Omega)} \lesssim \|\theta\|_{L^2_x(\Omega)}.
\]
(3.3)

It is worth noticing that in the specular reflection case, that is when \(\alpha \equiv 0\) in (1.2), we have \(\langle \theta \rangle = 0\) from (3.2), so that the solution \(u[\theta]\) to the Poisson equation with Neumann boundary condition is well-defined.

We also introduce the vector \(p = (p_i)_{1 \leq i \leq d}\) defined by
\[
p_i(v) := v_i \frac{(|v|^2 - d - 2)}{\sqrt{2d}},
\]
and the associated moment functional \(M_p[g] = (M_{p_i}[g])_{1 \leq i \leq d}\) given by
\[
M_p[g] = \int_{\mathbb{R}^d} v_i \frac{(|v|^2 - d - 2)}{\sqrt{2d}} g \, dv.
\]
(3.4)

**Lemma 3.3.** One has
\[
\theta[\mathcal{L} f] = -\sqrt{\frac{2}{d}} \nabla_x \cdot m - \nabla_x \cdot M_p[f]
\]
(3.5)
and
\[
M_p[f] = M_p[f^\perp].
\]
(3.6)

As a consequence, from Theorem 2.2, the unique variational solution \(u[\theta[\mathcal{L} f]]\) to (2.1) associated to \(\xi = \theta[\mathcal{L} f]\) satisfies
\[
\|u[\theta[\mathcal{L} f]]\|_{H^1_x(\Omega)} \lesssim \|m\|_{L^2_x(\Omega)} + \|f^\perp\|_{\mathcal{H}} + \|\sqrt{\alpha(2 - \alpha)} D^\perp f_+\|_{\mathcal{H}}.
\]
(3.7)
Proof of Lemma 3.3. We start by proving (3.5). By writing $\mathcal{L} f = -v \cdot \nabla_x f + \mathcal{C} f^\perp$ we have $\theta[\mathcal{L} f] = \theta[-v \cdot \nabla_x f]$. We then compute

$$
\theta[-v \cdot \nabla_x f] = -\nabla_x \cdot \int_{\mathbb{R}^d} \frac{(|v|^2 - d)}{\sqrt{2d}} v f \, dv
$$

$$
= -\sqrt{\frac{2}{d}} \nabla_x \cdot \int_{\mathbb{R}^d} v f \, dv - \nabla_x \cdot \int_{\mathbb{R}^d} \frac{(|v|^2 - d - 2)}{\sqrt{2d}} v f \, dv,
$$

and this concludes the proof of (3.5). Moreover, using the decomposition

$$
f = g\mu + m \cdot v\mu + \theta \frac{|v|^2 - d}{\sqrt{2d}} \mu + f^\perp,
$$

a straightforward computation gives

$$
M_p[f] = \theta \int_{\mathbb{R}^d} p(v)\mu \, dv + m \int_{\mathbb{R}^d} v_p(v)\mu \, dv + \theta \int_{\mathbb{R}^d} p(v) \left( \frac{|v|^2 - d}{\sqrt{2d}} \right) \mu \, dv + M_p[f^\perp].
$$

We conclude to (3.6), since $\int_{\mathbb{R}^d} p(v)\mu \, dv = \int_{\mathbb{R}^d} v_p(v)\mu \, dv = \int_{\mathbb{R}^d} (|v|^2 - d) p(v)\mu \, dv = 0$.

From Theorem 2.2, there exists a unique variational solution $u := u[\theta[\mathcal{L} f]]$ to (2.1) associated to $\xi = \theta[\mathcal{L} f]$. Thanks to Step 1 in the proof of Theorem 2.2, this solution satisfies

$$
\lambda \|u\|_{H^2_\alpha(\Omega)}^2 \leq \|\nabla_x u\|_{L^2_\alpha(\Omega)}^2 + \|\sqrt{\frac{\alpha}{2-\alpha}} u\|_{L^2_\alpha(\partial\Omega)}^2,
$$

for some constant $\lambda > 0$. Moreover, thanks to the variational formulation (2.4), one has

$$
\|\nabla_x u\|_{L^2_\alpha(\Omega)}^2 + \|\sqrt{\frac{\alpha}{2-\alpha}} u\|_{L^2_\alpha(\partial\Omega)}^2
$$

$$
= -\int_{\Omega} \left( \sqrt{\frac{2}{d}} \nabla_x \cdot m + \nabla_x \cdot M_p[f] \right) u \, dx
$$

$$
= \int_{\Omega} \left( \sqrt{\frac{2}{d}} m + M_p[f] \right) \cdot \nabla_x u \, dx - \int_{\partial\Omega} \left( \sqrt{\frac{2}{d}} m + M_p[f] \right) \cdot n(x) \, u \, d\sigma_x,
$$

where we have performed one integration by parts in the second equality. As a consequence, we have

$$
\|\nabla_x u\|^2_{L^2_\alpha(\Omega)} + \|\sqrt{\frac{\alpha}{2-\alpha}} u\|^2_{L^2_\alpha(\partial\Omega)}
$$

$$
= \int_{\Omega} \left( \sqrt{\frac{2}{d}} m + M_p[f^\perp] \right) \cdot \nabla_x u \, dx - \int_{\partial\Omega} M_p[f] \cdot n(x) \, u \, d\sigma_x,
$$

(10.1)

where we have used (3.6) and that $m \cdot n = 0$ as noticed in (3.1). For the boundary term appearing in last equation, we observe that thanks to Lemma 3.2 and because $|v|^2 = |R_x v|^2$, for any $x \in \partial\Omega$, we have

$$
M_p[f] \cdot n(x) = \int_{\mathbb{R}^d} \frac{|v|^2 - d - 2}{\sqrt{2d}} f n(x) \cdot v \, dv
$$

$$
= \alpha(x) \int_{\Sigma^+_x} \frac{|v|^2 - d - 2}{\sqrt{2d}} D_{+} f n(x) \cdot v \, dv,
$$

and therefore

$$
\left| \int_{\partial\Omega} M_p[f] \cdot n(x) \, u \, d\sigma_x \right| \lesssim \|\sqrt{\alpha(2-\alpha)} D_{+} f\|_{\partial\Omega} \|\sqrt{\frac{\alpha}{2-\alpha}} u\|_{L^2_\alpha(\partial\Omega)}.
$$
Remarking that
\[ \| M_p[f^\perp] \|_{L^2_\theta(\Omega)} \lesssim \| f^\perp \|_\mathcal{H}, \]
we finally obtain (3.7) by gathering the above estimate on the boundary term together with (3.9) and (3.10), and using Cauchy-Schwarz inequality. \( \square \)

We next establish the following result, which gives us a control of the energy \( \theta \).

**Lemma 3.4.** There are constants \( \kappa_1, C > 0 \) such that
\[
\langle -\nabla_x u[\theta], M_p[\mathcal{L}f] \rangle_{L^2_\theta(\Omega)} + \langle -\nabla_x u[\theta[\mathcal{L}f]], M_p[f] \rangle_{L^2_\theta(\Omega)} \geq \kappa_1 \| \theta \|_{L^2_\theta(\Omega)}^2 - C \| m \|_{L^2_\theta(\Omega)} \| f^\perp \|_\mathcal{H} - C \| f^\perp \|_\mathcal{H}^2 - C \sqrt{\alpha(2 - \alpha)} D_+ f^\perp \|_{H^1_\theta}^2.
\]

**Proof of Lemma 3.4.** Using (3.7) and (3.6), one has
\[
\left| \langle -\nabla_x u[\theta[\mathcal{L}f]], M_p[f^\perp] \rangle_{L^2_\theta(\Omega)} \right| \lesssim \| m \|_{L^2_\theta(\Omega)} \| f^\perp \|_\mathcal{H} + \| f^\perp \|_\mathcal{H}^2 + \| \sqrt{\alpha(2 - \alpha)} D_+ f^\perp \|_{H^1_\theta}^2,
\]
which allows us to bound the second term in the LHS of the estimate of the statement. For the first term, writing \( M_p[\mathcal{L}f] = M_p[-v \cdot \nabla_x f] + M_p[\mathcal{C}f^\perp] \) one obtains
\[
\langle -\nabla_x u[\theta], M_p[\mathcal{L}f] \rangle_{L^2_\theta(\Omega)} = T_1 + T_2
\]
with
\[
T_1 := \left\langle \partial_y u[\theta], \int_{\mathbb{R}^d} p_i(v) v_j f \, dv \right\rangle_{L^2_\theta(\Omega)}
\]
and
\[
T_2 := \left\langle -\nabla_x u[\theta], \int_{\mathbb{R}^d} p(v) \mathcal{C} f^\perp \, dv \right\rangle_{L^2_\theta(\Omega)}.
\]
For the term \( T_2 \), we remark that
\[
\int_{\mathbb{R}^d} p(v) \mathcal{C} f^\perp \, dv = \left( f^\perp, \mathcal{C}(p\mu) \right)_{L^2_\theta(\perp^{-1})},
\]
so that from the property (A3) on \( \mathcal{C} \) and (3.3), we get
\[
|T_2| \lesssim \| \nabla_x u[\theta] \|_{L^2_\theta(\Omega)} \| f^\perp \|_\mathcal{H} \lesssim \| \theta \|_{L^2_\theta(\Omega)} \| f^\perp \|_\mathcal{H}.
\]
For the term \( T_1 \), we write
\[
T_1 = -\left\langle \partial_x u[\theta], \int_{\mathbb{R}^d} p_i(v) v_j f \, dv \right\rangle_{L^2_\theta(\Omega)} + \int_{\partial \Omega} \partial_y u[\theta] n_j(x) \left( \int_{\mathbb{R}^d} p_i(v) v_j \gamma f \, dv \right) \, d\sigma_x =: A + B.
\]
Using the decomposition (3.8), we get
\[
\int_{\mathbb{R}^d} p_i(v) v_j f \, dv = \delta_{ij} \left( 1 + \frac{2}{d} \right) \, \theta + \int_{\mathbb{R}^d} p_i(v) v_j f^\perp \, dv.
\]
As a consequence, we obtain
\[
A = \left( 1 + \frac{2}{d} \right) \left( -\Delta_x u[\theta], \theta \right)_{L^2_\theta(\Omega)} - \left\langle \partial_x, \partial_y u[\theta], \int_{\mathbb{R}^d} p_i(v) v_j f^\perp \, dv \right\rangle_{L^2_\theta(\Omega)}
\]
\[
= \left( 1 + \frac{2}{d} \right) \| \theta \|_{L^2_\theta(\Omega)}^2 - \left\langle \partial_x, \partial_y u[\theta], \int_{\mathbb{R}^d} p_i(v) v_j f^\perp \, dv \right\rangle_{L^2_\theta(\Omega)}.
\]
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since by definition of \( u[\theta] \) we have \(-\Delta_x u[\theta] = \theta\). Because of (3.3), we obtain

\[
\left\langle \partial_{x_j} \partial_{x_i} u[\theta], \int_{\mathbb{R}^d} p_i(v)f_j f^\perp dv \right\rangle \lesssim \|\nabla_{x}^2 u[\theta]\|_{L_2^2(\Omega)} \|f^\perp\|_{\mathcal{H}} \lesssim \|\theta\|_{L_2^2(\Omega)} \|f^\perp\|_{\mathcal{H}}.
\]

Thanks to Young’s inequality, we thus get

\[
A \geq \frac{1}{2} \left( 1 + \frac{2}{d} \right) \|\theta\|_{L_2^2(\Omega)}^2 - C\|f^\perp\|_{\mathcal{H}}^2.
\]

We now investigate the boundary term \( B \). Thanks to Lemma 3.2, we have

\[
B = \int_{\Sigma} \nabla_x u[\theta] \cdot p(v)(\gamma f) n(x) \cdot v \, dv \, d\sigma_x
\]

\[
= \int_{\Sigma_+} \nabla_x u[\theta] \cdot p(v)\alpha(x)D^+ f_+ n(x) \cdot v \, dv \, d\sigma_x
\]

\[
+ \int_{\Sigma_+} \nabla_x u[\theta] \cdot [p(v) - p(R_x v)](1 - \alpha(x))D^+ f_+ n(x) \cdot v \, dv \, d\sigma_x
\]

\[
+ \int_{\Sigma_+} \nabla_x u[\theta] \cdot [p(v) - p(R_x v)]Df_+ n(x) \cdot v \, dv \, d\sigma_x
\]

\[
=: B_1 + B_2 + B_3.
\]

We remark that

\[
p(v) - p(R_x v) = 2n(x)(n(x) \cdot v) \frac{(|v|^2 - d - 2)}{\sqrt{2d}}
\]

and thus

\[
\nabla_x u[\theta] \cdot [p(v) - p(R_x v)] = 2\nabla_x u[\theta] \cdot n(x)(n(x) \cdot v) \frac{(|v|^2 - d - 2)}{\sqrt{2d}}.
\]

Thanks to the boundary condition satisfied by \( u[\theta] \), in the case \( \alpha \equiv 0 \), we already obtain that \( B = 0 \). Otherwise, when \( \alpha \neq 0 \), recalling (1.7), we first obtain for the term \( B_3 \), that

\[
B_3 = \frac{2\epsilon_\mu}{\sqrt{2d}} \int_{\Sigma_+} \nabla_x u[\theta] \cdot n(x)\mu(v)(|v|^2 - d - 2)\bar{f}(x) (n(x) \cdot v)^2 \, dv \, d\sigma_x
\]

\[
= \frac{2\epsilon_\mu}{\sqrt{2d}} \int_{\partial\Omega} \nabla_x u[\theta] \cdot n(x)\bar{f}(x) \left( \int_{\Sigma_L} (|v|^2 - d - 2)\mu(v) (n(x) \cdot v)^2 \, dv \right) \, d\sigma_x,
\]

and the integral in \( v \) vanishes, thus \( B_3 = 0 \). For the term \( B_1 \), the Cauchy-Schwarz inequality and (3.3) give

\[
|B_1| \lesssim \|\nabla_x u[\theta]\|_{L_2^2(\partial\Omega)} \|\alpha D^+ f_+\|_{\partial \mathcal{H}_+}
\]

\[
\lesssim \|\nabla_x u[\theta]\|_{H^1(\Omega)} \|\alpha D^+ f_+\|_{\partial \mathcal{H}_+}
\]

\[
\lesssim \|\theta\|_{L_2^2(\Omega)} \|\alpha D^+ f_+\|_{\partial \mathcal{H}_+}.
\]

For the term \( B_2 \), the boundary condition satisfied by \( u[\theta] \) implies

\[
\nabla_x u[\theta] \cdot [p(v) - p(R_x v)](1 - \alpha(x)) = -\frac{1 - \alpha(x)}{2 - \alpha(x)} \alpha(x)u[\theta]2(n(x) \cdot v) \frac{(|v|^2 - d - 2)}{\sqrt{2d}}.
\]
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hence we obtain
\[
|B_2| = 2 \left| \int_{\Sigma^+} u[\theta] \frac{(|u|^2 - d - 2)}{\sqrt{2d}} \alpha(x) \frac{1 - \alpha(x)}{2} D^\perp f_+ (n(x) \cdot v)^2 \, dv \, d\sigma_x \right| \\
\lesssim \|u[\theta]\|_{L^2(\partial\Omega)} \|\alpha D^\perp f_+\|_{\partial\mathcal{H}^+} \\
\lesssim \|\theta\|_{L^2(\Omega)} \|\alpha D^\perp f_+\|_{\partial\mathcal{H}^+}.
\]

We complete the proof by gathering the previous estimates, using Young’s inequality and remarking that \(\sqrt{\alpha(2 - \alpha)} \geq \alpha\). \(\square\)

### 3.4 Momentum

In this subsection we construct a functional that is devised to control the momentum component of the macroscopic part \(\pi f\). We denote
\[
m[g] := \int_{\mathbb{R}^d} v g \, dv,
\]
so that \(m = m[f]\). We define \(U[m]\) as the solution to the elliptic equation (2.17) associated to \(\Xi = m \in L^2_\alpha(\Omega)\) given by Theorem 2.11, whence
\[
\|U[m]\|_{H^1_\alpha(\Omega)} \lesssim \|m\|_{L^2_\alpha(\Omega)}. \tag{3.11}
\]

It is worth noting that in the specular reflection case \((\alpha \equiv 0\) in (1.2)), the condition (3.2) holds, and therefore the solution \(U[m]\) is indeed well-defined.

Considering the matrix \(q_{ij} = (q_{ij})_{1 \leq i,j \leq d}\) given by
\[
q_{ij}(v) = v_i v_j - \delta_{ij},
\]
we define the associated moment functional \(M_q[g] = (M_{q_{ij}}[g])_{1 \leq i,j \leq d}\) as
\[
M_{q_{ij}}[g] = \int_{\mathbb{R}^d} (v_i v_j - \delta_{ij}) g \, dv. \tag{3.12}
\]

**Lemma 3.5.** There holds
\[
m[\mathcal{L} f] = -\nabla_x q - \nabla_x \cdot M_q[f] \tag{3.13}
\]
and
\[
M_q[f] = \sqrt{\frac{T}{d}} \theta I_d + M_q[f^\perp]. \tag{3.14}
\]

As a consequence of Theorem 2.11, the unique variational solution \(U[m[\mathcal{L} f]]\) to (2.29) associated to \(\Xi = m[\mathcal{L} f]\) satisfies
\[
\|U[m[\mathcal{L} f]]\|_{H^1_\alpha(\Omega)} \lesssim \|\theta\|_{L^2_\alpha(\Omega)} + \|\theta\|_{L^2_\alpha(\Omega)} + \|f^\perp\|_{\mathcal{H}} + \|\sqrt{\alpha(2 - \alpha)} D^\perp f_+\|_{\partial\mathcal{H}^+}. \tag{3.15}
\]

**Proof of Lemma 3.5.** Writing \(\mathcal{L} f = -v \cdot \nabla_x f + \mathcal{C} f^\perp\) we already obtain that \(m[\mathcal{L} f] = m[-v \cdot \nabla_x f]\). We hence compute, for \(i \in \{1, \ldots, d\}\),
\[
m_i[-v \cdot \nabla_x f] = -\partial_{x_i} \int_{\mathbb{R}^d} v_i v_j f \, dv
\]
\[
= -\partial_{x_i} \int_{\mathbb{R}^d} f \, dv - \partial_{x_i} \int_{\mathbb{R}^d} (v_i v_j - \delta_{ij}) f \, dv
\]
\[
= -\partial_{x_i} \varrho - \partial_{x_i} M_{q_{ij}}[f],
\]
which gives (3.13). Thanks to the decomposition (3.8) we also obtain, for $i, j \in \{1, \ldots, d\}$,

\[ M_{q_j}[f] = \theta \int_{\mathbb{R}^d} (v_i v_j - \delta_{ij}) \mu \, dv + m_k \int_{\mathbb{R}^d} (v_i v_j - \delta_{ij}) v_k \mu \, dv \]

\[ + \theta \int_{\mathbb{R}^d} (v_i v_j - \delta_{ij}) \left( \frac{|v|^2 - d}{\sqrt{2d}} \right) \mu \, dv + M_{q_j}[f^+], \]

which gives (3.14) since $\int_{\mathbb{R}^d} (v_i v_j - \delta_{ij}) \mu \, dv = \int_{\mathbb{R}^d} (v_i v_j - \delta_{ij}) v_k \mu \, dv = 0$ and $\int_{\mathbb{R}^d} (v_i v_j - \delta_{ij}) \left( \frac{|v|^2 - d}{\sqrt{2d}} \right) \mu \, dv = \frac{\sqrt{2}}{d} \delta_{ij}$.

Now let $U := U[m[\mathcal{L}f]]$ be the unique variational solution to (2.29) associated to $\Xi = m[\mathcal{L}f]$ from Theorem 2.11. From Step 1 of the proof of Theorem 2.11, one has

\[ \lambda \|U\|^2_{H^1_0(\Omega)} \leq \|\nabla^a U\|^2_{L^2_+(\Omega)} + \|\sqrt{\frac{a}{2-a}} U\|^2_{L^2_+(\partial\Omega)}, \quad (3.16) \]

for some $\lambda > 0$. Moreover from (2.29), we obtain

\[ \|\nabla^a U\|^2_{L^2_+(\Omega)} + \|\sqrt{\frac{a}{2-a}} U\|^2_{L^2_+(\partial\Omega)} \]

\[ = - \int_{\Omega} (\nabla \varphi + \nabla \varphi \cdot M_q[f]) \cdot U \, dx \]

\[ = \int_{\Omega} q_{I_d} : \nabla U \, dx + \int_{\Omega} M_q[f] : \nabla U \, dx \]

\[ - \int_{\partial\Omega} q_0 n(x) \cdot U \, d\sigma_x - \int_{\partial\Omega} M_q[f] n(x) \cdot U \, d\sigma_x \]

\[ = \int_{\Omega} q_{I_d} : \nabla^a U \, dx + \int_{\Omega} \left( \sqrt{\frac{a}{d}} q_{I_d} + M_q[f^+] \right) : \nabla^a U \, dx \]

\[ - \int_{\partial\Omega} M_q[f] n(x) \cdot U \, d\sigma_x, \quad (3.17) \]

where we have performed an integration by parts in the second equality, used that $U \cdot n(x) = 0$ since $U \in \mathcal{V}_a$ and (3.14) in the last one. We now deal with the boundary term in the last equation. We have, for any $x \in \partial\Omega$,

\[ M_q[f] n(x) \cdot U = \int_{\mathbb{R}^d} v_i v_j (n_j(x) U_i - f_{n_i}(x) U_i) \, dv \]

\[ = \int_{\mathbb{R}^d} f(v \cdot U)(n(x) \cdot v) \, dv \]

\[ = \alpha(x) \int_{\Sigma^+} D^+ f_+(v \cdot U)(n(x) \cdot v) \, dv \]

\[ + \int_{\Sigma^+} (v - R_x v) \cdot U (1 - \alpha(x)) D^+ f_+(n(x) \cdot v) \, dv \]

\[ + \int_{\Sigma^+} (v - R_x v) \cdot U D f_+(n(x) \cdot v) \, dv, \]

using that $U \cdot n(x) = 0$ and Lemma 3.2 in the last line. Observe now that, for any $x \in \partial\Omega$, we have

\[ (v - R_x v) \cdot U = 2 (n(x) \cdot U) (n(x) \cdot v) = 0, \]

by using again that the solution verifies $U \cdot n(x) = 0$. We hence finally get

\[ \left| \int_{\partial\Omega} M_q[f] n(x) \cdot U \, d\sigma_x \right| \lesssim \|\sqrt{\alpha(2-a)} D^+ f_+ \|_{\partial\mathcal{H}^a} \|\sqrt{\frac{a}{2-a}} U[m[\mathcal{L}f]]\|_{L^2(\partial\Omega)}. \]
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We conclude to (3.15) by gathering this last estimate together with (3.16) and (3.17), applying Cauchy-Schwarz inequality and remarking that
\[\|M_q[f^\perp]\|_{L^2(\Omega)} \lesssim \|f^\perp\|_{\mathcal{H}}.\]
\[\square\]

We now deduce the following result, which gives a control of the momentum \(m\).

**Lemma 3.6.** There are constants \(\kappa_2, C > 0\) such that
\[
\langle -\nabla_x^a U[m], M_q[\mathcal{L} f] \rangle_{L^2(\Omega)} + \langle -\nabla_x^a U[m[\mathcal{L} f]], M_q[f] \rangle_{L^2(\Omega)} \\
\geq \kappa_2 \|m\|_{L^2(\Omega)}^2 - C\|f^\perp\|_{\mathcal{H}}\|\theta\|_{L^2(\Omega)} - C\|\nabla \theta\|_{L^2(\Omega)} \|\theta\|_{L^2(\Omega)} \\
- C\|\nabla \theta\|_{L^2(\Omega)} - C\|f^\perp\|_{\mathcal{H}}^2 - C\|\alpha(2 - \alpha)D f_+ \|^2_{\mathcal{H}^+}.
\]

**Proof of Lemma 3.6.** Thanks to (3.14) and (3.15), we have
\[
\left| \left\langle -\nabla_x^a U[m[\mathcal{L} f]], \sqrt{d} \theta I_d + M_q[f^\perp] \right\rangle_{L^2(\Omega)} \right| \\
\lesssim \|\nabla_x^a U[m[\mathcal{L} f]\|_{L^2(\Omega)} \left( \|\theta\|_{L^2(\Omega)} + \|f^\perp\|_{\mathcal{H}} \right) \\
\lesssim (\|\theta\|_{L^2(\Omega)} + \|\nabla \theta\|_{L^2(\Omega)} + \|f^\perp\|_{\mathcal{H}} + \|\alpha(2 - \alpha)D f_+ \|^2_{\mathcal{H}^+} \left( \|\theta\|_{L^2(\Omega)} + \|f^\perp\|_{\mathcal{H}} \right),
\]
which allows us to bound the second term in the LHS of the estimate of the statement. For the first term, we write \(M_q[\mathcal{L} f] = M_q[-v \cdot \nabla_x f] + M_q[\mathcal{C} f^\perp]\) to obtain
\[
\langle -\nabla_x^a U[m], M_q[\mathcal{L} f] \rangle_{L^2(\Omega)} = T_1 + T_2,
\]
with
\[T_1 := \left\langle (\nabla_x^a U[m])_{ij}, \partial_{x_k} \int_{\mathbb{R}^d} q_{ij}(v) v_k f \, dv \right\rangle_{L^2(\Omega)}\]
and
\[T_2 := \left\langle -\nabla_x^a U[m], \int_{\mathbb{R}^d} q(v) \mathcal{C} f^\perp \, dv \right\rangle_{L^2(\Omega)}.
\]
Observing that
\[
\int_{\mathbb{R}^d} q(v) \mathcal{C} f^\perp \, dv = \left( f^\perp, \mathcal{C}(q\mu) \right)_{L^2(\mu^{-1})},
\]
we get from (3.11) that
\[
|T_2| \lesssim \|\nabla_x^a U[m]\|_{L^2(\Omega)} \|f^\perp\|_{\mathcal{H}} \lesssim \|m\|_{L^2(\Omega)} \|f^\perp\|_{\mathcal{H}}.
\]
For the term \(T_1\), thanks to an integration by parts, we may write
\[
T_1 = - \left\langle \partial_{x_k} (\nabla_x^a U[m])_{ij}, \int_{\mathbb{R}^d} q_{ij}(v) v_k f \, dv \right\rangle_{L^2(\Omega)} \\
+ \int_{\partial \Omega} (\nabla_x^a U[m])_{ij} n_k(x) \left( \int_{\mathbb{R}^d} q_{ij}(v) v_k \gamma f \, dv \right) \, d\sigma_x \\
=: A + B.
\]
Thanks to the decomposition (3.8), we get
\[
\int_{\mathbb{R}^d} q_{ij}(v) v_k f \, dv = \delta_{jk} m_i + \delta_{ik} m_j + \int_{\mathbb{R}^d} q_{ij}(v) v_k f^\perp \, dv,
\]

and hence
\[
A = 2 \left( - \text{div}_x (\nabla_x^s U[m]), m \right)_{L^2(\Omega)} - \left( \partial_{x_i} (\nabla_x^s U[m])_{ij}, \int_{R^d} q_{ij}(v) v_k f^+ \, dv \right)_{L^2(\Omega)} \\
= 2 \|m\|^2_{L^2(\Omega)} - \left( \partial_{x_k} (\nabla_x^s U[m])_{ij}, \int_{R^d} q_{ij}(v) v_k f^+ \, dv \right)_{L^2(\Omega)},
\]
since \(- \text{div}_x (\nabla_x^s U[m]) = m\) by definition of \(U[m]\). Using (3.11), we have
\[
\left| \partial_{x_k} (\nabla_x^s U[m])_{ij}, \int_{R^d} q_{ij}(v) v_k f^+ \, dv \right|_{L^2(\Omega)} \lesssim \|\nabla_x^2 U[m]\|_{L^2(\Omega)} \|f^+\|_H \lesssim \|m\|^2_{L^2(\Omega)} \|f^+\|_H.
\]
We thus obtain, thanks to Young’s inequality,
\[
A \geq \|m\|^2_{L^2(\Omega)} - C \|f^+\|^2_H.
\]
We now investigate the boundary term \(B\). Thanks to Lemma 3.2, we have
\[
B = \int_{\Sigma} \nabla_x^s U[m] : q(v) \gamma_f n(x) \cdot v \, dv \, d\sigma_x \\
= \int_{\Sigma^+} \nabla_x^s U[m] : q(v) \alpha(x) D^\perp f_+ n(x) \cdot v \, dv \, d\sigma_x \\
+ \int_{\Sigma^+} \nabla_x^s U[m] : [q(v) - q(R_x v)](1 - \alpha(x)) D^\perp f_+ n(x) \cdot v \, dv \, d\sigma_x \\
+ \int_{\Sigma^+} \nabla_x^s U[m] : [q(v) - q(R_x v)] Df_+ n(x) \cdot v \, dv \, d\sigma_x \\
=: B_1 + B_2 + B_3,
\]
and we remark that
\[
q(v) - q(R_x v) = 4 \left\{ (n(x) \otimes v)^{\text{sym}} - n(x) \otimes n(x) (n(x) \cdot v) \right\} (n(x) \cdot v),
\]
where, for any matrix \(M \in M_d(R)\), we set \((M^{\text{sym}})_{ij} = \frac{1}{2}(M_{ij} + M_{ji})\), so that
\[
\nabla_x^s U[m] : [q(v) - q(R_x v)] \\
= 4 \left\{ \nabla_x^s U[m] : (n(x) \otimes v)^{\text{sym}} - \nabla_x^s U[m] : n(x) \otimes n(x) (n(x) \cdot v) \right\} (n(x) \cdot v).
\]
Taking the scalar product with \(v\) in the boundary condition satisfied by \(U[m]\), we see that, we already have \(B = 0\) in the case \(\alpha \equiv 0\). Otherwise, when \(\alpha \neq 0\), we first obtain for the term \(B_3\), making a change of variables \(v \mapsto R_x v\), using also that \((R_x v \cdot n) = -(v \cdot n)\), and recalling that \(Df(x, v) = c_{\mu} \mu(v) \tilde{f}(x)\), that
\[
B_3 = 2c_{\mu} \int_{\Sigma^+} \nabla_x^s U[m] : q(v) \mu(v) \tilde{f}(x) n(x) \cdot v \, dv \, d\sigma_x \\
= 2c_{\mu} \int_{\partial \Omega} (\nabla_x^s U[m])_{ij} n_k(x) \tilde{f}(x) \left( \int_{R^d} q_{ij}(v) v_k \mu(v) \, dv \right) \, d\sigma_x = 0,
\]
since the integral in \(v\) vanishes. For the term \(B_1\), the Cauchy-Schwarz inequality and (3.11) give
\[
|B_1| \lesssim \|\nabla_x^s U[m]\|_{L^2(\partial \Omega)} \|\alpha D^\perp f_+\|_{\partial H_+} \\
\lesssim \|m\|^2_{L^2(\Omega)} \|\alpha D^\perp f_+\|_{\partial H_+}.
\]
For the term $B_2$, the boundary condition satisfied by $U[m]$ implies

$$
\nabla_x^2 U[m] : [q(v) - q(R_x v)](1 - \alpha(x)) = -\frac{1 - \alpha(x)}{2 - \alpha(x)} 4\alpha(x)(U[m] \cdot v)(n(x) \cdot v),
$$

hence we obtain

$$
|B_2| = 4 \left| \int_{\Sigma_+} (U[m] \cdot v) \frac{1 - \alpha(x)}{2 - \alpha(x)} \alpha(x) D^1 f (n(x) \cdot v)^2 \, dv \, d\sigma_x \right|
\lesssim \|U[m]\|_{L^2_s(\partial\Omega)} \|\alpha D^1 f_+\|_{\partial\mathcal{H}^1}.
$$

The proof is then complete by gathering previous estimates, using Young’s inequality and observing that $\sqrt{\alpha(2 - \alpha)} \geq \alpha$. \hfill \Box

### 3.5 Mass

In this subsection we introduce the last functional, which is built in order to control the mass component of the macroscopic part $\pi f$. We denote

$$
\varrho[\varrho] := \int_{\mathbb{R}^d} \varrho \, dv,
$$

so that $\varrho = \varrho[f]$. We consider $u_N[\varrho]$ the solution to the Poisson equation (2.1) with Neumann boundary condition associated to $\xi = \varrho \in L^2_\alpha(\Omega)$ constructed in Theorem 2.2, namely $u_N[\varrho]$ satisfies a.e.

$$
\begin{aligned}
\left\{ 
\begin{array}{ll}
-\Delta_x u_N[\varrho] = \varrho & \text{in } \Omega, \\
\nabla_x u_N[\varrho] \cdot n(x) = 0 & \text{on } \partial\Omega,
\end{array}
\right.
\end{aligned}
$$

which is indeed well-defined since $\langle \varrho \rangle = 0$. In particular, we have

$$
\|u_N[\varrho]\|_{H^2_s(\Omega)} \lesssim \|\varrho\|_{L^2_s(\Omega)}. \tag{3.19}
$$

**Lemma 3.7.** There holds

$$
\varrho[\mathcal{L} f] = -\nabla_x \cdot m. \tag{3.20}
$$

As a consequence of Theorem 2.2, the unique variational solution $u_N[\varrho[\mathcal{L} f]]$ to (2.4) with Neumann boundary condition associated to $\xi = \varrho[\mathcal{L} f]$ satisfies

$$
\|u_N[\varrho[\mathcal{L} f]]\|_{H^2_s(\Omega)} \lesssim \|m\|_{L^2_s(\Omega)}. \tag{3.21}
$$

**Proof of Lemma 3.7.** Since $\mathcal{L} f = -v \cdot \nabla_x f + \mathcal{C} f^\perp$, one has

$$
\varrho[\mathcal{L} f] = \varrho[-v \cdot \nabla_x f] = -\nabla_x \cdot \int_{\mathbb{R}^d} vf \, dv
$$

which gives (3.20). Now let $u := u_N[\varrho[\mathcal{L} f]]$ be the unique variational solution to (2.1) with Neumann boundary condition associated to $\xi = \varrho[\mathcal{L} f]$ given by Theorem 2.2. From the variational formulation (2.4) we have, thanks to an integration by parts,

$$
\|\nabla_x u\|_{L^2_s(\Omega)}^2 = -\int_\Omega (\nabla_x \cdot m) u \, dx
= \int_\Omega m \cdot \nabla_x u \, dx - \int_{\partial\Omega} m \cdot n(x) \, u \, d\sigma_x
= \int_\Omega m \cdot \nabla_x u \, dx
$$

where we have used that $m \cdot n(x) = 0$ in last equality. We therefore obtain (3.21) thanks to the Cauchy-Schwarz inequality. \hfill \Box
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We now establish the following result, which gives a control of the mass $\varrho$.

**Lemma 3.8.** There are constants $\kappa_3, C > 0$ such that

$$
\langle -\nabla_x u_N[\varrho], m[L^2 f]\rangle_{L^2(\Omega)} + \langle -\nabla_x u_N[\varrho[L^2 f]], m[f]\rangle_{L^2(\Omega)} \\
\geq \kappa_3 \|\varrho\|_{L^2(\Omega)}^2 - C \left( \|m\|_{L^2(\Omega)}^2 + \|\nabla \theta\|_{L^2(\Omega)}^2 + \|f^\perp\|_H^2 \right) \\
- C \|\sqrt{\alpha(2-\alpha)}\|_{H^1}^2 f^\perp \|\partial_{\nu}^\perp\|.
$$

**Proof of Lemma 3.8.** From (3.21), we have

$$
\left| \langle -\nabla_x u_N[\varrho[L^2 f]], m[f]\rangle_{L^2(\Omega)} \right| \lesssim \|\nabla_x u_N[\varrho[L^2 f]]\|_{L^2(\Omega)} \|m\|_{L^2(\Omega)} \lesssim \|m\|_{L^2(\Omega)}^2,
$$

which allows us to bound the second term in the LHS of the estimate of the statement. For the first term, writing $m[L^2 f] = m[-v \cdot \nabla_x f] + m[\varrho f^\perp]$ and observing that $m[\varrho f^\perp] = 0$, we obtain

$$
\langle -\nabla_x u_N[\varrho], m[L^2 f]\rangle_{L^2(\Omega)} = \left\langle \partial_x, u_N[\varrho], \partial_x \int_{\mathbb{R}^d} v_i v_j f \, dv \right\rangle_{L^2(\Omega)}.
$$

We then write

$$
\left\langle \partial_x, u_N[\varrho], \partial_x \int_{\mathbb{R}^d} v_i v_j f \, dv \right\rangle_{L^2(\Omega)} = -\left\langle \partial_x, \partial_x, u_N[\varrho], \int_{\mathbb{R}^d} v_i v_j f \, dv \right\rangle_{L^2(\Omega)} + \int_{\partial \Omega} \partial_x, u_N[\varrho] n_j(x) \left( \int_{\mathbb{R}^d} v_i v_j \gamma f \, dv \right) \, d\sigma_x \\
=: A + B.
$$

Thanks to the decomposition (3.8), we get

$$
\int_{\mathbb{R}^d} v_i v_j f \, dv = \delta_{ij} \varrho + \delta_{ij} \sqrt{\frac{\gamma}{d}} \theta + \int_{\mathbb{R}^d} v_i v_j f^\perp \, dv,
$$

and hence

$$
A = \left\langle -\Delta_x u_N[\varrho], \varrho \right\rangle_{L^2(\Omega)} + \sqrt{\frac{\gamma}{d}} \left\langle -\Delta_x u_N[\varrho], \theta \right\rangle_{L^2(\Omega)} - \left\langle \partial_x, \partial_x, u_N[\varrho], \int_{\mathbb{R}^d} v_i v_j f^\perp \, dv \right\rangle_{L^2(\Omega)} \\
= \|\varrho\|_{L^2(\Omega)}^2 + \sqrt{\frac{\gamma}{d}} \left\langle -\Delta_x u_N[\varrho], \theta \right\rangle_{L^2(\Omega)} - \left\langle \partial_x, \partial_x, u_N[\varrho], \int_{\mathbb{R}^d} v_i v_j f^\perp \, dv \right\rangle_{L^2(\Omega)},
$$

since $-\Delta_x u_N[\varrho] = \varrho$ by definition of $u_N[\varrho]$. Using (3.19), we have

$$
\left| \left\langle \partial_x, \partial_x, u_N[\varrho], \int_{\mathbb{R}^d} v_i v_j f^\perp \, dv \right\rangle_{L^2(\Omega)} \right| \lesssim \|\nabla_x^2 u_N[\varrho]\|_{L^2(\Omega)} \|f^\perp\|_H \\
\lesssim \|\varrho\|_{L^2(\Omega)} \|f^\perp\|_H,
$$

from which it follows, thanks to Young’s inequality,

$$
A \geq \frac{1}{2} \|\varrho\|_{L^2(\Omega)}^2 - C \|\theta\|_{L^2(\Omega)}^2 - C \|f^\perp\|_H^2.
$$
We now investigate the boundary term \( B \). Thanks to Lemma 3.2 we have

\[
B = \int_{\Sigma} \nabla_x u_N[g] \cdot v \gamma_f n(x) \cdot v \, dv \, d\sigma_x \\
= \int_{\Sigma^+} \nabla_x u_N[g] \cdot v \alpha(x) D^f n(x) \cdot v \, dv \, d\sigma_x \\
+ \int_{\Sigma^+} \nabla_x u_N[g] \cdot [v - R_x v](1 - \alpha(x)) D^f n(x) \cdot v \, dv \, d\sigma_x \\
+ \int_{\Sigma^+} \nabla_x u_N[g] \cdot [v - R_x v] D^f n(x) \cdot v \, dv \, d\sigma_x \\
=: B_1 + B_2 + B_3,
\]

and we remark that

\[
v - R_x v = 2n(x)(n(x) \cdot v),
\]

so that

\[
\nabla_x u_N[g] \cdot [v - R_x v] = 2\nabla_x u_N[g] \cdot n(x) (n(x) \cdot v).
\]

Therefore, thanks to the boundary condition satisfied by \( u_N[g] \) in (3.18), we already obtain \( B_2 = B_3 = 0 \).

In the case \( \alpha \equiv 0 \), we also have \( B_1 = 0 \). Otherwise, when \( \alpha \not\equiv 0 \), the Cauchy-Schwarz inequality and (3.19) yield

\[
|B_1| \lesssim \|\nabla_x u_N[g]\|_{L^2(\partial\Omega)} \|\alpha D^f \|_{\partial\Omega} \\
\lesssim \|g\|_{L^2(\Omega)} \|\alpha D^f \|_{\partial\Omega}.
\]

The proof is then complete by gathering all the previous estimates, using Young’s inequality and observing again that \( \sqrt{\alpha(2 - \alpha)} \geq \alpha \).

3.6 Proof of Theorem 1.1

We define the scalar product \( \langle \cdot, \cdot \rangle \) on \( \mathcal{H} \) by

\[
\langle f, g \rangle := \langle f, g \rangle_{\mathcal{H}} + \eta_1 \langle -\nabla_x u[\theta[f], M_p[g] \rangle_{L^2(\Omega)} + \eta_1 \langle -\nabla_x u[\theta[g], M_p[f] \rangle_{L^2(\Omega)} \\
+ \eta_2 \langle -\nabla_x U[m[f], M_q[g] \rangle_{L^2(\Omega)} + \eta_2 \langle -\nabla_x U[m[g], M_q[f] \rangle_{L^2(\Omega)} \\
+ \eta_3 \langle -\nabla_x u_N[\theta[f], m[g] \rangle_{L^2(\Omega)} + \eta_3 \langle -\nabla_x u_N[\theta[g], m[f] \rangle_{L^2(\Omega)}
\]

with \( 0 \ll \eta_3 \ll \eta_2 \ll \eta_1 \ll 1 \), and where we recall that the moments \( M_p \) and \( M_q \) are defined respectively in (3.4) and (3.12); \( u[\theta[f]] \) is the solution of the Poisson equation (2.1) with data \( \theta[f] \); \( U[m[f]] \) is the solution to the elliptic system (2.17) with data \( m[f] \); \( u_N[\theta[f]] \) is the solution to the Poisson equation with homogeneous Neumann boundary condition (3.18) with data \( \theta[f] \), and similarly for the terms depending on \( g \). We denote by \( \|\cdot\| \) the norm associated to the scalar product \( \langle \cdot, \cdot \rangle \), and we observe that

\[
\|f\|_{\mathcal{H}} \lesssim \|f\| \lesssim \|f\|_{\mathcal{H}}.
\]

Let \( f \) satisfy the assumptions of Theorem 1.1. Recalling that we denote \( \theta = \theta[f], m = m[f] \) and \( \theta = \theta[f], \) noting that \( \sqrt{\alpha(2 - \alpha)} \geq \alpha \) since \( \alpha \) takes values in \([0,1]\), and
gathering Lemmas 3.1, 3.4, 3.6 and 3.8, one has

\[
\langle -\mathcal{L} f, f \rangle \geq \lambda \|f^+\|^2_H + \frac{1}{2} \sqrt{\alpha(2 - \alpha)D^+ f_+\|\}_{\mathcal{H}_+}^2 \\
+ \eta_1 (\kappa_1 ||\theta||_{L_2(\Omega)}^2 - C ||m||_{L_2(\Omega)} ||f^+||_H \\
- C ||f^+||_H^2 - C \sqrt{\alpha(2 - \alpha)D^+ f_+\|\}_{\mathcal{H}_+}^2) \\
+ \eta_2 (\kappa_2 ||m||_{L_2(\Omega)}^2 - C ||\theta||_{L_2(\Omega)} ||f^+||_H - C ||\theta||_{L_2(\Omega)}^2 C ||m||_{L_2(\Omega)} ||f^+||_H \\
- C ||\theta||_{L_2(\Omega)}^2 - C \sqrt{\alpha(2 - \alpha)D^+ f_+\|\}_{\mathcal{H}_+}^2) \\
+ \eta_3 (\kappa_3 ||\theta||_{L_2(\Omega)}^2 - C ||m||_{L_2(\Omega)}^2 - C ||\theta||_{L_2(\Omega)}^2 \\
- C ||f^+||_H^2 - C \sqrt{\alpha(2 - \alpha)D^+ f_+\|\}_{\mathcal{H}_+}^2).
\]

Thanks to Young’s inequality, we have

\[
\eta_1 C ||m||_{L_2(\Omega)} ||f^+||_H \leq \frac{\lambda}{4} ||f^+||_H^2 + C \eta_1^2 ||m||_{L_2(\Omega)}^2, \\
\eta_2 C ||\theta||_{L_2(\Omega)} ||f^+||_H \leq \frac{\lambda}{4} ||f^+||_H^2 + C \eta_2^2 ||\theta||_{L_2(\Omega)}^2, \\
\eta_3 C ||\theta||_{L_2(\Omega)} ||m||_{L_2(\Omega)} \leq \frac{\eta \kappa_1}{2} ||\theta||_{L_2(\Omega)}^2 + C \frac{\eta^2}{\eta_1} ||\theta||_{L_2(\Omega)}^2.
\]

We thus obtain

\[
\langle -\mathcal{L} f, f \rangle \geq \left( \frac{\lambda}{2} - \eta_1 C - \eta_2 C - \eta_3 C \right) ||f^+||_H^2 \\
+ \left( \frac{1}{2} - \eta_1 C - \eta_2 C - \eta_3 C \right) \sqrt{\alpha(2 - \alpha)D^+ f_+\|\}_{\mathcal{H}_+}^2 \\
+ \left( \frac{\eta \kappa_1}{2} - \eta_2 C - \eta_3 C \right) ||\theta||_{L_2(\Omega)}^2 \\
+ \left( \eta_2 \kappa_2 - \eta_1^2 C - \eta_3 C \right) ||m||_{L_2(\Omega)}^2 \\
+ \left( \eta_3 \kappa_3 - \eta_2^2 C - \frac{\eta^2}{\eta_1} \right) ||\theta||_{L_2(\Omega)}^2.
\]

We now choose \(\eta_1 := \eta, \eta_2 := \eta^3, \eta_3 := \eta^2\), and we deduce

\[
\langle -\mathcal{L} f, f \rangle \geq \left( \frac{\lambda}{2} - \eta C \right) ||f^+||_H^2 + \left( \frac{1}{2} - \eta C \right) \sqrt{\alpha(2 - \alpha)D^+ f_+\|\}_{\mathcal{H}_+}^2 \\
+ \eta \left( \frac{\kappa_1}{2} - \eta^2 C \right) ||\theta||_{L_2(\Omega)}^2 + \eta^2 \left( \kappa_2 - \eta^3 C \right) ||m||_{L_2(\Omega)}^2 \\
+ \eta^3 \left( \kappa_3 - \eta^2 C \right) ||\theta||_{L_2(\Omega)}^2.
\]

Choosing \(0 < \eta < 1\) small enough, we get

\[
\langle -\mathcal{L} f, f \rangle \geq \kappa \left( ||f^+||_H^2 + ||\theta||_{L_2(\Omega)}^2 + ||m||_{L_2(\Omega)}^2 + ||\theta||_{L_2(\Omega)}^2 \right) \\
+ \kappa' \sqrt{\alpha(2 - \alpha)D^+ f_+\|\}_{\mathcal{H}_+}^2
\]

for some constants \(\kappa, \kappa' > 0\). We conclude the proof of Theorem 1.1 since

\[
||f^+||_H^2 + ||\theta||_{L_2(\Omega)}^2 + ||m||_{L_2(\Omega)}^2 + ||\theta||_{L_2(\Omega)}^2 = ||f||_H^2
\]

and \(\cdot\|\mathcal{H}\) is equivalent to \(||\cdot||\).

\[\square\]
4 Weakly coercive operators

In this section we extend our method to the case in which the collision operator $\mathcal{C}$ is *weakly coercive*, that is, it satisfies assumption (A2') below which is weaker than the coercive estimate of assumption (A2) in Subsection 1.1.

In this situation we do not expect to obtain an exponential decay but only a sub-exponential decay supposing further integrability/regularity properties of the initial data; in other words the semigroup associated to the full linear operator $\mathcal{L}$ is not uniformly exponentially stable but only strongly stable.

These weakly coercive operators arise naturally in several classes of evolution PDEs. In the setting of control theory and wave-type equations we refer to the works [64, 65, 19, 2, 63] and the references therein, in which the energy of the equation is shown to decay with non-exponential rate. These results have then inspired an abstract theory for strongly stable semigroups. We refer to [11, 9, 10] and the references therein, where such a line of research is developed.

In the framework of kinetic equations, the works [21, 22] have established the sub-exponential decay of the semigroup associated to the linearized cutoff Boltzmann equation with soft potentials. We also refer to the works [76, 77] that establish decay estimates for the non-cutoff Boltzmann and Landau equations with very soft potentials, as well as [25] for the Landau equation. All these results are established in the torus or the whole space, and, to the best of our knowledge, the only works concerning domains with boundary conditions are the recent results of [51] for the Landau equation with specular reflection boundary condition, and [41] for non-cutoff Boltzmann and Landau equations in a finite channel with specular reflection or inflow boundary conditions. Concerning Fokker-Planck equations and kinetic Fokker-Planck equations we shall quote [73, 59] and [23], as well as the references therein. We also mention the results concerning degenerate linear transport equations [31, 12, 20], as well as degenerate linear Boltzmann equations [53]. Finally, the free transport equation with diffusive or Maxwell boundary condition has been tackled in [3, 62, 13] for instance.

We assume in this section that the operator $\mathcal{C}$ satisfies (A1) on $L^2_c(\mu^{-1})$, as well as:

(A2') The operator is self-adjoint on $L^2_c(\mu^{-1})$ and negative $(\mathcal{C} f, f)_{L^2_c(\mu^{-1})} \leq 0$, so that its spectrum is included in $\mathbb{R}_-$, and (1.11) holds true for any $g \in \text{Dom}(\mathcal{C})$. We assume further that $\mathcal{C}$ satisfies a weak coercivity estimate: there is a positive constant $\lambda > 0$ and a radially symmetric function $\omega_0 : \mathbb{R}^d \to [1, \infty)$ with $\lim_{|v| \to \infty} \omega_0(v) = \infty$ such that for any $f \in \text{Dom}(\mathcal{C})$ one has

$$(-\mathcal{C} f, f)_{L^2_c(\mu^{-1})} \geq \lambda \|f\|_{L^2_c(\omega_0^{-1} \mu^{-1})}^2,$$

where $f^\perp := f - \pi f$.

(A3') For any polynomial function $\phi = \phi(v) : \mathbb{R}^d \to \mathbb{R}$ of degree $\leq 4$, one has $\mu \phi \in \text{Dom}(\mathcal{C})$ with

$$\|\mathcal{C} (\mu \phi)\|_{L^2_c(\omega_0^{-1} \mu^{-1})} < \infty,$$

and, for some positive constant $C > 0$, for all $f \in \text{Dom}(\mathcal{C})$,

$$\left| \int_{\mathbb{R}^d} \phi(v) f^\perp dv \right| \leq C \|f\|_{L^2_c(\omega_0^{-1} \mu^{-1})}.$$

(A4) There exists a radially symmetric function $\omega_1 : \mathbb{R}^d \to [1, \infty)$ with $\lim_{|v| \to \infty} \omega_1(v) = \infty$ and a positive constant $C > 0$ such that for any $f \in \text{Dom}(\mathcal{L})$, one has

$$\langle \mathcal{L} f, f \rangle_{L^2_c(\omega_1^{-1} \mu^{-1})} \leq C \|f\|_{L^2_c(\omega_0^{-1} \mu^{-1})}^2.$$
We recall that \( \mathcal{H} = L^2_{x,v}(\mu^{-1}) \) and in this Section, we will also use the following notations: \( \mathcal{H}_0 := L^2_{x,v}(\omega_0^{-1} \mu^{-1}) \) and \( \mathcal{H}_1 := L^2_{x,v}(\omega_1 \mu^{-1}) \). Remark now that we have

\[
\|f^\perp\|^2_{\mathcal{H}_0} + \|\pi f\|^2_{\mathcal{H}_0} \lesssim \|f\|^2_{\mathcal{H}_0} \leq \|f^\perp\|^2_{\mathcal{H}_0} + \|\pi f\|^2_{\mathcal{H}_0}
\]

and

\[
\|\pi f\|^2_{\mathcal{H}_0} \lesssim \|\phi\|^2_{L^2_\omega(\Omega)} + \|m\|^2_{L^2_\omega(\Omega)} + \|\theta\|^2_{L^2_\omega(\Omega)} \lesssim \|\pi f\|^2_{\mathcal{H}_0}.
\]

Repeating the proof of Theorem 1.1 with the above assumptions we obtain:

**Theorem 4.1.** There exists a scalar product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) on the space \( \mathcal{H} \) so that the associated norm \( \| \cdot \|_{\mathcal{H}} \) is equivalent to the usual norm \( \| \cdot \|_{\mathcal{H}_0} \), and for which the linear operator \( \mathcal{L} \) satisfies the following weak coercivity estimate: there is a positive constant \( \kappa > 0 \) such that one has

\[
\langle -\mathcal{L} f, f \rangle_{\mathcal{H}} \geq \kappa \|f\|^2_{\mathcal{H}_0}
\]

for any \( f \in \text{Dom}(\mathcal{L}) \) satisfying the boundary condition (1.2), assumption (C1) and furthermore assumptions (C2)–(C3) in the specular reflection case (\( \alpha \equiv 0 \) in (1.2)).

As a consequence of the weak coercivity estimate for \( \mathcal{L} \), we obtain the following result of sub-exponential decay to equilibrium.

**Theorem 4.2.** Let \( f_{in} \in \mathcal{H}_1 \) satisfying condition (C1) and furthermore (C2)–(C3) in the specular reflection case (\( \alpha \equiv 0 \) in (1.2)). There exist a positive constant \( C > 0 \) and a decreasing function \( \vartheta : \mathbb{R}_+ \to \mathbb{R}_+ \) with \( \lim_{t \to \infty} \vartheta(t) = 0 \) such that for any solution \( f \) to (1.1)–(1.2) (with \( \mathcal{L} \) satisfying (A1)–(A2’)–(A3’)–(A4) above) associated to the initial data \( f_{in} \), there holds

\[
\|f(t)\|_{\mathcal{H}} \leq C \vartheta(t) \|f_{in}\|_{\mathcal{H}_1}, \quad \forall t \geq 0.
\]

**Proof of Theorem 4.2.** Let \( f \) be a solution to (1.1)–(1.2) associated to \( f_{in} \in \text{Dom}(\mathcal{L}) \), the general case when \( f_{in} \in \mathcal{H}_1 \) then deduces by a usual density argument. Thanks to Theorem 4.1, we have

\[
\frac{d}{dt} \|f(t)\|^2_{\mathcal{H}} = \langle \mathcal{L} f(t), f(t) \rangle_{\mathcal{H}} \leq -\kappa \|f(t)\|^2_{\mathcal{H}_0}.
\]  

(4.1)

Remark that for any \( R > 0 \) we have the following interpolation inequality

\[
\|g\|^2_{\mathcal{H}} \leq \omega_0(R) \|g\|^2_{\mathcal{H}_0} + \frac{1}{\omega_1(R)} \|g\|^2_{\mathcal{H}_1}.
\]

(4.2)

Moreover we claim that there is a constant \( C > 0 \) such that

\[
\|f(t)\|_{\mathcal{H}_1} \leq C \|f_{in}\|_{\mathcal{H}_1}.
\]

(4.3)

Indeed for \( \delta > 0 \) small enough, we define the following scalar product on \( \mathcal{H}_1 \)

\[
\langle f, g \rangle_{\mathcal{H}_1} := \delta \langle f, g \rangle_{\mathcal{H}_1} + \langle f, g \rangle_{\mathcal{H}}.
\]

Gathering (A4) and Theorem 4.1, we obtain

\[
\langle \mathcal{L} f, f \rangle_{\mathcal{H}_1} \leq (\delta C - \kappa) \|f\|^2_{\mathcal{H}_0} \leq 0,
\]

which implies the claim by observing that the norm associated to \( \langle \cdot, \cdot \rangle_{\mathcal{H}_1} \) is equivalent to the standard norm on \( \mathcal{H}_1 \).
From (4.1), (4.2) and (4.3), we therefore deduce
\[
\frac{d}{dt} \|f(t)\|_{H}^2 \leq - \frac{\kappa}{\omega_{0}(R)} \|f(t)\|_{H}^2 + \frac{\kappa}{\omega_{0}(R)\omega_{1}(R)} \|f(t)\|_{H_{1}}^2
\]
for some constant \( c > 0 \), where we have used in last line that \( \| \cdot \|_{H} \) and \( \| \cdot \|_{H} \) are equivalent, and the above claim. From the above inequality it follows
\[
\|f(t)\|_{H}^2 \leq \exp\left( -\frac{c\kappa}{\omega_{0}(R)} t \right) \|f_{in}\|_{H}^2 + \frac{C}{c\omega_{1}(R)} \|f_{in}\|_{H_{1}}^2
\]
for any \( R > 0 \). Defining
\[
\vartheta(t) := \left( \inf_{R>0} \left\{ \exp\left( -\frac{c\kappa}{\omega_{0}(R)} t \right) + \frac{C}{c\omega_{1}(R)} \right\} \right)^{\frac{1}{2}},
\]
we hence obtain
\[
\|f(t)\|_{H} \leq \vartheta(t) \|f_{in}\|_{H_{1}},
\]
which concludes the proof using again that \( \| \cdot \|_{H} \) and \( \| \cdot \|_{H} \) are equivalent.

\[\square\]

5 Hydrodynamic limits

In this part, we study the following rescaled problem:

\[
\partial_{t} f = \mathcal{L}_{\varepsilon} f := -\frac{1}{\varepsilon} v \cdot \nabla x f + \frac{1}{\varepsilon^2} \mathcal{C} f \quad \text{in} \quad (0, \infty) \times \Omega, \quad (5.1)
\]
\[
\gamma_{-} f = R \gamma_{+} f \quad \text{on} \quad (0, \infty) \times \Sigma, \quad (5.2)
\]

with \( \varepsilon \in (0, 1) \), \( \mathcal{C} \) satisfying assumptions (A1), (A2) and (A3) introduced in Subsection 1.1 and the boundary condition (5.2) being the same as (1.2) described in Subsection 1.1. The motivation to study this problem comes from the issue of deriving the incompressible Navier-Stokes-Fourier system from kinetic equations. Indeed, it is well-known (see [7]) that in order to reach this goal, we shall introduce the dimensionless Knudsen number \( \varepsilon \) and the problem reduces to the analysis of the following equation

\[
\partial_{t} F^{\varepsilon} = \mathcal{L}_{\varepsilon} F^{\varepsilon} + \frac{1}{\varepsilon} Q(F^{\varepsilon}, F^{\varepsilon}) \quad (5.3)
\]

with

\[
\mathcal{L}_{\varepsilon} f = -\frac{1}{\varepsilon} v \cdot \nabla x f + \frac{1}{\varepsilon^2} \mathcal{C} f, \quad \mathcal{C} f := Q(\mu, f) + Q(f, \mu).
\]

Then, in order to derive the incompressible Navier-Stokes-Fourier limit from kinetic equations, the purpose is to prove that, as \( \varepsilon \) goes to 0, a solution \( F^{\varepsilon} \) to (5.3) converges towards some limit that depends on time and space variables only through macroscopic quantities that are solutions to the incompressible Navier-Stokes-Fourier system. The starting point of this study is the analysis of the linearized problem (5.1) and our method is robust enough to treat this rescaled problem. More precisely, we are able to provide a result of large time stability for the linear problem (5.1)-(5.2) uniformly with respect to the parameter \( \varepsilon > 0 \).
The problem of deriving incompressible Navier-Stokes equation from Boltzmann equation has been largely studied in the framework of weak solutions (renormalized for the Boltzmann equation and Leray type for the Navier-Stokes one), in the torus, the whole space or bounded domains. We do not make an extensive presentation here of this type of result but just mention the papers [7, 6] in which this program has been initiated and [46] in which the first complete proof of convergence has been obtained in the whole space. We also mention the works [67, 74, 57] in which the problem has been treated in bounded domains starting from the renormalized solutions constructed in [70].

Concerning the case of strong solutions, we mention the works [8, 30] and more recent ones [1, 15, 18, 45, 58, 72] which are all framed in the torus and/or the whole space. To our knowledge, no result of derivation is available for strong solutions in a bounded domain. The study of this derivation will be the object of a forthcoming work. We focus here on the study of the linearized rescaled problem (5.1)-(5.2).

We here give an adapted version of Theorem 1.1 in our new rescaled framework:

**Theorem 5.1.** There exists a scalar product $\langle \cdot, \cdot \rangle_{\varepsilon}$ on the space $\mathcal{H}$ so that the associated norm $\| \cdot \|_{\varepsilon}$ is equivalent to the usual norm $\| \cdot \|_{\mathcal{H}}$ uniformly in $\varepsilon \in (0, 1]$, and for which the linear operator $\mathcal{L}_\varepsilon$ satisfies the following coercivity estimate: there is a positive constant $\kappa > 0$ such that for any $\varepsilon \in (0, 1]$, one has

$$\langle -\mathcal{L}_\varepsilon f, f \rangle_{\varepsilon} \geq \kappa \| f \|_{\mathcal{H}}^2 + \frac{\kappa}{\varepsilon^2} \| f \|_{\mathcal{H}}^2,$$

for any $f \in \text{Dom}(\mathcal{L})$ satisfying the boundary condition (5.2), assumption (C1) and furthermore assumptions (C2)-(C3) in the specular reflection case ($\alpha \equiv 0$ in (1.2)).

**Sketch of the proof of Theorem 5.1.** Using the same notations as in Subsection 3.6, we introduce the following scalar product on $\mathcal{H}$:

$$\langle f, g \rangle_{\varepsilon} := \langle f, g \rangle_{\mathcal{H}} + \eta_1 \varepsilon \langle -\nabla_x u[\theta[f]], M_p[g] \rangle_{L^2_\varepsilon} + \eta_1 \varepsilon \langle -\nabla_x u[\theta[g]], M_p[f] \rangle_{L^2_\varepsilon} + \eta_2 \varepsilon \langle -\nabla_x U[m[f]], M_q[g] \rangle_{L^2_\varepsilon} + \eta_2 \varepsilon \langle -\nabla_x U[m[g]], M_q[f] \rangle_{L^2_\varepsilon} + \eta_3 \varepsilon \langle -\nabla_x uN[g[f]], m[g] \rangle_{L^2_\varepsilon} + \eta_3 \varepsilon \langle -\nabla_x uN[g[g]], m[f] \rangle_{L^2_\varepsilon},$$

with $0 \ll \eta_3 \ll \eta_2 \ll \eta_1 \ll 1$ chosen as in the proof of Theorem 1.1. We denote by $\| \cdot \|_{\mathcal{H}}$ the norm associated to the scalar product $\langle \cdot, \cdot \rangle_{\varepsilon}$, and we observe that

$$\| f \|_{\mathcal{H}} \lesssim \| f \|_{\varepsilon} \lesssim \| f \|_{\mathcal{H}},$$

where the multiplicative constants are uniform in $\varepsilon \in (0, 1]$. The norms $\| \cdot \|_{\mathcal{H}}$ and $\| \cdot \|_{\varepsilon}$ are thus equivalent independently of $\varepsilon \in (0, 1]$. Repeating the proof of Theorem 1.1, we obtain the desired result.

Using once more this equivalence of norms, we are able to prove the following stability result for our equation (5.1)-(5.2) uniformly in $\varepsilon \in (0, 1]$:

**Theorem 5.2.** Let $f_{\varepsilon \infty} \in \mathcal{H}$ satisfying condition (C1) and furthermore (C2)-(C3) in the specular reflection case ($\alpha \equiv 0$ in (1.2)). There exist positive constants $\kappa, C > 0$ independent of $\varepsilon \in (0, 1]$ such that for any solution $f_\varepsilon$ to (5.1)-(5.2) associated to the initial data $f_{\varepsilon \infty}$, for any $\varepsilon \in (0, 1]$ and for any $t \geq 0$, there holds

$$\| f_\varepsilon(t) \|_{\mathcal{H}} \leq Ce^{-\kappa t} \| f_{\varepsilon \infty} \|_{\mathcal{H}} \quad \text{and} \quad \frac{1}{\varepsilon^2} \int_0^\infty \| (f_\varepsilon)^{(\perp)}(s) \|_{\mathcal{H}}^2 e^{2\kappa s} \, ds \leq C \| f_{\varepsilon \infty} \|_{\mathcal{H}}^2.$$
**Remark 5.3.** Notice that we can perform the same analysis to extend the result of this Section to operators that satisfy a weak coercivity estimate as in Section 4. Namely, one can obtain sub-exponential decay of the solution $f^\varepsilon$ to (5.1)-(5.2), that is uniform in $\varepsilon \in (0, 1]$, when the collision operator $C$ involved in (5.1) satisfy assumptions (A1), (A2'), (A3') and (A4) of Section 4.
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