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Abstract

In this work, we initiate the study of proximity testing to Algebraic Geometry (AG) codes. An AG code $C = C(X, P, D)$ over an algebraic curve $X$ is a vector space associated to evaluations on $P \subseteq X$ of functions in the Riemann-Roch space $L_X(D)$. The problem of testing proximity to an error-correcting code $C$ consists in distinguishing between the case where an input word, given as an oracle, belongs to $C$ and the one where it is far from every codeword of $C$. AG codes are good candidates to construct probabilistic proof systems, but there exists no efficient proximity tests for them. We aim to fill this gap.

We construct an Interactive Oracle Proof of Proximity (IOPP) for some families of AG codes by generalizing an IOPP for Reed-Solomon codes, known as the FRI protocol [9]. We identify suitable requirements for designing efficient IOPP systems for AG codes. Our approach relies on a neat decomposition of the Riemann-Roch space of any invariant divisor under a group action on a curve into several explicit Riemann-Roch spaces on the quotient curve. We provide sufficient conditions on an AG code $C$ that allow to reduce a proximity testing problem for $C$ to a membership problem for a significantly smaller code $C'$. As concrete instantiations, we study AG codes on Kummer curves and curves in the Hermitian tower. The latter can be defined over polylogarithmic-size alphabet. We specialize the generic AG-IOPP construction to reach linear prover running time and logarithmic verification on Kummer curves, and quasilinear prover time with polylogarithmic verification on the Hermitian tower.
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1 Introduction

Let $C \subset \Sigma^S$ be an evaluation code with evaluation domain $S$ of size $n$ and alphabet $\Sigma$. For $u \in \Sigma^S$, if $\Delta(u, C) > \delta$, we say that $u$ is $\delta$-far from $C$ and $\delta$-close otherwise. We address the problem of proximity testing to a code $C$, i.e. given a code $C$ and assuming a verifier has oracle access to a function $f : S \rightarrow \Sigma$, distinguish between the case where $f \in C$ and $f$ is $\delta$-far from $C$. In this paper, we focus on the case where $C$ is an AG code. An algebraic geometry (AG) code $C = C(X, P, D)$ is a vector space formed by evaluations on a set $P \subset X$ of functions in the Riemann-Roch space $L_X(D)$. We address this problem in the Interactive Oracle Proof model [15], which has demonstrated to be particularly promising for the design of proof systems in the past few years.

Context of this work. Under the generic term of arithmetization [34], algebraic techniques for constructing proof systems using properties of low-degree polynomials have emerged from the study of interactive proofs [5, 24]. Arithmetization techniques have been enhanced and fruitfully applied to other broad families of proof systems since then, including probabilistically checkable proofs (PCPs, [6, 3, 2]). Loosely speaking, in a probabilistic proof system for a binary relation $R$, the arithmetization process transforms any instance-witness pair $(x, w)$ into a word that belongs to a certain error-correcting code $C$ if $(x, w) \in R$, and is very far from $C$ otherwise.

Since the seminal works of Kilian [31] and Micali [38], a lot of efforts have been put into making PCPs efficient enough to obtain practical sublinear non-interactive arguments for delegating computation. In search of reducing the work required to generate such probabilistic proofs, as well as the communication complexity of succinct arguments based on them, Interactive Oracle Proofs (IOPs, [15, 42]) have been introduced as a common generalization of PCPs, IPs and IPCPs [28].

Considering for the first time univariate polynomials instead of multivariate ones, [19, 23] constructed a PCP with quasilinear proof length and constant query complexity. Since then, efficient transparent and zero-knowledge non-interactive arguments have been designed by relying on Reed-Solomon (RS) codes, including [1, 10, 14, 13, 30, 22, 49]. At some point, aforementioned sublinear arguments require a proximity test for RS codes.

As a solution, one can use an IOP of Proximity for Reed-Solomon codes (an IOP of Proximity [12] is the natural extension to the IOP model of a PCP of Proximity). In an IOP of Proximity (IOPP) for an error-correcting code, a verifier is given as input a code, has oracle access to a function (a purported codeword) and interacts with a prover. After the interaction, the verifier accepts if the function is indeed a codeword, and rejects with high probability if the function is far from any codeword. We defer the formal definition of an IOPP to Section 1.1.

The FRI protocol is a prover-efficient IOP of Proximity for testing proximity to Reed-Solomon codes evaluated over well-chosen evaluation points (introduced by [9] and further improved in [18, 16, 11]). It admits linear prover time, logarithmic verifier time and logarithmic query complexity. While being sub-optimal for some parameters, the FRI
protocol is highly-efficient in practice and is a crucial tool in systems deployed in the real-world. For instance, [12, 43] proposed IOPP constructions for RS codes with constant query complexity whereas the FRI protocol has logarithmic query complexity.

The main drawback of RS codes is that they must have an alphabet size larger than their length. AG codes [25], as evaluations of a set of functions at some designated rational points on a given curve, extend the notion of Reed-Solomon codes and inherit many of their interesting properties. Therefore, replacing RS codes with AG codes is not only natural but has also led to improvements in the past. Examples of cryptographic applications of AG codes include public key cryptography, distributed storage, secret sharing and multi-party computation. A feature for a family of codes that facilitates arithmetization is a multiplication property [37], namely the fact that the component-wise multiplication of two codewords results in codewords in a code whose minimum distance is still good. This multiplication property actually emulates multiplication of low-degree polynomials. Algebraic geometry codes not only feature this multiplication property but may also have arbitrary large length given a fixed finite field $\mathbb{F}$, unlike RS codes.

**Limitations of Reed-Solomon codes.** We identify two limitations of using RS codes in IOPs.

As mentioned earlier, RS codes are the simplest case of AG codes, but possess an inherent limitation: the alphabet size must be larger than the block length of the code. Therefore, practical IOP-based succinct arguments are designed over large fields.

The second limitation is related to the algebraic structure of the field. RS-IOPPs [19, 9] require the set $D \subseteq \mathbb{F}$ of evaluation points to have a special structure. Concretely, the field must contain a subgroup of large smooth order, typically a power of 2 which is larger than the size of the non-deterministic computation to be verified. Depending on the applications of succinct non-interactive arguments, a base field might already be imposed. This is for instance the case for standard digital signature schemes. For computations whose size exceeds the order of the largest smooth subgroup of the field, RS-IOPPs known to date can no longer be used.

We observe that lowering the size of field elements may not significantly shorten the length of IOP-based succinct non-interactive arguments (see [15]). There are, however, other reasonable motivations to replace RS codes with AG ones. We explain below how AG codes could circumvent the limitations of RS codes.

**Why can AG codes be useful?** First, working over smaller fields lowers the cost of field operations\(^1\). For concrete efficiency, complexity measures such as prover time and verifier time are closely examined. Reducing significantly the size of the alphabet would have a direct impact on the binary cost of arithmetic operations. Smaller fields could enhance efficiency of proof systems since arithmetization of general circuits would be more efficient. Moreover, on the prover side, the bit complexity of encoding codewords might be smaller.

A popular belief is that encoding with AG codes is an heavy task. It is surely true in general, but there are explicit families of AG codes for which there are quasilinear time encoding algorithms [8]. We discuss more about encoding in Section 1.3. On another note, putting forward applications of AG codes can motivate the study of fast encoding algorithms for AG codes, in particular in the computer algebra community.

---

\(^1\) Consider the application of checking the correct execution of a size $n$ computation. Then an RS-based IOP for this problem will work over a field of size $\Omega(n)$. This means that a single addition of two field elements will cost $\Omega(\log n)$ operations. If the IOP is instead based on a code with polylogarithmic-size alphabet, the cost of a single addition is only $\Omega(\log(\log(\log(n))))$.\)
One may be concerned by the overhead of reducing the alphabet size when targeting a soundness error less than $2^{-\kappa}$. Notice that it is possible to sample enough bits of randomness from an extension field when needed, or to repeat only some parts of the protocol (see [44, 9]). For instance, the soundness error of our IOPP is bounded from below by $|F|^{-1}$. Reaching the targeting soundness requires to repeat the interactive phase of the IOPP $s$ times, inducing a factor $s \simeq \frac{s}{\log|F|}$ multiplicative overhead for the prover. A rough estimation of bit complexities does not show evidence of a significant overhead. Overall, a proof system supporting small fields might be more efficient: any part of the protocol which does not contribute to the soundness error could benefit from cheaper field operations.

In addition, AG codes offer more flexibility on the choice of the field. For computations of size $n$, we propose AG codes for which the field is not required to admit an $n$-th root of unity (unlike RS-IOPP on a prime field). Specifically, for AG codes over Kummer curves, the base field needs only to have a $N$-th root of unity, where $N$ divides $n$. For AG codes over curves in a Hermitian tower (which admits a polylogarithmic-size alphabet), our IOPP does not involve any assumption on the alphabet, except that it must be a degree-2 extension of a field $\mathbb{F}_q$, where $q$ is any prime power.

Finally, the question of whether there exist concretely efficient IOPPs for AG codes is motivated by both a theoretical and practical perspective.

1.1 Definition of an IOPP for a code

We are specifically interested in public-coin IOP of Proximity (IOPP) for a family of evaluation codes $\mathcal{C}$, thereby we specify our definition for this particular setting. An IOPP $(P, V)$ for a code $C$ is a pair of randomized algorithms, where both $P$ (the prover) and $V$ (the verifier) receive as explicit input the specification of a code $C \in \mathcal{C}$, $C \subseteq \Sigma^S$. We define the input size to be $n = |S|$. Furthermore, a purported codeword $f : S \rightarrow \Sigma$ is given as explicit input to $P$ and as an oracle to $V$. The prover and the verifier interact over at most $r(n)$ rounds. During this conversation, $P$ seeks to convince $V$ that the purported codeword $f$ belongs to the code $C$.

At each round, the verifier sends a message chosen uniformly and independently at random, and the prover answers with an oracle. Verifier’s queries to the prover’s messages are generated by public randomness and performed after the end of the interaction with the prover. Thus, such an IOPP is in particular a public-coin protocol (or Arthur-Merlin [5]).

Let us denote $(P \leftrightarrow V) \in \{\text{accept}, \text{reject}\}$ the output of $V$ after interacting with $P$. The notation $V(f)$ means that $f$ is given as an oracle input to $V$. We say that a pair of randomized algorithms $(P, V)$ is an IOPP system for the code $C \subseteq \Sigma^S$ with soundness error $s : (0, 1) \rightarrow [0, 1]$, if the following conditions hold:

**Perfect completeness:** If $f \in C$, then $\text{Pr}[P(C, f) \leftrightarrow V(f(C))] = \text{accept} = 1$.

**Soundness:** For any function $f \in \Sigma^S$ such that $\delta := \Delta(f, C) > 0$ and any unbounded malicious prover $P^*$, $\text{Pr}[(P^* \leftrightarrow V(f(C))] = \text{accept}] \leq s(\delta)$.

The length of any prover message is expressed in the number of symbols of an alphabet $\mathbf{a}(n)$. The sum of lengths of prover’s messages defines the proof length $l(n)$ of the IOPP. The query complexity $q(n)$ is the total number of queries made by the verifier to both the purported codeword $f$ and the oracle sent by the prover during the interaction. The prover complexity $t_p(n)$ is the time needed to generate prover messages during the interaction (which does not include the input function $f$). The verifier complexity $t_v(n)$ is the time spent by the verifier to make her decision when queries and query-answers are given as inputs.
1.2 Our results

In this section, we provide an overview of the three contributions of this paper. In all this work, we state complexities in field elements and field operations, where the field is the alphabet of the considered code. Asymptotic complexities are relative to the length of the code.

- The first one is a clear criterion for constructing IOPPs with linear proof length and sublinear query complexity for AG codes. Our hope with this result is to open up new possibilities for designing efficient probabilistic proof systems based on families of AG codes with constant rate and constant distance.

- The second contribution is a concrete instantiation for AG codes defined over Kummer-type curves. This IOPP has strictly linear prover time and strictly logarithmic verification (counted in field operations). Thus, we give a strict generalization of the FRI protocol for codes of length $n$ over an alphabet of size roughly $n^{2/3}$.

- The third one is a concrete instantiation for AG codes defined over a tower of Hermitian curves. Considering recursive towers enables to construct an IOPP for AG codes with polylogarithmic-size alphabet. For those codes, we give an IOPP with quasilinear prover time and polylogarithmic verification (counted in field operations).

Efficiency of our two AG-IOPP instantiations leverages the fact that proximity testing for these families of AG code can be reduced to a proximity test for a small RS code.

Generic criterion for constructing AG-IOPPs

Let $\mathcal{X}$ be a curve defined over a finite field $\mathbb{F}$, $D$ a divisor on the curve $\mathcal{X}$ and $\mathcal{P} \subset \mathcal{X}(\mathbb{F})$. This defines an AG code $C = C(\mathcal{X}, \mathcal{P}, D)$. We construct a sequence of curves

$$
\mathcal{X} := \mathcal{X}_0 \xrightarrow{\pi_0} \mathcal{X}_1 \xrightarrow{\pi_1} \mathcal{X}_2 \xrightarrow{\pi_2} \cdots \xrightarrow{\pi_{r-1}} \mathcal{X}_r,
$$

so that $\mathcal{X}_{i+1}$ arises as the quotient of the curve $\mathcal{X}_i$ by some automorphism subgroup $\Gamma_i$ under the quotient map $\pi_i$.

Using these consecutive projection maps, we construct a sequence of AG codes $(C_i)_{0 \leq i \leq r}$ of decreasing length to turn the proximity test of the function $f(0) = f$ to $C_0$ into a membership test of a function $f^{(r)}$ in $C_r$. We show that such a procedure is possible if there is a large enough (with respect to the length of the code $C_0$) group $\mathcal{G}$ in the automorphism group of $\mathcal{X}$ and under some hypotheses on the divisor $D$ (overviewed in Section 2.2, detailed in Section 4). An AG code fulfilling all the required conditions is called foldable.

Assuming that an AG code $C(\mathcal{X}, \mathcal{P}, D)$ of blocklength $n$ is foldable, we show that there is an $O(\log n)$-round IOPP for it, with linear proof length, sublinear query complexity and constant soundness (see Theorem 42).

In general, we observe that the larger is the group $\mathcal{G}$ acting on $\mathcal{X}_0$ compared to $n$, the smaller are the query complexity and the verifier decision complexity of the protocol.

However, we notice that the hypothesis on the size of $\mathcal{G}$ is not a necessary condition for constructing an IOPP with sublinear verification. For instance, if the curve $\mathcal{X}_r$ is isomorphic to the projective line $\mathbb{P}^1$, we can continue to recurse in order to reduce even more the size of the proximity testing problem. We propose two interesting families of AG codes for which it is the case.
Concrete IOPP for AG codes on Kummer curves

When $X$ is a Kummer curve of the form $y^N = f(x)$, we show how to choose $P$ and $D$ to make the AG code $C = C(X, P, D)$ foldable. We benefit from the action of the group $\mathbb{Z}/N\mathbb{Z}$ on $X$ that yields a quotient curve $X/(\mathbb{Z}/N\mathbb{Z})$ isomorphic to the projective line. This enables us to define a sequence of codes $(C_i)_{0 \leq i \leq s}$ such that $C_0 = C$ and the code $C_s$ is a Reed-Solomon code of dimension $(\deg D)/N + 1$.

**Theorem 1** (Informal, see Theorem 43). Let $C = C(X, P, D) \subset \mathbb{F}^P$ be a foldable AG code defined over a Kummer curve $X$ of equation $X : y^N = f(x)$ such that $\deg f = N\ell - 1$ for some integer $\ell > 0$ and $N$ is a smooth integer, coprime with $|\mathbb{F}|$. Assume $\mathbb{F}$ contains a primitive $N$-th root of unity. The block length $n := |P|$ is a multiple of $N$ and satisfies $n < \ell N^2 |\mathbb{F}|^{1/2}$. Let $f : P \to \mathbb{F}$ be a purported codeword. For every proximity parameter $\delta \in (0, 1)$ and soundness $\varepsilon \in (0, 1)$, there exists a public-coin IOPP system $(P, V)$ for $C$ with perfect completeness and the following properties:

- **rounds** $r(n) < \log n,$
- **proof length** $l(n) = O(n),$  
- **query complexity** $q(n) = O(\log n),$ 
- **prover complexity** $t_p(n) = O(n),$  
- **verifier decision complexity** $t_v(n) = O(\log n).$

It is worth noting that the Hermitian curve defined over $\mathbb{F}_q^2$ by $y^{q+1} = x^q + x$ satisfies the hypotheses of the previous theorem. It is well known to be maximal, i.e., it has the maximum number of rational points with respect to its geometry. Besides, we recall that Hermitian codes over alphabet $\Sigma$ support block length up to $|\Sigma|^{3/2}$.

**Concrete IOPP for AG codes on towers of Hermitian curves**

We recall that a tower of curves consists of an infinite sequence of curves

$$\mathbb{P}^1 = X_0 \leftarrow X_1 \leftarrow \ldots \leftarrow X_n \leftarrow \ldots$$

such that the number of rational points of the $n$-th curve tends to infinity as $n$ tends to infinity. Towers of curves play a prominent role in the history of AG codes as they define codes with outstanding length and correction capacity [47, 7].

The Hermitian tower is an example of the widely studied Artin-Scheier extensions [33, 45]. In this case, the curve $X_i$ arises as the quotient of the curve $X_{i+1}$ above modulo the action of a group of order $q$ of the finite field $\mathbb{F}_q^2$, the curve $X_0$ being isomorphic to the projective $\mathbb{P}^1$. Therefore, one can test proximity to an AG code from one of the curves $X_n$ by going down along the tower and then testing proximity to a RS code, whose degree can be expressed explicitly in terms of the initial AG code.

Beyond supporting polylogarithmic-size alphabet, AG codes over the Hermitian tower happen to be more naturally “foldable”. In particular, no additional assumptions on the alphabet are required.

We write $\text{polylog}(n)$ for functions that are in $O\left(\log^k(n)\right)$ for some $k$.

**Theorem 2** (Informal, see Theorem 46). Let $C = C(X, P, D) \subset \mathbb{F}^P$ be a foldable AG code over an alphabet $\mathbb{F}$ of size $|\mathbb{F}| = \Omega(\log^k(n))$ for some constant $k$. We denote $n = |P|$. Let $f : P \to \mathbb{F}$ be a purported codeword. For every proximity parameter $\delta \in (0, 1)$ and soundness $\varepsilon \in (0, 1)$, there exists a public-coin IOPP system $(P, V)$ for $C$ with perfect completeness and the following properties:
1.3 More on the practicality of AG codes

When constructing a proximity test for a code, it is assumed that the purported codeword is given as input to the prover. Thus, the prover complexity is computed thereof. While we heavily rely on the group of automorphisms of the curve for proving the existence of an efficient IOP for “foldable” AG codes, we emphasize that the work of the prover and the verifier during the protocol is essentially to perform some univariate polynomial interpolation tasks, with very small degree. In particular, neither the prover nor the verifier of the IOPP system needs to run an encoding algorithm for AG codes.

However, keeping applications to code-based IOP constructions in mind, the running time of the IOP prover is bounded from below by the time needed to encode codewords during arithmetization. Fast encoding for AG codes is not the most widely studied computational task, and is often a concern when suggesting constructions based on AG codes.

This is a reason why we focus our study on families of AG codes that are particularly likely to lead to practical implementations, as we argue next. Specifically, our study includes the two following subfamilies of one-point AG codes over small alphabets with constant rate and distance.

- The first family includes one-point AG codes over Kummer-type curves, and in particular the notorious Hermitian curve. [8] proposed an encoding algorithm with quasilinear complexity $\tilde{O}(n)$. Roughly speaking, [8] method consists in translating the encoding task into a bivariate polynomial multipoint-evaluation problem. Assuming that the evaluation points are well-structured, they view a bivariate polynomial in $\mathbb{F}[X,Y]$ as a polynomial in $\mathbb{F}[X][Y]$ in order to evaluate it thanks to two univariate multipoint evaluations. It is the same idea as the one for computing $m$-dimensional FFT from $m$ (univariate) FFTs.

- The second family of one-point AG codes arises from curves on the Hermitian tower and has an alphabet size polylogarithmic in the block length of the code. It is very likely that those codes could also be encoded in quasilinear time, by iteratively applying the encoding method proposed by [8].

We also point out that bases for Riemann-Roch spaces related to these codes are explicitly known.

1.4 Related work

We discuss works related to AG-based proximity testing. We emphasize that the motivation behind existing works was only theoretical. In particular, the PCP techniques being used are too complex to be implemented for verifying meaningful computations.

In 2013, [17] constructed a PCP with linear proof length and sublinear query complexity for boolean circuit satisfiability by relying on AG codes. More precisely, for any $\varepsilon > 0$ and instances of size $n$, their PCP has length $2^{O(1/\varepsilon)n}$ and query complexity $n^\varepsilon$. When aiming

---

2 In general, the asymptotic cost of the task of encoding an arbitrary linear code of length $n$ is $O(n^2)$ (using a generator matrix for the code).
at optimal proof length and query complexity as small as possible, this result remains the
state-of-the-art PCP construction. By using AG codes, the authors of [17] reduced the field
size to a constant, which avoids a logarithmic blowup in proof bit-length (occurring e.g.
in [19] when using univariate polynomials of degree \(m\) to encode binary strings of length
\(m\)). In [17], the authors pointed out that they are not able to apply proof composition [3]
to reduce the query complexity of their PCP because the decision complexity of the PCP
verifier is too large (polynomial in the query complexity).

Improving on [17], [12] proposed an IOP for boolean circuit satisfiability with linear proof
length and constant query complexity. The IOP of [12] invoked the sumcheck protocol [34]
on \(O(1)\)-wise tensor product of AG codes, which exponentially deteriorates the rate of the
base code. Then, they use Mie’s PCP of Proximity for non-deterministic languages [39] to
test proximity to the tensored code. Both constructions benefit from the use of AG codes to
get constant size alphabet and linear proof bit-lengths.

A recent work of [43] constructed an IOPP for any deterministic language which can be
decided in time \(poly(n)\) and space \(n^{o(1)}\). In particular, [43, Corollary 3.6] can be applied to
test proximity to AG codes. This IOPP outperforms our construction on some parameters: it
has constant round and query complexities, and proof length is slightly less than \(n\). However,
it is unlikely that [43]’s IOPP leads to a concrete implementation, which is a motivation for
our work. Indeed, prover running time is polynomial, and the inner IOP used for achieving
constant query complexity via proof composition is the heavy PCPP of [39]. Mie’s PCPP is
a theoretical and complex tool used to achieve constant query (e.g in [12, 13, 20]), but it is
seen as impractical\(^3\).

By contrast, we exhibit two explicit families of AG codes for which we are able to construct
a proximity test with linear prover running time and logarithmic verification (for the first one)
and quasilinear prover time with polylogarithmic verification (for the second one). The main
point however, is that our construction is undoubtedly much simpler to implement: the most
complex task of the prover and the verifier is simply to perform univariate interpolations
(with very small degrees). The technical difficulties are in analyzing the conditions allowing
the construction, but the protocol itself is very similar to the FRI protocol. IOPP inspired
by the FRI protocol have the inherent barrier of logarithmic query complexity. However, in
practice, it is still the most efficient proximity test for Reed-Solomon codes known to date.

2 Technical Overview

Our IOPP construction relies on the generalization of the FRI protocol to AG codes. Let us
first recall some ideas behind the construction of FRI protocol (see e.g. [18] for a detailed
presentation). Then we shall describe how we tailor these ideas and which difficulties arise
to construct our IOPP for AG codes over curves of positive genus.

2.1 The FRI protocol for RS proximity testing

Let \(k\) be a positive integer and \(\rho \in (0, 1)\) such that \(\rho = 2^{-k}\). The FRI protocol allows to
test proximity to the Reed-Solomon code

\[
\text{RS} [\mathbb{F}, \mathcal{P}, \rho] := \{ f \in \mathbb{F}^\mathcal{P} \mid \deg f < \rho \cdot |\mathcal{P}| \}
\]

\(^3\) Proposing an alternative to [39] which does not involve heavy PCP machinery would allow to narrow
the gap between the best constructions known in theory and the most efficient ones used in practice.
by testing proximity to \( \text{RS}[F,\mathcal{P}',\rho] \) with \( |\mathcal{P}'| < |\mathcal{P}| \). The FRI protocol considers a family of linear maps \( F^P \to F^P \) which randomly “fold” any function in \( F^P \) into a function in \( F^P \). We present in a simplified way three key ingredients that enable the FRI protocol to work.

a) **Splitting of polynomials.** For any polynomial \( f \) of degree \( \deg f < \rho n \), there exist two polynomials \( g, h \) of degree \( \deg \frac{1}{2}\rho n \) such that

\[
  f(x) = g\left(x^2\right) + x \cdot h\left(x^2\right).
\]  

One may view such a decomposition as the result of the splitting of the space of polynomials of degree less than \( \rho n \) into two copies of the space of polynomials of degree less than \( \rho n/2 \).

b) **Randomized folding.** Choose \( \mathcal{P} \) to be a multiplicative group of order \( 2^q \) generated by \( \omega \in F \). Then, define \( \mathcal{P}' = \langle \omega^2 \rangle = \{x^2 \mid x \in \mathcal{P}\} \). Set \( \pi : F \to F \) to be the map defined by \( \pi(x) = x^2 \), observe that \( \pi(\mathcal{P}) = \mathcal{P}' \). Moreover, \( |\mathcal{P}'| = |\mathcal{P}|/2 \). The structure of the evaluation domain will allow to reduce the problem of proximity to one of half the size at each round of interaction.

Based on the decomposition (1), define a folding operator \( \text{Fold}[\cdot, z] : F^P \to F^{P'} \) for any \( z \in F \) as follows:

\[
  \text{Fold}[f, z] := g + zh.
\]

If \( \deg f < \rho n \), both functions \( g : \mathcal{P}' \to F \) and \( h : \mathcal{P}' \to F \) belong to \( \text{RS}[F,\mathcal{P}',\rho] \). Then for any random challenge \( z \in F_q \), the operator \( \text{Fold}[\cdot, z] \) maps \( \text{RS}[F,\mathcal{P},\rho] \) into \( \text{RS}[F,\mathcal{P}',\rho] \).

c) **Distance preservation after folding.** Except with small probability over \( z \), we have that if \( \Delta(f, \text{RS}[F,\mathcal{P},\rho]) \geq \delta \), then

\[
  \Delta(\text{Fold}[f, z], \text{RS}[F,\mathcal{P}',\rho]) \geq (1 - o(1))\delta.
\]

The protocol then goes as follows: the verifier sends a random challenge \( z \in F \) and the prover answers with an oracle function \( f' : \mathcal{P}' \to F \), which is expected to be equal to \( \text{Fold}[f, z] : \mathcal{P}' \to F \). At the next round, \( f' \) becomes the function to be “folded”, and the process is repeated for \( r \) rounds. Each round reduces the problem by half, eventually leading to a function \( f^{(r)} \) evaluated over a small enough evaluation domain. This induces a sequence of Reed-Solomon codes of strictly decreasing length. The code rate remains unchanged, and so does the relative minimum distance. The final test consists in testing that \( f^{(r)} \) belongs to the last RS code.

Perfect completeness follows from Item 1b. Prover and verifier efficiencies of the FRI protocol come from the possibility of determining any value of \( \text{Fold}[f, z] \) at a point \( y \in \mathcal{P}' \) with exactly two values of \( f \), namely on the set \( \pi^{-1}([y]) \). Consequently, a single test of consistency between \( f \) and \( f' \) requires only two queries to \( f \) and one query to \( f' \).

Soundness of the protocol relies notably on Item c. It is proved using results about distance preservation under random linear combinations, that could be roughly stated as follows: “Let \( V \subset F_q^u \) be a linear code and \( g, h \in F_q^u \). As long as \( \delta \) is small enough, if we have \( \Delta(g + zh, V) \leq \delta \) for enough values \( z \in F_q \), then both \( g \) and \( h \) are \( \delta' \)-close to \( V \), where \( \delta' = (1 - \omega(1))\delta \)” (see [9, 18, 16, 11]). Based on that, one can deduce that if \( \text{Fold}[f, z] = g + zh \) is \( \delta \)-close to \( V \) for enough values of \( z \), then both \( g \) and \( h \) are \( \delta' \)-close from \( V \). The idea of the proof of Item c is to exhibit a codeword which is \( \delta' \)-close from \( f \), based on the decomposition of Item a.
Remark 3. We point out that Item c holds because the functions \( g \) and \( h \) appearing in the decomposition (1) have \textit{exactly} the same degree. This arises from the crucial fact that the FRI protocol considers only RS code of dimension a power of 2. This means that the RS code is defined by polynomials of degree at most an \textit{odd} bound.

Let us give a glimpse of what happens when \( f \) is expected to have degree at most an even integer, say \( 2d \). The degrees of the functions \( g \) and \( h \) appearing in the decomposition (1) of \( f \) are respectively \( \deg g \leq d \) and \( \deg h \leq d - 1 \). Therefore, if \( \deg f \leq 2d \), then \( g + zh \) corresponds to a polynomial of degree \( \leq d \). However, knowing that \( g + zh \) is a polynomial of degree \( \leq d \) with high probability on \( z \) only tells us that both \( g \) and \( h \) are of degree \( \leq d \), which is not enough to deduce that \( f \) has degree \( \leq 2d \) and not \( 2d + 1 \). It is worth noting that words corresponding to a polynomial of degree \( 2d + 1 \) are among the \textit{farthest} words from the RS code of degree \( \leq 2d \). In the univariate case, one can overcome this obstacle by supposing not only \( \deg g, \deg h \leq d \) but also \( \deg(\nu h) \leq d \) for a degree-1 polynomial function \( \nu \). This implies that \( \deg h < d \), hence \( \deg f \leq 2d \).

2.2 Our IOPP for AG proximity testing

Let \( \mathcal{X} \) be a curve defined over a finite field \( \mathbb{F} \) and \( C = C(\mathcal{X}, \mathcal{P}, D) \) be an AG code. We aim to adapt the three ingredients of the FRI protocol to the AG context.

\textbf{Group actions and Riemann-Roch spaces.} The splitting of the polynomial \( f \) into an even and an odd part in (1) comes from the action of a multiplicative group of order 2 on the evaluation set \( \mathcal{P} \). This observation is also true with the actual FRI protocol, which sets \( \pi \) to be an affine subspace polynomial. This phenomenon is likely to occur in a more general framework.

As soon as a group \( \Gamma \) of order \( p \) acts on the curve \( \mathcal{X} \), its action naturally extends onto the functions on \( \mathcal{X} \). Let us denote by \( \pi \) the canonical projection \( \pi : \mathcal{X} \to \mathcal{X}/\Gamma \). If we are able to write the Riemann-Roch space associated to \( D \) as following

\[
f = \sum_{j=0}^{p-1} \mu^j f_j \circ \pi \quad \text{with} \quad f_j \in L_{\mathcal{X}/\Gamma}(E_j),
\]

for some function \( \mu \) on the curve \( \mathcal{X} \) and some divisors \( E_j \) on the quotient curve that are explicitly expressed in terms of the divisor \( D \), then we can mimic the decomposition (1) used in the FRI protocol.

Now assume that no point of \( \mathcal{P} \) is fixed by \( \Gamma \), i.e. for every \( P \in \mathcal{P} \) and \( \gamma \in \Gamma \), \( \gamma \cdot P \neq P \). Set \( \mathcal{P}' = \pi(\mathcal{P}) \). Polynomial interpolation enables the determination of \( f_j(P) \) for any point \( P \in \mathcal{P}' \) with exactly \( p \) values of \( f \), namely on the set \( \pi^{-1}(\{P\}) \). This means that the decomposition (\( \ast \)) can be written for any function in \( \mathbb{F}[\mathcal{P}] \), not only for elements of \( L_{\mathcal{X}}(D) \).

\textbf{Folding operators.} From the decomposition (\( \ast \)) above, we want to define a family of folding operators \( \text{Fold} \left( [\cdot, z] \right)_{z \in \mathbb{F}} \) from \( \mathbb{F}[\mathcal{P}] \) to \( \mathbb{F}[\mathcal{P}'] \) and a code \( C' = C(\mathcal{X}/\Gamma, \mathcal{P}', \mathcal{D}') \) such that \( \text{Fold} \left( [\cdot, z] \right)(C) \subseteq C' \).

In a first approach, one could choose to define the folding operators similarly to the FRI protocol by setting for \( z \in \mathbb{F} \),

\[
\text{Fold} \left( f, z \right) = \sum_{j=0}^{p-1} z^j f_j
\]
where the functions $f_j$ come from the decomposition $(\ast)$ of $f \in \mathbb{P}^r$. With this definition, the code $C'$ has to be associated to a divisor $D'$ on $X/\Gamma$ such that each Riemann-Roch space $L_{X/\Gamma}(E_j)$ can be embedded into $L_{X/\Gamma}(D')$.

The best scenario is when the divisor $D$ yields a decomposition of $L_X(D)$ as $p$ “copies” of the same Riemann-Roch space, as it is the case with Reed-Solomon codes of even dimension. Unfortunately, to the best of our knowledge, it is unlikely that all divisors $E_j$ involved in the decomposition $(\ast)$ of $f$ are the same (or even equivalent) if $X$ is not the projective line. We are then facing an issue analogous to the one described in Remark 3 on $\mathbb{P}^1$. Therefore, such a choice of the folding operators does not guarantee the soundness of our protocol. We thus aim to adapt the idea at the end of Remark 3 to the AG setting. We introduce some balancing functions $\nu_j$ such that, for every $f_j \in C'$, if the product $\nu_j f_j$ also lies in $C'$, then the function $f_j$ belongs to the desired Riemann-Roch space $L_{X/\Gamma}(E_j)$. Defining such a balancing function $\nu_j$ is tantamount to specify its pole order at the points supporting the divisor $D'$. The existence of all the functions $\nu_j$ thus depends on the Weierstrass semigroup of these points (see [26, Section 6.6] for definition) and does not hold for any divisor $D'$. If such balancing functions exist for a divisor $D'$, we say that $D'$ is compatible with $D$. Finding a convenient divisor $D'$ compatible with a given divisor $D$ is definitely the trickiest part in defining the folding operators properly.

Once we have a divisor $D'$ that is $D$-compatible, we shall embed additional terms in the folding operators to take account of the balancing functions. We shall use more randomness so as not to double the degree in $z$ to avoid a loss in soundness. For $(z_1, z_2) \in \mathbb{P}^2$, we set

$$\text{Fold}[f, (z_1, z_2)] = \sum_{j=0}^{p-1} z_1^j f_j + \sum_{j=0}^{p-1} z_2^{j+1} \nu_j f_j.$$  

We prove that $\text{Fold}[\cdot, (z_1, z_2)](C) \subseteq C'$, the function $\text{Fold}[f, (z_1, z_2)] \in \mathbb{P}^r$ can be locally computed from $p$ values of $f$, and $\text{Fold}[\cdot, (z_1, z_2)]$ preserves the distance to the code.

**Finding a decomposition $(\ast)$**. Such a decomposition exists for a cyclic group $\Gamma = \langle \gamma \rangle$ whose order is coprime with the characteristic. A result of Kani [29] states that, in this case, there exists a function $\mu$ on $X$ satisfying $(\ast)$ such that $\gamma \cdot \mu = \zeta \mu$ where $\zeta$ is a primitive root of unity of order $|\mathcal{G}|$. Moreover, the divisor $E_j$ can be explicitly written in terms of the divisor $D$ and the function $\mu$.

Alternatively, if a basis of $L_X(D)$ is explicitly known, we may also be able to exhibit such a decomposition without invoking Kani’s theorem for some cyclic group of order divisible by the characteristic. This is exactly the strategy we use to design an IOPP for AG codes along the Hermitian tower.

**Soundness preservation**. The soundness of the protocol depends on the relative minimum distance of the codes $C$ and $C'$. Ideally, we would like the rates of the codes $C$ and $C'$ to be roughly equal to prevent the relative minimum distance from dropping. In particular, we need $L_{X/\Gamma}(D')$ to be not too large with respect to the components $L_{X/\Gamma}(E_j)$.

A natural idea would be to choose $D'$ as the divisor $E_j$ with the largest Riemann-Roch space. However, balancing functions only exists for some well-chosen divisors $D'$, whose degree can be significantly larger than the degree of the divisor $E_j$ in $(\ast)$. Therefore, the divisors $D$ and $D'$ have to be carefully chosen to prevent the minimum distance from collapsing.
Sequence of "foldable" AG codes. With the goal of iterating the folding process in mind, we assume that the base curve \( \mathcal{X}_0 := \mathcal{X} \) is endowed with a suitable acting group \( \mathcal{G} \) that we decompose into smaller groups \( \Gamma_0, \Gamma_1, \ldots, \Gamma_{r-1} \) to fragment its action and create intermediary quotients

\[
\mathcal{X}_0 \xrightarrow{\pi_0} \mathcal{X}_1 \xrightarrow{\pi_1} \mathcal{X}_2 \xrightarrow{\pi_2} \cdots \xrightarrow{\pi_{r-1}} \mathcal{X}_r,
\]

where the morphism \( \pi_i : \mathcal{X}_i \to \mathcal{X}_{i+1} \) is the quotient map by \( \Gamma_i \). For instance, a sufficient condition on the group \( \mathcal{G} \) to have such a sequence is the solvability.

A code \( C = C(\mathcal{X}, \mathcal{P}, D) \) is said to be a foldable AG code (Definition 8) if we are able to construct a sequence of AG codes \( C_i := C(\mathcal{X}_i, \mathcal{P}_i, D_i) \) that support a family of randomized folding operators \( \text{Fold}[, \mathcal{P} : \mathbb{F}^{p_i} \to \mathbb{F}^{p_{i+1}} \) with the desirable properties for our IOPP (i.e. \( \text{Fold}[, \mathcal{P} \right) \) \( \mathcal{P} \) is the quotient map by \( \Gamma_i \). For instance, \( \mathcal{P} \) is the action and \( \mathcal{P} \) is the field. Moreover, to ensure that the last code \( C_r \) has sufficiently small length and to obtain an IOPP with sublinear query complexity, we require the size of \( \mathcal{G} \) to be greater than \( |\mathcal{P}|^e \) for a certain \( e \in (0, 1) \). Details are provided in Section 4.

3 Preliminaries

We start with some reminders on important terms and notations related to the theory of AG codes. We refer readers to [48, 45] for further details on these notions. We will always use \( \mathbb{F} \) to denote a finite field.

3.1 Functions and divisors on algebraic curves

Let \( \mathcal{X} \) be an algebraic curve defined over a field \( \mathbb{F} \). Let \( \overline{\mathbb{F}} \) be an algebraic closure of the field \( \mathbb{F} \). We denote by \( \mathcal{X}(\mathbb{F}) \) the set of its \( \mathbb{F} \)-rational points and \( \text{Aut}(\mathcal{X}) \) its automorphism group.

A divisor \( D \) on \( \mathcal{X} \) is a formal sum of points \( D = \sum n_P P \). We say that the divisor \( D \) is effective if \( n_P \geq 0 \) for every point \( P \). The support of \( D \), denoted by \( \text{Supp}(D) \), is the set of points \( P \) for which the coefficient \( n_P \) is non-zero. We will always consider rational divisors, whose support only consists in \( \mathbb{F}_q \)-rational points. We define the degree of \( D \) equals \( \deg D := \sum n_P \).

The set of divisors on the curve \( \mathcal{X} \) forms an additive group, denoted by \( \text{Div}(\mathcal{X}) \). It is endowed with a partial order relation \( \leq \) such that \( D \leq D' \) if \( D - D \) is effective. An element \( f \) of the function field \( F := \mathbb{F}(\mathcal{X}) \) of the curve \( \mathcal{X} \) defines a divisor

\[
\text{div}_f(f) = \sum_{P \in \mathcal{X}} v_P(f)P
\]

where \( v_P(f) \) is the valuation of the function \( f \) at the point \( P \). The index \( F \) will be omitted when the context is clear.

We denote by \( \text{div}_0(f) \) (respectively \( \text{div}_\infty(f) \)) the positive (respectively negative) part of the principal divisor \( \text{div}(f) \), i.e.

\[
\text{div}_0(f) = \sum_{P \in \mathcal{X}, v_P(f) > 0} v_P(f)P \quad \text{and} \quad \text{div}_\infty(f) = \sum_{P \in \mathcal{X}, v_P(f) < 0} v_P(f)P
\]

so that \( \text{div}(f) = \text{div}_0(f) - \text{div}_\infty(f) \). The divisors \( \text{div}_0(f) \) and \( \text{div}_\infty(f) \) correspond to the loci of zeroes and poles respectively.
Let $\phi : X \to X'$ be a map between two algebraic curves. It induces a pull-back map $\phi^* : \mathbb{F}(X') \to \mathbb{F}(X)$ defined by $\phi^* f = f \circ \phi$ for $f \in \mathbb{F}(X')$. For $D = \sum_p n_p P \in \text{Div}(X)$, the push-forward of $D$ is the divisor on $X'$ defined by $\pi_*(D) = \sum_p n_p \phi(P)$.

The Riemann-Roch space of a divisor $D \in \text{Div}(X)$ is the $\mathbb{F}$-vector space defined by

$$L_X(D) = \{ f \in \mathbb{F}(X) \mid \text{div}_F(f) + D \geq 0 \} \cup \{0\}.$$ 

The subscript specifying the curve in $L_X(D)$ is omitted when it is clear from the context. If $D' \leq D$, then $L_X(D) \subseteq L_X(D')$.

As usual, given a real number $\alpha$, $\lceil \alpha \rceil$ denotes the smallest integer greater than or equal to $\alpha$ and $\lfloor \alpha \rfloor$ the biggest integer less than or equal to $\alpha$.

**Definition 4.** Let $D = \sum n_P P \in \text{Div}(X)$. For any positive integer $n$, we denote by $\left\lfloor \frac{1}{n} D \right\rfloor \in \text{Div}(X)$ the divisor defined by

$$\left\lfloor \frac{1}{n} D \right\rfloor := \sum \left\lfloor \frac{n_P}{n} \right\rfloor P.$$ 

### 3.2 Algebraic geometry codes

Throughout this paper, the term code will refer to a linear code, i.e. a linear subspace of $\mathbb{F}^n$, where $n$ is the length of the code.

Take $D \in \text{Div}(X)$ and $P \subset X(\mathbb{F})$ of size $n := |P|$ such that $\text{Supp}(D) \cap P = \emptyset$. The Algebraic Geometry (AG) code $C = C(X, P, D)$ is defined as the image under the evaluation map

$$\text{ev} : L(D) \to \mathbb{F}^n.$$ 

The integer $n$ is called the length of $C$. The dimension of $C$ is defined as its dimension as $\mathbb{F}$-vector space. We denote by $\Delta(C)$ the relative minimum distance of $C$, i.e.

$$\Delta(C) = \min \{ \Delta(c, c') \mid c, c' \in C \text{ and } c \neq c' \}.$$ 

In particular, AG codes on $X = \mathbb{P}^1$ correspond to Reed-Solomon codes. The AG code $C$ is said to be one-point if the support of $D$ consists in a single point.

By the Riemann-Roch theorem, if $\deg D \geq 2g - 1$ where $g$ is the genus of the curve $X$, then $\dim L_X(D) = \deg D - g + 1$. Moreover, if $\deg D < n$, the evaluation map is injective and the Riemann-Roch theorem gives the dimension of the associated AG code. In this case, the minimum distance is bounded from below by $n - \deg D$.

The divisor $D$ will always be chosen so that the map ev is injective. Therefore, the elements of $\mathbb{F}^n$ will be regarded as functions in $\mathbb{F}^P$, and elements of $C$ simply as functions in the Riemann-Roch space $L(D)$.

### 3.3 Group and action

A finite group $\mathcal{G}$ is said to be solvable if there exists a sequence of subgroups of $\mathcal{G}$

$$\mathcal{G} = \mathcal{G}_0 \triangleright \mathcal{G}_1 \triangleright \cdots \triangleright \mathcal{G}_r = 1,$$

such that $\mathcal{G}_{i+1}$ is a normal subgroup of $\mathcal{G}_i$ and each factor group $\mathcal{G}_i/\mathcal{G}_{i+1}$ is abelian. Such a sequence is called a normal series. If $\mathcal{G}$ is solvable, its cardinality equals the product of the sizes of the factor groups. Additionally, a normal series of $\mathcal{G}$ is a composition series of $\mathcal{G}$ if
each $G_{i+1}$ is a maximal proper normal subgroup of $G_i$. In the case where $G$ is a finite group, we have that $G$ is solvable if and only if $G$ has a composition series whose factor groups are cyclic groups of prime order.

Let $X$ be an algebraic curve. A group $\Gamma$ is said to act on the curve $X$ if $\Gamma$ is a subgroup of the automorphism group $\text{Aut}(X)$. The stabilizer of a point $P \in X$ is the subgroup

$$\Gamma_P = \{ \gamma \in \Gamma \mid \gamma \cdot P = P \} \subseteq \Gamma.$$  

A divisor $D = \sum P n_P P \in \text{Div}(X)$ is said to be $\Gamma$-invariant if $n_P = n_{\gamma \cdot P}$ for all $P \in X$ and $\gamma \in \Gamma$.

The action of $\Gamma$ on $X$ gives a projection $\pi: X \rightarrow X/\Gamma$ onto the quotient curve $X/\Gamma$. A point $Q \in X/\Gamma$ is called a ramification point if the number of preimages of $Q$ by $\pi$ is not equal to $|\Gamma|$. Equivalently, $Q$ is a ramification point if one of its preimages has a non-trivial stabilizer.

### 4 Setting of AG codes compatible with proximity test

In this section, we display a workable setting for the construction of an IOPP system $(P, V)$ to test whether a given function $f: P \rightarrow F$ is close to the evaluation of a function in a given Riemann-Roch space. As the idea is to iteratively reduce the problem of testing proximity to $C(X, P, D)$ to testing proximity to a smaller AG code, we introduce a sequence of suitable AG codes of decreasing length.

#### 4.1 Sequence of curves

Fix a curve $X$ defined over $F$, a finite solvable group $G \subseteq \text{Aut}(X)$ and a sequence

$$G := (G_0, G_1, \ldots, G_r)$$

such that

$$G = G_0 \triangleright G_1 \triangleright \cdots \triangleright G_r = 1,$$  

is a normal series for the group $G$.

For $i \in \{0, \ldots, r-1\}$, we denote by $\Gamma_i$ the (abelian) factor group $\Gamma_i := G_i/G_{i+1}$ and by $p_i$ the order of $\Gamma_i$. We have that the cardinality of $G$ equals

$$|G| = \prod_{i=0}^{r-1} |\Gamma_i| = \prod_{i=0}^{r-1} p_i.$$  

The group $\Gamma_0$ acts on $X_0 := X$, as a factor group of $G$. We thus define the quotient curve $X_1 := X_0/\Gamma_0$. The group $\Gamma_1$ acts trivially on the orbits under $\Gamma_0$. Repeating the process for every $i \in \{0, \ldots, r-1\}$ defines a sequence of curves recursively as follows:

$$X_0 := X \quad \text{and} \quad X_{i+1} := X_i/\Gamma_i.$$  

We set $F_i := F(X_i)$ and we denote by $\pi_i: X_i \rightarrow X_{i+1}$ the canonical projection modulo the action of $\Gamma_i$. Even if the sequence of curves (3) depends on the derived series (2) of $G$, the last curve $X_r$ is always isomorphic to the quotient $X/\Gamma_r$:

$$\Gamma_0 \rightarrow \Gamma_1 \rightarrow \Gamma_r \rightarrow \cdots \rightarrow \Gamma_{i+1} \rightarrow \Gamma_{i+1}.$$  

\[ (3) \]

**Definition 5.** A sequence of curves constructed as above will be called a $(X, G)$-sequence.
4.2 Sequence of codes

Let \((\mathcal{X}_i)\) be a \((\mathcal{X}, \mathcal{G})\)-sequence. For any \(i \in \{0, \ldots, r-1\}\), the factor group \(\Gamma_i\), which acts on the curve \(\mathcal{X}_i\), is abelian of order \(p_i\).

For \(i \in \{0, \ldots, r\}\), we aim to define an AG code \(C_i \subset F^{p_i}\) associated to a divisor \(D_i \in \text{Div}(\mathcal{X}_i)\) and an evaluation set \(\mathcal{P}_i\). The rest of this subsection is dedicated to the choice of the sets \(\mathcal{P}_i\) and the divisors \(D_i\).

4.2.1 Evaluation points

From a set \(\mathcal{P}_0 \subset \mathcal{X}(\mathbb{F})\), we want to recursively define a sequence of set of points \((\mathcal{P}_i)\) such that \(\mathcal{P}_i \subseteq \mathcal{X}_i(\mathbb{F})\) and \(\mathcal{P}_{i+1} = \pi_i(\mathcal{P}_i)\).

For our protocol, we need for each \(i \in \{0, \ldots, r-1\}\) that every point in \(\mathcal{P}_{i+1}\) admits exactly \(p_i\) preimages under \(\pi_i\). Since the last curve \(\mathcal{X}_r\) is isomorphic to the quotient \(\mathcal{X}/\mathcal{G}\), it is necessary and sufficient that the first set \(\mathcal{P}_0 \subset \mathcal{X}_0\) is a union of \(\mathcal{G}\)-orbits of size \(|\mathcal{G}|\), i.e. that \(\mathcal{G}\) acts freely on \(\mathcal{P}_0\).

4.2.2 Divisors

Fix a divisor \(D_0 \in \text{Div}(\mathcal{X}_0)\) that is globally \(\Gamma_0\)-invariant. This way, the support of \(D_0\) does not meet the set \(\mathcal{P}_0\). For the sake of simplicity, we will assume that \(D_0\) is in fact supported by \(\Gamma_0\)-fixed points. To make our protocol complete and sound, we need the sequence of divisors \((D_i)\) to have the following properties:

- the divisor \(D_i\) is supported by \(\Gamma_i\)-invariant points;
- for each divisor \(D_i\), its associated Riemann-Roch space admits a nice decomposition (given in (4) below);
- at each step, a divisor \(D_{i+1}\) needs to be compatible with \(D_i\) and the decomposition of \(L_{\mathcal{X}_i}(D_i)\) in the sense of Definition 7 below.

\[ L_{\mathcal{X}_i}(D_i) = \bigoplus_{j=0}^{p_i-1} \mu_i^j \pi_i^* L_{\mathcal{X}_{i+1}}(E_{i,j}) \quad \text{(4)} \]

with

\[ E_{i,j} := \left\lfloor \frac{1}{p_i} \pi_i^*(D_i + j \text{ div}_{\mathcal{F}_i}(\mu_i)) \right\rfloor \in \text{Div}(\mathcal{X}_{i+1}) \text{ for } j \in \{0, \ldots, p_i - 1\}, \quad \text{(5)} \]

where the floor function of a divisor is given in Definition 4.

\[ \text{div}_{\infty}(\nu_{i+1,j}) = D_{i+1} - E_{i,j}. \quad \text{(6)} \]

The functions \(\nu_{i+1,j}\) are called balancing functions.
In Definition 7, the first requirement implies that $L(E_{i,j}) \subseteq L(D_{i+1})$. The second one means that a function $f_j$ belongs to $L(E_{i,j})$ if and only if the product $\nu_{i+1,j} f_j$ lies in $L(D_{i+1})$.

We have now described all the key components to formally define the notion of foldable codes.

**Definition 8 (Foldable AG codes).** Let $C = C(\mathcal{X}, \mathcal{P}, D)$ be an AG-code. This code is said to be foldable if the following conditions are satisfied.

1. There exists a finite solvable group $G \in \text{Aut}(\mathcal{X})$ that acts freely on $\mathcal{P}$: a normal series of $G$ (2) provides a $(\mathcal{X}, G)$-sequence of curves $(\mathcal{X}_i)$;
2. There exists $e \in \{0, 1\}$ such that $|G| > |\mathcal{P}|^e$;
3. There exist some sequences of functions ($\mu_i$) and divisors ($D_i$) where $\mu_i \in F_i, D_0 = D$ and $D_i \in \text{Div}(\mathcal{X}_i)$ such that, for every $i \in \{0, \ldots, r-1\}$, all the following properties hold:
   a. the divisors $D_i$ are supported by $\Gamma_i$-fixed points,
   b. the function $\mu_i$ partitions $L_{\mathcal{X}_i}(D_i)$ (Definition 6),
   c. the function $\mu_i$ maps distinct points in the same $\Gamma_i$-orbit to distinct values: for every $\gamma_i \in \Gamma_i$ and $P \in \mathcal{P}_i$, we have $\mu_i(P) = \mu_i(\gamma_i(P))$ if and only if $\gamma_i$ is the identity map,
   d. $D_{i+1}$ is $(D_i, \mu_i)$-compatible (Definition 7).

The second requirement given in Definition 7 is definitely compelling and requires some geometric knowledge about the curves $\mathcal{X}_i$. Indeed, on a general curve, not every effective divisor is the poles locus of a function. Characterizing which effective divisors arise this way is at the heart of the Weierstrass gaps theory. Nonetheless, the existence of the balancing functions $\nu_{i+1,j}$ happens to be the main ingredient in Lemma 41, which will take a prominent role in the design of our IOPP.

To prevent the relative minimum distance of the code $C_{i+1}$ from collapsing and thence ensure a good soundness of the protocol designed in Section 7, one may be tempted to take $D_{i+1}$ as one of the divisors $E_{i,j}$ (5) that appear in the decomposition (4) of $L_{\mathcal{X}_i}(D)$. However the Weierstrass gaps theory indicates that balancing functions exist only when choosing a $(D_i, \mu_i)$-compatible divisor $D_{i+1}$ whose degree may be unexpectedly substantial (an illustration of this situation will be given in Example 20). Therefore, to broaden the spectrum of foldable codes, we do not make this additional hypothesis.

Condition 3c in Definition 8 is necessary for the completeness of our protocol. If the divisors $D_i$ have degree sufficiently large, it is always fulfilled, as proven in the following lemma.

**Lemma 9.** Let us assume that a function $\mu_i \in F_i$ partitions $L_{\mathcal{X}_i}(D_i)$ with respect to the action of $\Gamma_i$ for some divisor $D_i \in \text{Div}(\mathcal{X}_i)$. Let us denote by $g_i$ the genus of the curve $\mathcal{X}_i$. If $\deg(D_i) \geq 2g_i + 1$, then $\mu_i$ takes different values at points lying in the same orbit under $\Gamma_i$.

**Proof.** Let us assume by contradiction that there exists two distinct points $P$ and $Q$ on $\mathcal{X}_i$ such that $\pi_i(P) = \pi_i(Q)$ and $\mu_i(P) = \mu_i(Q)$. By Definition 6, every function $f$ in $L(D_i)$ can be written $f = \sum \mu_i' f_j \circ \pi_i$ some functions $f_j$ on the quotient curve $\mathcal{X}_{i+1}$. Then, for every $f \in L(D_i)$, we have $f(P) = f(Q)$. In particular, this means that a function of $L(D_i)$ vanishes at $P$ if and only if its vanishes at $Q$. Therefore, the Riemann-Roch spaces $L(D_i - P)$ and $L(D_i - P - Q)$ are equal, which contradicts the Riemann-Roch theorem, since $\deg(D_i - P - Q) \geq 2g_i - 1$.

### 4.3 RS codes are foldable AG codes

Reed-Solomon codes are AG codes on the projective line $\mathbb{P}^1$. Moreover the Riemann-Roch space $L_{\mathbb{P}^1}(dP_{\infty})$ on $\mathbb{P}^1$ for $P_{\infty} = [0:1]$ is isomorphic to the set of polynomials of degree (less than or equal to) $d$. 

In this case, the decomposition (4) is nothing but the splitting of a polynomial into an even part and an odd part, which plays a crucial role in the FRI protocol when the characteristic is not 2.

To make both points of view coincide, let us consider the involution $\gamma : [X_0 : X_1] \mapsto [-X_0 : X_1]$. It generates a group isomorphic to $\mathbb{Z}/2\mathbb{Z}$ and the quotient of $\mathbb{P}^1$ by this group is obtained as the image by $\pi : [X_0 : X_1] \mapsto [X_0^2 : X_1^2]$.

The divisor $D := dP_\infty$ is invariant under $\gamma$. Let us choose $\mu$ as the function $x = \frac{X_0}{X_1}$. We have $\text{div}(x) = P_0 - P_\infty$ with $P_0 = [1 : 0]$. Noticing that $\pi_*(P_\infty) = P_\infty$ and $\pi_*(P_0) = P_0$, we get

$$\left\lfloor \frac{1}{2} \pi_*(D + (x)) \right\rfloor = \left\lfloor \frac{1}{2}((d - 1)P_\infty + P_0) \right\rfloor = \left\lfloor \frac{d - 1}{2} \right\rfloor P_\infty,$$

and the Riemman-Roch space $L_{\gamma^i}(dP_\infty)$ is split into two parts:

$$L_{\gamma^i}(dP_\infty) = \pi^*L_{\gamma^i} \left( \left\lfloor \frac{d}{2} \right\rfloor P_\infty \right) + x\pi^*L_{\gamma^i} \left( \left\lfloor \frac{d - 1}{2} \right\rfloor P_\infty \right).$$

We recover the decomposition of a polynomial of degree $d$ into even and odd parts of respective degrees $\left\lfloor \frac{d}{2} \right\rfloor$ and $\left\lfloor \frac{d - 1}{2} \right\rfloor$.

Remark 10. The function $\mu$ is not unique: any odd polynomial of $x$ would make a suitable choice for $\mu$.

Now, let us remark that the RS code

$$V := \{ f \in \mathbb{F}^P ; \deg f \leq d \} = C(\mathbb{P}^1, \mathcal{P}, dP_\infty)$$

is a foldable AG code, for any $\mathcal{P} \subseteq \mathbb{P}$ of size $|\mathcal{P}| = 2^r$ for a certain integer $r$ and any degree bound $d$. We shall then retrieve the construction of the RS proximity test of [9].

Firstly, the finite solvable group $\mathbb{Z}/2^r\mathbb{Z}$ of size $|\mathcal{P}| = 2^r$ acts on $\mathbb{P}^1$ via $[X_0 : X_1] \mapsto [X_0, \xi X_1]$, where $\xi$ is a primitive $2^r$-th root unity. It clearly fulfils the two first items of Definition 8. When considering its composition series

$$\mathbb{Z}/2^r\mathbb{Z} \triangleright \mathbb{Z}/2^{r-1}\mathbb{Z} \triangleright \cdots \triangleright 1 \quad (7)$$

and the action of the corresponding factor group $\Gamma = (\gamma) \cong \mathbb{Z}/2\mathbb{Z}$, we obtain a trivial sequence of curves $(X_i)$ with $X_i = \mathbb{P}^1$ for all $i$. Next, consider the sequence $(\mu_i)$ with $\mu_i = \mu = x := \frac{X_0}{X_1}$, then $\gamma \mu = -\mu$. Set $d_0 := d$, and for any $i \in \{0, \ldots, r - 1\}$, $d_{i+1} := \left\lfloor \frac{d_i}{2} \right\rfloor$.

Note that there exists $r' < r$ such that $d_{r'}, \ldots, d_r$ are all equal to 0. Setting $D_i = \left\lfloor \frac{d_i}{2} \right\rfloor P_\infty$, we have $\Gamma_i$-invariant divisors fulfilling the compatibility condition given in Definition 7, by letting $\nu_{i+1,j}^- : x \mapsto 0$ otherwise.

4.4 Splitting Riemann-Roch spaces according to a cyclic group of automorphisms

The first requirement to make a sequence of codes foldable is the splitting the Riemann-Roch spaces as in (4), which mimics the decomposition in odd and even parts of univariate polynomials. Under some additional hypotheses, a decomposition like (4) always exists. Let us detail this framework.
Let $X$ be a smooth irreducible curve over a field $F$ and let $\Gamma$ be a cyclic group of order $m$ generated by an element $\gamma$ that acts on $F(X) \times F$. Assume that $m$ and the characteristic of $F$ are coprime and consider $\zeta \in F$ a primitive $m^{th}$ root of unity, lying in some algebraic closure $\overline{F}$ of $F$.

Set $Y := X/\Gamma$ and $\pi : X \to Y$ be the canonical projection morphism.

Fix a $\Gamma$-invariant divisor $D \in \text{Div}(X)$. We want to exhibit a relation between the Riemann-Roch space $L_X(D)$ and some Riemann-Roch spaces on $Y$. The group $\Gamma$ acts on the vector space $L_X(D)$ via $\gamma \cdot f = f \circ \gamma$. By representation theory,

$$L_X(D) = \bigoplus_{j=0}^{m-1} L_X(D)_j,$$

where $L_X(D)_j := \{ g \in L_X(D) \mid \gamma \cdot g = \zeta^j g \}$.

One of the key ingredients of this section is a theorem due to Kani [29], which we reformulate here in the case where $\Gamma$ is cyclic.

**Theorem 11** ([29]). Let $\Gamma = \langle \gamma \rangle$ be a cyclic group that acts on $F(X) \times F$. Assume that the order $m = |\Gamma|$ is coprime with $|F|$. Then the two following statements hold.

1. There exists a function $\mu \in F(X)$ such that $\gamma \cdot \mu = \zeta \mu$.
2. For any $\Gamma$-invariant divisor $D \in \text{Div}(X)$, when considering the Riemann-Roch spaces over the algebraic closure $\overline{F}$, we have

$$L_X(D)_j \otimes \overline{F} \simeq \mu^j \pi^* \left( L_Y \left( \left\lfloor \frac{1}{m} \pi_* (D + j \text{ div}(\mu)) \right\rfloor \right) \right) \otimes \overline{F}. \quad (8)$$

**Remark 12.** If the function $\mu$ is defined over the base field $F$ then the decomposition (8) is valid when considering $F$-vector spaces:

$$L_X(D)_j \simeq \mu^j \pi^* \left( L_Y \left( \left\lfloor \frac{1}{m} \pi_* (D + j \text{ div}(\mu)) \right\rfloor \right) \right).$$

In practical instantiations, we are always able to choose $\mu$ defined over $F$, even when $\zeta$ does not belong to $F$. For instance, in the case of Kummer curves (see Section 5), the decomposition provided by Theorem 15 is always valid. However, as the evaluation set $\mathcal{P}$ needs to be formed of orbits of size $|\mathcal{G}|$, instantiations require this primitive root to belong to $F$.

Let us highlight that Theorem 11 does not apply on the Hermitian tower, as the degree of the Artin–Schreier extensions is not coprime with the characteristic.

To handle the divisors that appear in the decomposition above, we need to get a better grasp on the zeroes and the poles of the function $\mu$. If the group action fixes the field of constants, the ramification points of $\pi$ are zeroes or poles of the function $\mu$, as stated in the following lemma.

**Lemma 13.** Assume that $\Gamma = \langle \gamma \rangle$ is a cyclic group of order $m$ which fixes the $m^{th}$ primitive root $\zeta$. Let $P$ be a point of $X$ whose stabilizer $\Gamma_P$ is non-trivial. Then $P \in \text{Supp}(\mu)$.

**Proof.** By hypothesis, there exists $j \in \{1, \ldots, m-1\}$ such that $\gamma^j \in \Gamma_P$. Then

$$(\gamma^j \cdot \mu)(P) = \zeta^j \mu(P) \quad \text{by definition of $\mu$ in Th. 11},$$

$$= \mu(P) \quad \text{because $\gamma^j \in \Gamma_P$}.$$

Since $\zeta^j \neq 1$, the point $P$ is either a pole or a zero of $\mu$. □
5 Foldable AG codes on Kummer curves

5.1 Preliminaries

Let us consider a Kummer curve over a finite field $F$ defined by an equation of the form

$$X : y^N = f(x) = \prod_{\ell=1}^{m}(x - \alpha_\ell)$$

(9)

where $f$ is a degree-$m$ separable polynomial of $F[X]$, $\gcd(N, m) = 1$ and $\alpha_\ell \in F$ for all $\ell \in \{1, \ldots, m\}$. Let us denote by $P_\ell$ the affine point $(\alpha_\ell, 0)$ and $P_\infty$ the unique point of $X$ lying on the line at infinity.

**Sequence of curves.** Assume that $\gcd(N, |F|) = 1$. The group $\mathbb{Z}/N\mathbb{Z}$ acts on $X$ via the morphism $(x, y) \mapsto (x, \zeta y)$ where $\zeta$ is a primitive $N^{th}$ root of unity. We assume that $\zeta$ belongs to $F$.

The cyclic group $\mathbb{Z}/N\mathbb{Z}$ is solvable: writing the prime decomposition of $N = \prod_{i=0}^{s-1} p_i$ gives the following sequence of subgroups

$$\mathbb{Z}/N\mathbb{Z} \triangleright \mathbb{Z}/N_1\mathbb{Z} \triangleright \mathbb{Z}/N_2\mathbb{Z} \triangleright \cdots \triangleright \mathbb{Z}/N_{s-1}\mathbb{Z} \triangleright 1,$$

(10)

where

$$N_i := \prod_{j=i}^{s-1} p_j.$$

(11)

The $i$-th factor group $\Gamma_i$ is isomorphic to the cyclic group of prime order $\mathbb{Z}/p_i\mathbb{Z}$. It is spanned by $\gamma_i : (x, y) \mapsto (x, \zeta^i y)$ where $\zeta_i$ is a primitive $p_i^{th}$ root of unity.

Set $X_0 := X$. By Section 4.1, the composition series (10) gives a sequence of curves $(X_i)$ in which the $i$-th curve is defined by

$$X_i : y^{N_i} = f(x)$$

and has genus

$$g_i = \frac{(N_i - 1)(m - 1)}{2}.$$ 

The last curve $X_s$ has genus 0 and is isomorphic to the projective line $\mathbb{P}^1$. These successive quotients provide a sequence of projections $\pi_i : X_i \to X_{i+1}$ defined by $\pi_i(x, y) = (x, y^{p_i})$:

$$X_0 \xrightarrow{\pi_0} \cdots \xrightarrow{\pi_i} X_i \xrightarrow{\pi_{i+1}} X_{i+1} \xrightarrow{\pi_{i+2}} \cdots \xrightarrow{\pi_{r-1}} X_r \simeq \mathbb{P}^1.$$

**Example 14.** The Hermitian curve defined over $F_{q^2}$ by

$$X_0 : y^{q+1} = x^q + x.$$

(13)

is a well-studied particular case of Kummer type curve. In this case, every curve in a $(X, G)$-sequence is maximal over $F_{q^2}$ [32, Proposition 6], i.e. $|X(X_{q^2})| = q^2 + 1 + 2g_s q$. 
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Stabilized points. Let us denote $P^i_\infty$ the unique point at infinity on the curve $X_i$. One can easily check that

$$P^i_\infty := \begin{cases} (1 : 0 : 0) & \text{if } N > m \\ (0 : 1 : 0) & \text{otherwise.} \end{cases}$$

The points of $X_0$ whose stabilizer under $\mathbb{Z}/N\mathbb{Z}$ is non-trivial are in fact fixed by $\mathbb{Z}/N\mathbb{Z}$ and consist precisely in $P_1, \ldots, P_m$ and $P^i_\infty$.

5.2 Decomposition of Riemann-Roch spaces

The theory of Kummer extensions provides us a decomposition like (4) at each level, with $\mu_i = y$ for every $i \in \{0, \ldots, s - 1\}$.

Theorem 15 ([35, Theorem 2.2]). Let $D \in \text{Div}(X_i)$ that is $\Gamma_i$-invariant. Then

$$L_{X_i}(D_i) = \bigoplus_{j=0}^{p_i-1} y^j L_{X_i, j} \left( \left\lfloor \frac{1}{p_i} \pi_i, (D_i + j \text{ div}_{F_i}(y)) \right\rfloor \right).$$

Note that the function $y$ maps distinct points in the same $\Gamma_i$-orbits onto different values, and thus satisfies the condition 3c of Definition 8.

An example of a sequence of $y$-compatible divisors. In order to exhibit a sequence of divisors $(D_i)$ such that $D_{i+1}$ is $(D_i, y)$-compatible for every $i \geq 0$, we need to handle the divisor associated to $y$ and some other elementary functions on each curve $X_i$, described for instance in [36].

Lemma 16 ([36]). On $X_i$ for every $i \in \{0, \ldots, s - 1\}$, we have

1. $\text{div}_{F_i}(x - \alpha_i) = N_i (P_i - P^i_\infty)$,
2. $\text{div}_{F_i}(y) = P_1 + \cdots + P_m - mP^i_\infty$.

We now give sufficient conditions on the curve $X_0$ and the first divisor $D_0$ to get a sequence of compatible divisors.

Lemma 17. Set $D_0 = \sum_{\ell=1}^{m} a_{0, \ell} P_\ell + b_0 P^0_\infty \in \text{Div}(X_0)$.

Assume that $m \equiv -1 \mod N$ and that the integers $a_{0,1}, \ldots, a_{0,m}, b_0$ are all divisible by $N$. For every $i \in \{0, \ldots, s - 1\}$, set $D_{i+1} = \frac{D_i}{p_i}$. Then, the divisor $D_{i+1}$ is $(D_i, y)$-compatible.

Proof. For $i \in \{1, \ldots, s\}$, let us set $a_{i, \ell} = \frac{a_{i-1, \ell}}{p_{i-1}}$ and $b_1 = \frac{b_{i-1}}{p_{i-1}}$ such that $D_i = \sum_{\ell=1}^{m} a_{i, \ell} P_\ell + b_1 P^i_\infty$.

Fix $i \in \{0, \ldots, s - 1\}$. The divisor $D_i$ is supported only by $\Gamma_i$-fixed points.

For any $j \in \{0, \ldots, p_i - 1\}$, we have

$$E_{i,j} = \left\lfloor \frac{1}{p_i} \pi_i, (D_i + j \text{ div}_{F_i}(y)) \right\rfloor = \sum_{\ell=1}^{m} \left\lfloor \frac{a_{i, \ell} + j}{p_i} P_\ell + \left\lfloor \frac{b_1 - jm}{p_i} \right\rfloor P^i_\infty \right\rfloor.$$

Since $N_i$ divides $N$, we have $m \equiv -1 \mod N_i$. Write $m = \kappa_i N_i - 1$ with $\kappa_i \geq 1$. The hypothesis on the integers $a_{0,1}, \ldots, a_{0,m}, b_0$ entails

$$\left\lfloor \frac{a_{i, \ell} + j}{p_i} \right\rfloor = a_{i+1, \ell} + \left\lfloor \frac{j}{p_i} \right\rfloor = a_{i+1, \ell},$$

$$\left\lfloor \frac{b_1 - jm}{p_i} \right\rfloor = b_{i+1} - \frac{j \kappa_i N_i}{p_i} + \left\lfloor \frac{j}{p_i} \right\rfloor = b_{i+1} - j \kappa_i N_{i+1}.$$
Then $E_{i,j} = D_{i+1} - j\kappa_i N_{i+1} P_{\infty}^{i+1}$. In particular, $D_{i+1} = E_{i,0}$ and $E_{i,j} \leq D_{i+1}$. Any $i_{i+1,j} := (x - \alpha)^{\kappa_i} \alpha$ with $\alpha \in \{a_1, \ldots, a_m\}$ gives the last condition on $D_{i+1}$ for it to be $(D_i, y)$-compatible by Definition 7, i.e. $D_{i+1} - E_{i,j} = \div_{\infty} (i_{i+1,j})$.

### 5.3 Family of foldable codes

We have gathered all the components to exhibit a foldable code on a family of Kummer curves.

**Proposition 18.** Let $X_0$ be a Kummer curve defined by (9) with $m \equiv -1 \mod N$. Consider an evaluation set $\mathcal{P}_0 \subseteq X_0(\mathbb{F}) \setminus \{P_1, \ldots, P_m, P_0\}$ formed by $\mathbb{Z}/m\mathbb{Z}$-orbits. Take $D_0 \in \Div(X_0)$ satisfying hypothesis of Lemma 17. If $N > n^e$ for some $e \in (0, 1)$, then the AG code $C = C(X_0, \mathcal{P}_0, D_0)$ is foldable.

The length of foldable codes over a Kummer curve as defined in (9) over $\mathbb{F}_q$ is bounded from above by $q + 1 + (N - 1)(\kappa N - 2)\sqrt{q} - \kappa N$, using Hasse-Weil bound, write $m = \kappa N - 1$.

**Remark 19.**

1. The primitive $N^{th}$ root $\zeta$ needs to belong to the base field $\mathbb{F}$ to ensure that the set $\mathcal{P}_0$ is not empty.

2. The condition on the coefficients of $D_0$ can be loosened while the previous statement still holds. If $a_0, \ldots, a_m, b_0$ are divisible by $\prod_{i=0}^{2} p_i$ and not necessarily by $p_{s-1}$, we choose $a_{s,t} = \frac{a_{s-1,t}}{p_{s-1}}$ and $b_s = \frac{b_{s-1}}{p_{s-1}}$ for the coefficients of $D_s$. The last curve $X_s$ being isomorphic to $\mathbb{P}^1$, the existence of balancing functions is trivial, if the first requirement of Definition 7 holds.

### What happens outside these hypotheses?

Lemma 17 provides sufficient conditions to make the code $C_{i+1}$ as small as possible compared to $C_i$ by choosing $D_{i+1}$ among the divisors $E_{i,j}$, as required for a sequence of foldable codes by Definition 8. Let us have a look at what could happen when dropping these conditions.

**Example 20.** Over $\mathbb{F}_8$, consider $y^N = x^m + x$ where $N = 9$ and $m = 5$. Then $m \not\equiv -1 \mod N$ and $N = p_0 p_1$ with $p_0 = p_1 = 3$. For $D_0 = 18P_\infty^0$, we have

\[
E_{0,0} = \begin{bmatrix} 18 \\ 3 \end{bmatrix} P_\infty^1 = 6P_\infty^1,
E_{0,1} = \begin{bmatrix} 18 - 5 \\ 3 \end{bmatrix} P_\infty^1 = 4P_\infty^1,
E_{0,2} = \begin{bmatrix} 18 - 2 \times 5 \\ 3 \end{bmatrix} P_\infty^1 = 2P_\infty^1.
\]

Choosing $D_1 = E_{0,0}$ would satisfy the first and the second conditions of Definition 7 to be $(D_0, y)$-compatible but not the third one. One can reasonably ask the support of $D_1$ to consist only of $\pi_0(P_\infty^0) = P_\infty^1$, as one-point codes are generally better understood. The Weierstrass gap theory on Kummer curves (e.g. [36, Theorem 3.2]) entails that if a function on $X_1 : y^a = x^5 + x$ has a pole locus of the form $\alpha P_\infty^1$, then $\alpha \in 3\mathbb{Z} + 5\mathbb{Z}$. Therefore the smallest divisor of the form $D_1 = d_1 P_\infty^1$ that is $(D_0, y)$-compatible is $D_1 = 12P_\infty^1$. With such a choice of divisors, the code $C_0$ of dimension 15 is folded into the code $C_1$ of dimension 12 whereas the length of $C_1$ is the third of the length of $C_0$. 
5.3.1 Explicit basis of the Riemann-Roch spaces

AG codes from the Kummer curve $X$ associated to divisors as defined in Lemma 17 have been studied by Hu and Yang [27]. They provide a basis of the Riemann-Roch spaces in a combinatorial form.

- **Theorem 21** ([27, Theorem 5]). Let $j, j_2, \ldots, j_m$ be integers. We define

$$E_{j, j_2, \ldots, j_m} := y^j \prod_{i=2}^{m} (x - \alpha_i)^{j_i}.$$ 

Consider $D = \sum_{\ell=1}^{m} a_\ell P_\ell + b P_\infty$. Set

$$\Omega_{a_1, \ldots, a_m, b} := \left\{(j, j_2, \ldots, j_m) \mid j + a_1 \geq 0, j_\ell = \left\lfloor \frac{-j - a_\ell}{N} \right\rfloor \text{ for } \ell = 2, \ldots, m \right.$$  

and $mj + N(j_2 + \cdots + j_m) \leq b \}.

Then the elements $E_{j, j_2, \ldots, j_m}$ for $(j, j_2, \ldots, j_m) \in \Omega_{a_1, \ldots, a_m, b}$ form a basis of $L_X(D)$.

5.3.2 Parameters

To estimate the parameters of the code by using the Riemann-Roch theorem, we shall rely on the following result.

- **Lemma 22.** Assume that $2(g_0 - 1) < \deg(D_0)$ (resp. $\deg(D_0) < n_0$). Then for every $i \in \{0, \ldots, s\}$, $2(g_i - 1) < \deg(D_i)$ (resp. $\deg(D_i) < n_i$).

**Proof.** It is enough to notice that for every $i \in \{0, \ldots, s - 1\}$,

$$\deg D_{i+1} = \frac{\deg D_i}{p_i}, \quad n_{i+1} = \frac{n_i}{p_i}, \quad \text{and} \quad g_{i+1} \leq \frac{g_i}{p_i}.$$

In other words, if the degree of the first divisor is such that we can estimate the parameters of $C_0$ thanks to Riemann-Roch Theorem, then we handle the parameters of all the sequence of codes.

- **Proposition 23.** If $\deg(D_0) < n_0$, then for every $i \in \{0, \ldots, s\}$, the code $C_i$ has length $n_i$ and minimum relative distance $\Delta(C_i) = 1 - \frac{\deg D_0}{n_0}$. In particular, the RS code $C_s$ has length $\frac{n_s}{N}$, dimension $\frac{\deg D_s}{n_0} + 1$ and relative minimum distance $1 - \frac{\deg D_0}{n_0}$.

Moreover, if $2(g_0 - 1) < \deg(D_0)$, for every $i \in \{0, \ldots, s\}$, the code $C_i$ has dimension $\deg D_i - g_i + 1$.

**Proof.** The length of $C_i$ is $n_i$ by construction and its dimension is given by the Riemann-Roch theorem. So let us prove the statement concerning the relative minimum distance.

First notice that $n_i = p_i n_{i+1}$ and $\deg(D_i) = p_i \deg(D_{i+1})$ so $1 - \frac{\deg D_i}{n_i} = 1 - \frac{\deg D_{i+1}}{n_{i+1}}$. For $i = s$, the code $C_s$ is a Reed-Solomon code of degree $0 \leq \deg(D_s) < n_s$ by Lemma 22 and has the expected relative minimum distance.

Now assume that $\Delta(C_{i+1})$ equals $1 - \frac{\deg D_{i+1}}{n_0}$ and let us prove that so does $\Delta(C_i)$. On the one hand, the divisor $D_{i+1}$ corresponds to $E_{i,0}$ then for every $f \in C_{i+1}$, $f \circ \pi_i \in C_i$. In addition, the weight of $f \circ \pi_i$ in $C_i$ is $p_i$ times the weight of $f$ in $C_{i+1}$. Since $n_i = p_i n_{i+1}$, we have $\Delta(C_i) \leq \Delta(C_{i+1})$. On the other hand, as $\deg(C_i) < n_i$, we have $\Delta(C_i) \geq 1 - \frac{\deg D_i}{n_i}$, which concludes the proof.
6 Foldable AG codes along the Hermitian tower

6.1 Preliminaries

Sequence of curves. We consider the sequence of function fields \( F = (F_i)_{i \geq 0} \) over \( \mathbb{F}_{q^2} \) that is defined recursively by \( F_0 = \mathbb{F}_{q^2}(x_0) \) and \( F_i = F_{i-1}(x_i) \) with equations

\[
x_i^q + x_i = x_i^{q+1} \quad \text{for } i \geq 1.
\]

Note that this tower of function field \( F \) corresponds to a tower of curves \( (\mathcal{X}_i)_{i \geq 0} \) such that \( F_i = \mathbb{F}_{q^2}(\mathcal{X}_i) \). One can view the curve \( \mathcal{X}_i \) embedded in an \( i \)-dimensional affine space with variables \( (x_1, \ldots, x_i) \) defined by the equations (14).

For \( i = 1 \), the field \( F_1 \) is the function field of the Hermitian curve \( \mathcal{H} := \mathcal{X}_1 \) over \( \mathbb{F}_{q^2} \).

Let \( g_i := g(\mathcal{X}_i) \) denote the genus of the curve \( \mathcal{X}_i \). An explicit formula was given by Pellikaan, Shen and Wee [41, Proposition 4]: we have \( g_0 = 0 \) and for \( i \geq 1 \),

\[
g_i = \frac{1}{2} ((q^2 - 1) ((q + 1)^i - q^i) + 1 - q^i) = \frac{1}{2} \left( \sum_{k=1}^{q^i} q^{i+k} \left( 1 + \frac{1}{q} \right)^{k-1} + 1 - (1 + q)^i \right).
\]

For every \( i \geq 0 \), the number of \( \mathbb{F}_{q^2} \)-rational places in \( F_i \) is given by

\[
|\mathcal{X}_i(\mathbb{F}_{q^2})| = q^{i+2} + 1.
\]

We have an infinite sequence of curves \( (\mathcal{X}_i)_{i \geq 0} \) as follows.

\[
\Gamma_0 \overset{\pi_1}{\rightarrow} \mathcal{X}_1 \overset{\pi_2}{\rightarrow} \mathcal{X}_2 \overset{\pi_3}{\rightarrow} \cdots
\]

\[\vdash \text{Remark 24. In the context of recursive towers, it is classical to index the curves the other way round compared to the notations used in Section 4. In the context of the Hermitian tower, the curve } \mathcal{X}_{i-1} \text{ is the quotient curve of the curve } \mathcal{X}_i \text{ under the action of the group } \Gamma_i. \text{ To design foldable codes, we will fix a level of the tower, say } i_{\text{max}}, \text{ and consider codes over the curve } \mathcal{X}_{i_{\text{max}}}, \text{ which we will fold using the sequence of curves with decreasing indices } (\mathcal{X}_i)_{i_{\text{max}} \geq i \geq 0}.
\]

This tower is a tower of Artin-Schreier extensions, which have been extensively studied (see for example [45]). Let us recall some classical results that will be useful to design foldable AG codes along this tower.

Automorphisms and projection maps. By definition of the Hermitian tower [45, Proposition 3.7.10], the Galois group of the extension \( F_i/F_{i-1} \) is the group of automorphisms defined by \((x_1, \ldots, x_i, x_{i+1}) \mapsto (x_1, \ldots, x_{i-1}, x_i + \alpha)\) where \( \alpha \) runs in

\[
\mathcal{S} = \{ \alpha \in \mathbb{F}_{q^2} \mid \alpha^q + \alpha = 0 \}.
\]

Note that if we fixed a non-zero element \( \alpha \in \mathcal{S} \), then for every \( \beta \in \mathbb{F}_q \), \( \alpha \beta \) lies in \( \mathcal{S} \). So \( \mathcal{S} \) is an additive group which is isomorphic to \( \mathbb{F}_q \).

The quotient map \( \pi_i : \mathcal{X}_i \to \mathcal{X}_{i-1} \) consists in the projection onto the first \( i \) coordinates. For every \( i \geq 0 \), we set \( \Pi_i \) to be the composition of the first \( i \) quotient maps, i.e.

\[
\Pi_i := \pi_i \circ \pi_{i-1} \circ \cdots \circ \pi_0.
\]
Behaviour of the point of infinity. In what follows, let us denote by $P_\infty^{(0)}$ the unique pole of the function $x_0$ in $F_0$, which corresponds to the point at infinity on the projective line $\mathbb{P}^1$.

Lemma 25 ([45, Proposition 3.7.8]). Let $i \geq 1$. The place $P_\infty^{(i)}$ is totally ramified in $F_i$, which means that the preimage $\Pi_i^{-1}\left(\{P_\infty^{(0)}\}\right)$ consists in a unique place, denoted by $P_\infty^{(i)} \in \mathcal{X}_i$. Moreover, $F_i^{(0)}$ is the unique place that is ramified in the tower $\mathcal{F}$.

The peculiar behaviour of the points $P_\infty^{(i)}$ in the tower encourages us to define a sequence of codes associated with divisors $D_i \in \text{Div}(\mathcal{X}_i)$ of the form

$$D_i := d_i P_\infty^{(i)}$$

for $i \geq 1$.

Let us focus on the principal divisors $\text{div}_{F_i}(x_j)$ ($0 \leq j \leq i$) and their valuation at the point $P_\infty^{(i)}$. Their properties follow from the study of the basic function field $F = \mathbb{F}_{q^2}(x, y)$ which is nothing but the Hermitian function field. It is a special case of Artin-Schreier extension of $\mathbb{F}_{q^2}(x)$ and is well known that we have

$$\text{div}_{F}(y) = P^{(0)} - P_\infty^{0}.$$ 

Remark 26. The role of the variables $x$ and $y$ is reversed compared to the Kummer model of the Hermitian curve, studied in the previous section.

Since each extension $F_i/F_{i-1}$ corresponds to the same Artin-Schreier extension, and that $P_\infty^{(0)}$ is fully ramified in $F_i/F_0$, we can deduce the form of the divisor $\text{div}_{F_i}(x_i)$, given in the next lemma. The valuation of the function $x_j \in F_{i-1}$ at $P_\infty^{(i)}$ follows from the extension degrees $[F_{i-1} : F_j] = q^{i-1-j}$ for $j < i$.

Lemma 27. The following two assertions hold.

1. For $i \geq 1$, denote by $P^{(i)}$ the unique common zero of the functions $x_0, \ldots, x_i$. Then we have

$$\text{div}_{F_i}(x_i) = (q + 1)^i \left( P^{(i)} - P_\infty^{(i)} \right).$$

2. Let $i \geq 1$. Then for $0 \leq j < i$, the valuation of the function $x_j \in F_{i-1}$ is given by

$$v_{P_\infty^{(i-1)}}(x_j) = -q^{i-1-j}(q + 1)^j.$$ 

Basis of the Riemann-Roch spaces associated to the divisor $d_i P_\infty^{(i)}$. For a given $i \geq 0$, the $P_\infty^{(i)}$ is the unique pole of the functions $x_0, \ldots, x_i$, which gives an explicit basis of the Riemann-Roch space associated to a multiple of $P_\infty^{(i)}$.

Lemma 28. For all $i \leq 1$ and $m \leq 1$, the Riemann-Roch space $L_{\mathcal{X}_i}(m P_\infty^{(i)})$ is formed by linear combinations of functions in the following set:

$$\left\{ x_0^{a_0} \cdots x_i^{a_i} \ | \ 0 \leq a_0, \ldots, a_i \leq q - 1 \text{ and } \sum_{j=0}^{i} a_j q^{i-j}(q + 1)^j \leq m \right\}.$$
6.2 Construction of foldable AG codes

Fix a level \( i_{\text{max}} \) in the Hermitian tower. We want to construct foldable codes on the curve \( X_{i_{\text{max}}} \) of the form

\[
C(X_{i_{\text{max}}}, \mathcal{P}_{i_{\text{max}}} \mathcal{D}_{i_{\text{max}}}) \text{ where } \mathcal{P}_{i_{\text{max}}} \subset X_{i_{\text{max}}}(\mathbb{F}_q^2) \setminus \{ P_{i_{\text{max}}} \} \text{ and } D_{i_{\text{max}}} = d_{i_{\text{max}}} P_{i_{\text{max}}}.
\]

We thus define a sequence of codes \( (C_i) \) as follow:

\[
C_i := C(X_{i_{\text{max}}-i}, \mathcal{P}_{i_{\text{max}}-i} \mathcal{D}_{i_{\text{max}}-i}) \text{ where } \mathcal{P}_{i-1} = \pi_i(\mathcal{P}_i) \text{ and } D_i = d_i P_{i_{\text{max}}}^{(i)}.
\]

In order to make sure \( C_0 = C(X_{i_{\text{max}}}, \mathcal{P}_{i_{\text{max}}} \mathcal{D}_{i_{\text{max}}}) \) is foldable, we need to describe the Riemann-Roch spaces on a certain step from Riemann-Roch spaces on lower curves. A priori Kani’s theorem does not apply, so we will have to find a decomposition by hand. We deduce such a decomposition from the explicit basis of the Riemann-Roch space given in Lemma 28.

\[\blacktriangleright \text{Proposition 29.}\] Let \( i \geq 0 \). Set \( D_i = d_i P_{i_{\text{max}}}^{(i)} \) for some integer \( d_i \). Then

\[
L_{X_i}(D_i) = \bigoplus_{j=0}^{q-1} x_i^j \pi_i \left( L_{X_{i-1}}(E_{i,j}) \right)
\]

with

\[
E_{i,j} := \left\lfloor \frac{1}{q} \pi_i \left( D_i - j \cdot \text{div}_{F_i}(x_i) \right) \right\rfloor \text{ for } 0 \leq j \leq q-1.
\]

In other words, the function \( x_i \in F_i \) partitions the divisor \( D_i \) in the sense of Definition 6.

\[\blacktriangleright \text{Proof.}\] By Lemma 28, the space \( L_{X_i}(D_i) \) is formed by linear combinations of \( x_0^{a_0} \cdots x_i^{a_i} \) with non-negative exponents such that \( 0 \leq a_j \leq q-1 \) for \( j \neq 1 \) and

\[
\sum_{j=0}^{i} a_j q^{i-j}(q+1)^j \leq m.
\]

As \( a_j \) runs in \( \{0, \ldots, q-1\} \), the proof is concluded by noticing that the function \( x_0^{a_0} \cdots x_{i-1}^{a_{i-1}} \in F_i \) lies in \( L(D_i - j \cdot \text{div}_{F_i}(x_i)) \) which means that \( x_0^{a_0} \cdots x_{i-1}^{a_{i-1}} \in F_{i-1} \) belongs to \( L_{X_{i-1}}(E_{i,j}) \).

To make \( D_{i-1} \) compatible with \( (D_i, x_i) \) (Definition 7), we need the existence of \( q \) balancing functions \( \nu_{i-1,j} \in F_{i-1} \) (for every \( 0 \leq j \leq q-1 \)) such that

\[
D_{i-1} - E_{i,j} = (\nu_{i-1,j})_{\infty}.
\]

(16)

In our setup, we have

\[
E_{i,j} = \left\lfloor \frac{d_i - j(q+1)^i}{q} \right\rfloor P_{i_{\text{max}}}^{(i-1)}.
\]

Thus, we need to “balance” the divisors

\[
D_{i-1} - E_{i,j} = \left( d_{i-1} - \left\lfloor \frac{d_i - j(q+1)^i}{q} \right\rfloor \right) P_{i_{\text{max}}}^{(i-1)}.
\]

We are led to study the Weierstrass semigroup of \( P_{i_{\text{max}}}^{(i-1)} \), denoted by \( \mathcal{H}(P_{i_{\text{max}}}^{(i-1)}) \). The generators of this semigroup can be found using Lemma 27. In fact, \( P_{i_{\text{max}}}^{(i-1)} \) is the unique common pole of the functions \( x_0, \ldots, x_{i-1} \in F_{i-1} \) and we know their exact valuation. Thus we have

\[
\mathcal{H}(P_{i_{\text{max}}}^{(i-1)}) = \langle q^{i-1-k}(q+1)^k, \ 0 \leq k \leq i-1 \rangle_N.
\]
Remark 30. In the spirit of the FRI protocol, one could be tempted to choose $D_{i-1}$ as $E_{i,0}$. Such a choice would be valid in the sense of Definition 7 if and only for every $0 \leq j < q - 1$

$$\left\lfloor \frac{d_i}{q} \right\rfloor - \left\lfloor \frac{d_i - j(q + 1)^i}{q} \right\rfloor \in \mathcal{H} \left( P^{(i-1)} \right).$$

Unfortunately, when $i$ increases, this condition is never satisfied.

To ensure that $\text{deg}(D_{i-1} - E_{i,j})$ is never a Weierstrass gap for $P^{(i-1)}$, we increase the degree $d_{i-1}$ of $D_{i-1}$.

Theorem 31. Let $i \geq 1$. Set $D_i = d_i P^{(i)}$ for some integer $d_i$ and $D_{i-1} = d_{i-1} P^{(i-1)}$

where

$$d_{i-1} = \left\lfloor \frac{d_i}{q} \right\rfloor + 2g_{i-1}.$$ (17)

Then $D_{i-1}$ is compatible with $(D_i, x_i)$ (Definition 7).

Proof. By [45, Theorem 1.6.8], we know that

$$\max \left( \mathbb{N} \setminus \mathcal{H} \left( P^{(i-1)} \right) \right) \leq 2g_{i-1} - 1.$$

Then for every $0 \leq j < q - 1$, the difference

$$m_{i,j} := \deg(D_{i-1} - E_{i,j}) = \left( \left\lfloor \frac{d_i}{q} \right\rfloor - \left\lfloor \frac{d_i - j(q + 1)^i}{q} \right\rfloor + 2g_{i-1} \right)$$ (18)

always belongs to the Weierstrass semigroup $\mathcal{H} \left( P^{(i-1)} \right)$. ▶

About the balancing functions. Since we know a $\mathbb{N}$-basis of the Weierstrass semigroup at $P^{(i-1)}$, we are able to explicit the form of the functions $\nu_{i-1,j}$. In particular, they can be chosen as the products of powers of the functions $x_0, ..., x_{i-1}$. More precisely, if $a_{i,j} := (a_{i,j}(0), ..., a_{i,j}(i - 1)) \in \mathbb{N}^i$ are integers such that

$$m_{i,j} = \sum_{k=0}^{i-1} a_{i,j}(k) \cdot q^{i-1-k}(q + 1)^k,$$ (19)

then $m_{i,j} \in \mathcal{H} \left( P^{(i-1)} \right)$. The corresponding choice for the balancing function is then given by

$$\nu_{i-1,j} = \prod_{k=0}^{i-1} x_k^{a_{i,j}(k)}.$$

Note that finding a vector $a_{i,j} \in \mathbb{N}^i$ satisfying (19) leads to the study of the diophantine equation

$$m_{i,j} = \sum_{k=0}^{i-1} a_k \cdot q^{i-1-k}(q + 1)^k$$

with $i$ unknowns $a_k \in \mathbb{N}$, for which we know there exists at least a solution (and we only need one).
6.2.1 A family of foldable codes

We denote by $i_{\text{max}}$ the level in the tower $(\mathcal{X}_i)_{i \geq 0}$, such that $\mathcal{X}_{i_{\text{max}}}$ is the curve on which the code we want to test proximity is defined.

**Proposition 32.** Fix an integer $i_{\text{max}}$. Set $\mathcal{P}_0 \subseteq \mathcal{P}_1(\mathbb{F}_{q^2}) \setminus \{P_{0, \infty}\}$ and define $\mathcal{P}_{i_{\text{max}}}$ as the preimage of $\mathcal{P}_0$ under the morphism $\Pi_{i_{\text{max}}}$. Fix an integer $d_{i_{\text{max}}}$. Then the code $C(\mathcal{X}_{i_{\text{max}}}, \mathcal{P}_{i_{\text{max}}}, d_{i_{\text{max}}}P_{0, \infty})$ is foldable.

**Proof.** Beware that the sequence of curves is indexed decreasingly here, contrary to Section 4. In particular, the original code is defined over the curve $\mathcal{X}_{i_{\text{max}}}$.

By definition of the Hermitian tower, there exists a solvable group $G$ acting on $\mathcal{X}_{i_{\text{max}}}$ that admits a normal series for which each factor group is isomorphic to the additive abelian group of $\mathbb{F}_q$. The action of $G$ on $\mathcal{P}_{i_{\text{max}}}$ is free, by definition of $\mathcal{P}_{i_{\text{max}}}$. The cardinality of $\mathcal{P}_{i_{\text{max}}}$ is equal to $|\mathcal{P}_0|^q |\mathcal{P}_{i_{\text{max}}}|$, hence $|G| > |\mathcal{P}_{i_{\text{max}}}|^\epsilon$ for some $\epsilon \in (0, 1)$.

The third condition of Definition 8 follows from Theorem 31, noticing that for every $i \geq 0$, the function $x_i$ maps different points in the same $\Gamma_i$-orbit onto different values.

To control the dimension of foldable codes, we will focus on those of the form

$$C := C(\mathcal{X}_{i_{\text{max}}}, \mathcal{X}_{i_{\text{max}}}(\mathbb{F}_{q^2}) \setminus \{P_{0, \infty}\}, (2\alpha + 1)g_{i_{\text{max}}})P_{0, \infty}$$

for some $\alpha > 1/2$. In this case, we have $n_{i_{\text{max}}} = q^{i_{\text{max}}+2}$. We can determine a sufficient condition over $i_{\text{max}}$ and $\alpha$ to get a constant rate.

**Lemma 33.** Let $R \in (0, 1)$. Fix $\epsilon \in (0, 1)$. Set $i_{\text{max}} := q^\epsilon$ and $\alpha := Rq^{1-\epsilon}$.

The ratio of the dimension of the code $C$ defined in (20) by its block length goes to $R$ when $q$ tends to infinity.

If $2(q^\epsilon - 1) < q$, the relative minimum distance of $C$ is bounded from below by $1 - R \left(1 + \frac{1}{q}\right)$.

**Proof.** If $\alpha > \frac{1}{2}$, the dimension of the code is equal to $(2\alpha + 1)g_{i_{\text{max}}}-d_{i_{\text{max}}}+1 = 2Rq^{1-\epsilon}g_{i_{\text{max}}}+1$ by the Riemann-Roch Theorem. As $R$ is fixed and $q$ goes to infinity, we can assume that $\alpha > 1/2$ to compute the rate as

$$\lim_{q \to \infty} \frac{2Rq^{1-\epsilon}g_{i_{\text{max}}}}{q^{i_{\text{max}}+2}}$$

for $i_{\text{max}} = q^\epsilon$. Lemma 54 in Appendix B clearly implies that this limit is equal to $R$.

Regarding the relative minimum distance, we use the Goppa bound: if

$$(2\alpha + 1)g_{i_{\text{max}}} < q^{i_{\text{max}}+2},$$

then the relative minimum distance of $C$ satisfies

$$\Delta(C) \geq 1 - \frac{(2\alpha + 1)g_{i_{\text{max}}}}{q^{i_{\text{max}}+2}}.$$

By Proposition 53 in Appendix B, we have

$$\frac{g_{i_{\text{max}}}}{q^{i_{\text{max}}+2}} \leq \frac{i_{\text{max}}}{2q} \left(1 + \frac{i_{\text{max}}}{q}\right),$$

which gives the expected lower bound for our choice of $\alpha$ and $i_{\text{max}}$. ▶
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7 Folding operators for AG codes

Now that we have determined the needed properties of an AG-code to be foldable, we construct the fundamental building block of our IOPP by generalizing the so-called algebraic hash function of [18] to the AG codes setting, and we refer to it as the folding operator. Next, we provide a formal description of the IOPP system \((P, V)\) and state the theorem capturing its efficiency properties.

7.1 Definition of folding operators

Let \(C_0 = C(X_0, \mathcal{P}_0, D_0)\) be a code satisfying Definition 8. We consider its associated \((X, \mathcal{G})\)-sequence of curves \((X_i)\) and its sequence of divisors \((D_i)\).

To test proximity of a function \(f^{(0)} : \mathcal{P}_0 \to \mathbb{F}\) to \(C_0\), we aim to inductively reduce the problem to a smaller one, consisting of testing proximity to the code \(C_i = C(X_i, \mathcal{P}_i, D_i)\). Broadly speaking, our goal is to define from any function \(f^{(i)} : \mathcal{P}_i \to \mathbb{F}\) a function \(f^{(i+1)} : \mathcal{P}_{i+1} \to \mathbb{F}\) such that the relative distance \(\Delta(f^{(i+1)}, C_{i+1})\) is roughly equal to \(\Delta(f^{(i)}, C_i)\).

Fix \(i \in \{0, \ldots, r - 1\}\) and let \(f : \mathcal{P}_i \to \mathbb{F}\) be an arbitrary function.

**Notation 34** (Interpolation polynomial). For each \(P \in \mathcal{P}_{i+1}\), let us denote \(S_P := \pi_{i+1}^{-1}(\{P\})\) the set of \(p_i\) distinct preimages of \(P\). Recall that the function \(\mu_i\) satisfies Item 3c of Definition 8 and consider

\[
I_{f, P}(X) := \sum_{j=0}^{p_i-1} X^j a_{j, P} \tag{21}
\]

the univariate polynomial over \(\mathbb{F}\) of degree less than \(p_i\) which interpolates the set of points

\[
\left\{(\mu_i(\hat{P}), f(\hat{P})); \hat{P} \in S_P\right\}. \tag{22}
\]

Specifically, for all \(\hat{P} \in S_P\), we have

\[
I_{f, P}(\mu_i(\hat{P})) = f(\hat{P}).
\]

Then for every \(j \in \{0, \ldots, p_i - 1\}\), we define the function

\[
f_j : \begin{cases} \mathcal{P}_{i+1} &\rightarrow \mathbb{F}, \\ P &\rightarrow a_{j, P}. \end{cases} \tag{22}
\]

Given \(f : \mathcal{P}_i \to \mathbb{F}\), the idea is to define \(p_i\) functions \(f_j : \mathcal{P}_{i+1} \to \mathbb{F}\), where \(|\mathcal{P}_{i+1}| = \frac{|\mathcal{P}_i|}{p_i}\) such that \(f\) corresponds to the evaluation of a function in \(L(D_i)\) if and only if each \(f_j\) coincides with a function in \(L(E_{i,j}) \subset L(D_{i+1})\). Instead of testing for each \(j \in \{0, \ldots, p_i - 1\}\) whether \(f_j \in C_{i+1}\), we reduce those \(p_i\) claims to a single one, by taking a random linear combination of the \(f_j\)’s, which we referred to as a folding of \(f\). By linearity of the codes, such a combination of the \(f_j\)’s belongs to \(C_{i+1}\) whenever \(f \in C_i\) (see Proposition 37 below). However, for soundness analysis, one needs to ensure that no \(f_j\) corresponds to a function lying in \(L(D_{i+1}) \setminus L(E_{i,j})\).

Some safeguards are embedded into the folding operation by introducing the balancing functions \(\nu_{i+1,j}\) from Definition 7 in the second term of the sum in (23).

**Definition 35** (Folding operator). For any \(z = (z_1, z_2) \in \mathbb{F}^2\), we define the folding of \(f\) to be the function \(\text{Fold}[f, z] : \mathcal{P}_{i+1} \to \mathbb{F}\) such that

\[
\text{Fold}[f, z] := \sum_{j=0}^{p_i-1} z_1^j f_j + \sum_{j=0}^{p_i-1} z_2^{j+1} \nu_{i+1,j} f_j \tag{23}
\]

where the functions \(f_j\) are defined in Equation (22) and the functions \(\nu_{i+1,j}\) in Definition 7.
7.2 Properties of folding operators

Our aim is to prove that the folding operators satisfy three key properties: local computability, completeness, and distance preservation. This will enable us to invoke [4, Theorem 1] for the completeness and soundness of our AG-IOPP.

Given the $p_i$ points $((\mu_i(\hat{P}), f(\hat{P})))_{\hat{P} \in S_P}$, one can determine the coefficients $(a_{j, P})_{0 \leq j < p}$ of $I_{f, P}$ defined in (21) by polynomial interpolation. Recalling that for each $P \in \mathcal{P}_{i+1}$, we have $f_j(P) = a_{j, P}$, we get the following lemma. This lemma will allow to obtain fast prover time and verifier decision complexity.

\textbf{Lemma 36 (Locality).} Let $z \in \mathbb{F}^2$. For each $P \in \mathcal{P}_{i+1}$, the value of $\text{Fold}[f, z](P)$ can be computed with exactly $p_i$ queries to $f$, namely at the points $\pi_i^{-1}(\{P\})$.

\textbf{Proposition 37 (Completeness).} Let $z \in \mathbb{F}^2$. If $f \in C_i$, then $\text{Fold}[f, z] \in C_{i+1}$.

\textbf{Proof.} Write $z = (z_1, z_2)$. If $f \in C_i$, it coincides with a function of $L(D_i)$. By definition of the divisors $E_{i,j}$ and Theorem 11, there exist some functions $\tilde{f}_j \in L(E_{i,j})$ such that

$$f = \sum_{j=0}^{p_i-1} \mu_j \tilde{f}_j \circ \pi_i.$$ 

Let $P \in \mathcal{P}_{i+1}$. For any $\hat{P} \in S_P$,

$$\text{Fold} \left[ f, (\mu_i(\hat{P}), 0) \right] (P) = I_{f, P}(\mu_i(\hat{P})) = f(\hat{P}) = \sum_{j=0}^{p_i-1} \mu_j(\hat{P}) \tilde{f}_j(P).$$

Moreover, for any $P \in \mathcal{P}_{i+1}$, polynomials $I_{f, P}(X)$ and $\text{Fold} \left[ f, (X, 0) \right] (P)$ in $\mathbb{F}[X]$ are of degree less than $p_i$ and agree on $\left\{ \mu_i(\hat{P}); \hat{P} \in S_P \right\}$ of size $p_i$, therefore they are equal. In particular,

$$\text{Fold} \left[ f, (\mu_i(\hat{P}), 0) \right] (P) = \sum_{j=0}^{p_i-1} \mu_i(\hat{P}) \tilde{f}_j(P).$$

Thus, for all $P \in \mathcal{P}_{i+1}$,

$$\sum_{j=0}^{p_i-1} \mu_i(\hat{P}) \tilde{f}_j(P) = f_j(P) = 0$$

and the polynomial

$$\sum_{j=0}^{p_i-1} X^j (\tilde{f}_j(P) - f_j(P))$$

of degree less than $p_i$ is zero on at least $\left| \left\{ \mu_i(\hat{P}); P \in \mathcal{P}_{i+1} \right\} \right| = p_i$ points. Hence, for every $j \in \{0, \ldots, p_i - 1\}$, the function $f_j$ defined in Equation (22) coincides with $\tilde{f}_j$ and

$$\text{Fold}[f, z] := \sum_{j=0}^{p_i-1} z_j^1 \tilde{f}_j + \sum_{j=0}^{p_i-1} z_j^{i+1} \nu_{i+1, j} \tilde{f}_j$$

where $\tilde{f}_j \in L(E_{i,j}) \subseteq L(D_{i+1})$ and $\nu_{i+1, j} \tilde{f}_j \in L(D_{i+1})$, by definition of the divisors $E_{i,j}$, $D_{i+1}$ and the functions $\nu_{i+1, j}$ (see Definition 7). Thus each term of $\text{Fold}[f, z]$ lies in the vector space $C_{i+1}$, which concludes the proof. 

\hfill \blacksquare
We discuss the effect of the folding operation on a function which is far from the code. Roughly speaking, we want to show that, if \( f \) is \( \delta \)-far from the code \( C_i \), then the folding \( \text{Fold}[f, z] \) of \( f \) is almost \( \delta \)-far from the code \( C_{i+1} \) with high probability over \( z \in \mathbb{F}^2 \). We start with the notion of weighted agreement.

**Definition 38 (Weighted agreement).** For any function \( \eta \in [0,1]^P \), we define the \( \eta \)-agreement of two functions \( u, v \in \mathbb{F}^P \) by

\[
\omega_\eta(u, v) := \frac{1}{|P|} \sum_{P \in P} \eta(P).
\]

Given a subspace \( V \subseteq \mathbb{F}^P \) and \( u \in \mathbb{F}^P \), we set

\[
\omega_\eta(u, V) := \max_{v \in V} \omega_\eta(u, v).
\]

Notice that since \( \eta \in [0,1]^P \), we have for any \( V \subseteq \mathbb{F}^P \) and any \( u \in \mathbb{F}^P \),

\[
\omega_\eta(u, V) \leq 1 - \Delta(u, V) \tag{24}
\]

Let us introduce some notations related to the Johnson list-decoding function. For any \( \varepsilon \in (0,1] \), let \( J_\varepsilon : [0,1] \to [0,1] \) be the function such that

\[
J_\varepsilon(\lambda) = 1 - \sqrt{1 - (1 - \varepsilon) \lambda},
\]

and denote \( J_\varepsilon^l = J_\varepsilon \circ \cdots \circ J_\varepsilon \) \( l \) times.

We now state a preliminary result concerning the weighted agreement on a low-degree parametrized curve. Proof of Proposition 39 builds upon the one of [18, Theorem 4.5] and is given in Appendix A.

**Proposition 39.** Let \( \eta \in [0,1]^P \) and \( \varepsilon, \delta > 0 \) such that and \( \delta < J_\varepsilon^l(\lambda) \). Let \( u_0, \ldots, u_{l-1} \in \mathbb{F}^P \) such that

\[
\Pr_{z \in \mathbb{F}} \left[ \omega_\eta \left( \sum_{i=0}^{l-1} z^i u_i, V \right) > 1 - \delta \right] \geq \frac{l-1}{|P|} \left( \frac{2}{\varepsilon} \right)^{l+1}, \tag{25}
\]

then there exists \( T \subseteq P \), and \( v_0, \ldots, v_{l-1} \in V \) such that:

- \( \sum_{P \in T} \eta(P) \geq (1 - \delta - \varepsilon)|P| \)
- for each \( i \), \( u_i|_T = v_i|_T \).

Here, for a function \( u \in \mathbb{F}^P \), \( u|_T \in \mathbb{F}^T \) corresponds to the function obtained by restriction on \( T \subseteq P \).

As mentioned earlier, soundness analysis relies on the relation between the weighted agreement of \( f \) to \( C_i \), and the weighted agreement of the folding of \( f \) to \( C_{i+1} \), constrained by the next corollary.

**Corollary 40.** Fix \( i \in \{0, \ldots, r-1\} \). For a function \( \eta : \mathcal{P}_i \to [0,1] \), define \( \theta : \mathcal{P}_{i+1} \to [0,1] \) by

\[
\forall P \in \mathcal{P}_{i+1}, \quad \theta(P) := \frac{1}{\rho_i} \sum_{P \in \mathcal{S}_P} \eta(\hat{P}).
\]
Let $\lambda_i$ be the minimal relative distance of $C_i$. Fix $\varepsilon \in (0,1)$ and

$$\delta < \min \left( J^{p_{i}}_{\varepsilon}(\lambda_i), \frac{1}{2} \left( \lambda_i + \frac{\varepsilon}{2} \right) \right).$$

For any function $f : \mathcal{P}_i \to \mathbb{F}$ such that $\omega_{\varepsilon}(f, C_i) < 1 - \delta$, we have

$$\Pr_{z \in \mathbb{F}^2} \left[ \omega_{\varepsilon}(\text{Fold}[f, z], C_{i+1}) > 1 - \delta + \varepsilon \right] \leq \frac{1}{|\mathbb{F}|} \left( p_i + \frac{4}{\varepsilon} - 1 \right) \left( \frac{4}{\varepsilon} \right)^{p_i}.$$

Proving Corollary 40 requires the lemma stated next. We prove Corollary 40, then prove Lemma 41.

**Lemma 41.** Let $i \in \{0, \ldots, r - 1\}$, $D_i \in \text{Div}(X_i)$ and $\mu_i \in F(X_i)$ satisfying Definition (6). Consider a divisor $D_{i+1} \in \text{Div}(X_{i+1})$ that is $(D_i, \mu_i)$-compatible in the sense of Definition 7.

Fix $j \in \{0, \ldots, p_i - 1\}$. Then a function $g \in F(X_{i+1})$ belongs to $L(E_{i,j})$ if and only if both functions $g$ and $g\nu_{i+1,j}$ belong to $L(D_{i+1})$.

**Proof of Corollary 40.** Let $f : \mathcal{P}_i \to \mathbb{F}$ be an arbitrary function. According to Equation (22), there exist $p_i$ function $f_j : \mathcal{P}_{i+1} \to \mathbb{F}$ such that for any $z = (z_1, z_2) \in \mathbb{F}^2$,

$$\text{Fold}[f, z] = \sum_{j=0}^{p_i-1} z_j z_{j+1} f_j + \sum_{j=0}^{p_i-1} z_j^{p_i} f_{j},$$

Rewrite $\text{Fold}[f, z]$ as a polynomial function in $z_2$:

$$\text{Fold}[f, z] = f_{z_2} + z_2 f_0' + z_2 f_1' + \cdots + z_2^{p_i} f_{p_i-1},$$

where

$$f_{z_2} := \sum_{j=0}^{p_i-1} z_j f_j, \quad f_j' := \nu_{i+1,j} f_j.$$

Finally, set

$$K_0 := \frac{p_i - 1}{|\mathbb{F}|} \left( \frac{4}{\varepsilon} \right)^{p_i} \quad \text{and} \quad K_1 := \frac{p_i}{|\mathbb{F}|} \left( \frac{4}{\varepsilon} \right)^{p_i+1}.$$

Let us prove the corollary by contrapositive. We assume that

$$\Pr_{z \in \mathbb{F}^2} \left[ \omega_{\varepsilon}(\text{Fold}[f, z], C_{i+1}) > 1 - \delta + \varepsilon \right] > K_0 + K_1,$$

and thus

$$\Pr_{z_1 \in \mathbb{F}} \left[ \Pr_{z_2 \in \mathbb{F}} \left[ \omega_{\varepsilon}(\text{Fold}[f, z], C_{i+1}) > 1 - \delta + \varepsilon \right] > K_0 \right] > K_1.$$

Fix $z_1 \in \mathbb{F}$ such that

$$\Pr_{z_2 \in \mathbb{F}} \left[ \omega_{\varepsilon}(\text{Fold}[f, z], C_{i+1}) > 1 - \delta + \varepsilon \right] > K_0.$$

By Proposition 39, there exist $v_{z_1}, v_{z_1}', \ldots, v_{z_1}^{p_i-1} \in C_{i+1}$ and $T' \subset T$ such that

- $\sum_{P \in T'} \theta(P) \geq (1 - \delta + \frac{\varepsilon}{2}) \vert \mathcal{P}_{i+1} \vert$,
- $v_{z_1} \vert_{T'} = f_{z_1} \vert_{T'}$,
for each \( j \in \{1, \ldots, p_i - 1\} \), \( v'_j|_{\mathcal{T}_j} = f'_j|_{\mathcal{T}_j} \).

In particular,

\[
\omega_{\eta}(f_{z_1}, C_{i+1}) \geq \omega_{\eta}(f_{z_1}, v_{z_1}) = \frac{1}{|P_{i+1}|} \sum_{P \in \mathcal{T}} \theta(P) \geq 1 - \delta + \frac{\varepsilon}{2}.
\]

It means that

\[
\Pr_{z_1 \in F} \left[ \omega_{\eta}(f_{z_1}, C_{i+1}) \geq 1 - \delta + \frac{\varepsilon}{2} \right] \geq \Pr_{z_1 \in F} \left[ \omega_{\eta}(\text{Fold}[f, z], C_{i+1}) \geq 1 - \delta + \varepsilon \right] > K_0 > K_1.
\]

The polynomial form of \( f_{z_1} \) in \( z_1 \) enables us to reapply Proposition 39: there exist \( \mathcal{T} \subset \mathcal{P} \) and \( v_0, v_1, \ldots, v_{p_i-1} \in C_{i+1} \) such that

\[
\sum_{P \in \mathcal{T}} \theta(P) \geq (1 - \delta)|P_{i+1}|,
\]

and for each \( j \in \{0, \ldots, p_i - 1\} \), \( v_j|_{\mathcal{T}} = f_j|_{\mathcal{T}} \).

On \( \mathcal{T}' \cap \mathcal{T} \), we thus have

\[
v'_j|_{\mathcal{T}' \cap \mathcal{T}} = f'_j|_{\mathcal{T}' \cap \mathcal{T}} = (v_{i+1,j}f_j)|_{\mathcal{T}' \cap \mathcal{T}} = (v_{i+1,j}v_j)|_{\mathcal{T}' \cap \mathcal{T}}.
\]

The cardinality of \( \mathcal{T}' \cap \mathcal{T} \) satisfies

\[
|\mathcal{T}' \cap \mathcal{T}| = |\mathcal{T}'| + |\mathcal{T}| - |\mathcal{T}' \cup \mathcal{T}| \geq \sum_{P \in \mathcal{T}} \theta(P) + \sum_{P \in \mathcal{T}} \theta(P) - |P_{i+1}| \geq (1 - 2\delta + \frac{\varepsilon}{2})|P_{i+1}|.
\]

The assumption on \( \delta \) ensures that \( 2\delta - \frac{\varepsilon}{2} < \lambda_{i+1} \) where \( \lambda_{i+1} \) is the minimal distance of \( C_{i+1} \).

Hence, for every \( j \in \{0, \ldots, p_i - 1\} \), the evaluations of \( v'_j \) and \( v_{i+1,j}v_j \) on \( P_{i+1} \) are equals.

They are codewords of \( C_{i+1} \), thus this implies that both functions \( v_j \) and \( v_{i+1,j}v_j \) belong to \( L(D_{i+1}) \). By Lemma 41, we get that the function \( v_j \) lies in \( L(E_{i,j}) \).

Now let us define \( v : \mathcal{P}_i \to \mathbb{F} \) by

\[
\forall Q \in \mathcal{P}_i, \quad v(Q) := \sum_{j=0}^{p_i-1} \mu_i^j(Q)v_j \circ \pi_i(Q).
\]

By definition of the divisors \( E_{i,j} \) (5), the function \( v \) belong to \( L(D_i) \). Now let us prove that it agrees with \( f \) on \( S_T := \bigcup_{P \in \mathcal{T}} S_P \).

Let \( P \in \mathcal{T} \) and \( \hat{P} \in S_P \).

\[
f(\hat{P}) = I_{f,P}(\mu_i(\hat{P})) = \sum_{j=0}^{p_i-1} \mu_i(\hat{P})^j f_j(P)
\]

by definition of \( I_{f,P} \),

\[
= \sum_{j=0}^{p_i-1} \mu_i(\hat{P})^j v_j \circ \pi_i(\hat{P})
\]

since \( f_j|_{\mathcal{T}} = v_j|_{\mathcal{T}} \) and \( P = \pi_i(\hat{P}) \),

\[
= v(\hat{P}).
\]

As a result, since \( v \in C_i \), we can conclude that

\[
\omega_{\eta}(f, C_i) \geq \omega_{\eta}(f, v) \geq \frac{1}{|P_i|} \sum_{P \in \mathcal{T}} \sum_{P \in S_P} \eta(\hat{P}) = \frac{1}{|P_{i+1}|} \sum_{P \in \mathcal{T}} \theta(P) \geq 1 - \delta.
\]

\[\blacktriangle\]
Proof of Lemma 41. Assume that \( g \in L(E_{i,j}) \). Then Definition 7 ensures that \( g \) and \( g\nu_{i+1,j} \) lie in \( L(D_{i+1}) \).

Conversely, assume that \( g \) and \( g\nu_{i+1,j} \) belong to \( L(D_{i+1}) \) and write \( D_{i+1} = \sum n_P P \). The hypotheses on \( g \) imply that
\[
g \in L(D_{i+1}) \cap L(D_{i+1} - (\nu_{i+1,j})).
\]
By \[40, Lemma 2.6\], the function \( g \) belongs to \( L(D'_{i+1}) \), where the divisor \( D'_{i+1} \) is defined by
\[
D'_{i+1} := \sum n'_P P \quad \text{where} \quad n'_P := \min(n_P, n_P + v_P(\nu_{i+1,j})).
\]
Then \( D'_{i+1} = D_{i+1} - \text{div}_\infty (\nu_{i+1,j}) = E_{i,j} \) by the second item of Definition 7.

7.3 IOPP for foldable AG codes

Let \( C_0 = C(X_0, P_0, D_0) \) be a foldable AG code over an alphabet \( \mathbb{F} \). Given a family of folding operators defined as per Definition 35, \[4\] yields an IOPP for \( C_0 \), which is abstracted from the FRI protocol of \[9\]. We informally describe the IOPP system \((P, V)\) for testing proximity of a function \( f^{(i)} : P_0 \rightarrow \mathbb{F} \) to \( C_0 \), then give its properties. A formal description will be provided in Section 8 for instantiations with concrete AG codes.

As in the FRI protocol, the IOPP is divided in two phases, referred to as COMMIT and QUERY. Before any interaction, \( P \) and \( V \) agree on:
- a \((X, \mathcal{G})\)-sequence of curves \((X_i)\), for which we denote the length of the composition series of \( \mathcal{G} \) by \( r \).
- a sequence of codes \((C_i)\) where for each \( i \in \{0, \ldots, r \} \), \( C_i = (X_i, \mathcal{P}_i, D_i) \) and \( X_i, \mathcal{P}_i \) and \( D_i \) are defined as per Section 4,
- a sequence of functions \((\mu_i) \in \mathbb{F}(X_i)\) satisfying Definition 6,
- a sequence of balancing functions \((\nu_{i+1})_{0 \leq i < r}\) of \( p_i \)-tuples of functions in \( \mathbb{F}(X_{i+1}) \) such that \( \nu_{i+1} = (\nu_{i+1,j})_{0 < j < p_i} \) and \( \nu_{i+1,j} \) satisfies (6).

We recall that the choice of a sequence \((X_i)\) induces a sequence of projections \( \pi_i : X_i \rightarrow X_{i+1} \).

The COMMIT phase is an interaction over \( r \) rounds between \( P \) and \( V \). For each round \( i \in \{0, \ldots, r - 1\} \), the verifier samples a random challenge \( z^{(i)} \in \mathbb{F}^2 \). As an answer, the prover gives oracle access to function \( f^{(i+1)} : \mathcal{P}_{i+1} \rightarrow \mathbb{F} \), which is expected to be equal to \( \text{Fold} \left[ f^{(i)}, z^{(i)} \right] \). To compute the values of \( f^{(i+1)} \) on \( \mathcal{P}_{i+1} \), an honest prover \( P \) exploits the fact that the folding of \( f^{(i)} \) is locally computable (Lemma 36). Namely, for each \( P \in \mathcal{P}_{i+1} \), \( P \) computes the coefficients \((a_{j,p})_{0 \leq j < p_i} \) of \( I_{f^{(i)}, P} \in \mathbb{F}[X] \) from \( f^{(i)}|_{\mathcal{P}_i} \), evaluates \( \nu_{i+1,j} \) at \( P_i \), and sets
\[
\text{Fold} \left[ f^{(i)}, z^{(i)} \right] (P) := \sum_{j=0}^{p_i-1} \left( z_j^{(i)} \right)^j a_{j,p} + \sum_{j=0}^{p_i-1} \left( \frac{z_j^{(i)}}{z_j^{(i)}} \right)^{j+1} \nu_{i+1,j}(P) a_{j,p}.
\]

During the QUERY phase, one of the two tasks of the verifier \( V \) is to check that each pair of successive oracle functions \((f^{(i)}, f^{(i+1)})\) is consistent. A standard idea is to check that the equality
\[
f^{(i+1)} = \text{Fold} \left[ f^{(i)}, z^{(i)} \right]
\]
holds at a random point in \( \mathcal{P}_{i+1} \). By leveraging the local property of the folding operator, such a test requires only \( p_i \) queries to \( f^{(i)} \) and 1 query to \( f^{(i+1)} \). As in \[9\], we call this step of verification a round consistency test. The verifier begins by sampling at random
$Q_0 \in \mathcal{P}_0$ and once this is done, all the locations of the round consistency tests run inside the current query test are determined. More specifically, for each round $i$, $V$ defines $Q_{i+1} := \pi_i(Q_i)$ to be the random point where Equation (26) is checked. Through this process, the round consistency tests are correlated to improve soundness. Such a query test can be seen as a global consistency test, similar to the one of the FRI protocol. For the final test, $V$ reads $f(r) : \mathcal{P}_r \rightarrow \mathbb{F}$ in its entirety to test if $f(r) \in C_r$.

**Theorem 42.** Let $C_0 = C(X_0, \mathcal{P}_0, D_0)$ be a foldable AG code of length $n := |\mathcal{P}_0|$. By definition, $C_0$ admits a solvable group $G \in \text{Aut}(X_0)$ such that $|G| > n^e$ for a certain $e \in (0, 1)$ and induces a sequence of codes $(C_i)$. Set $p_{\max} := \max p_i$, $\lambda := \min \Delta(C_i)$ and

$$\gamma := \min \left( J_p^{p_{\max}}(\lambda), \frac{1}{2}(\lambda + \frac{\varepsilon}{2}) \right).$$

There is an IOPP system $(P, V)$ for $C_0$ satisfying:

- Perfect completeness: If $f(0) \in C_0$ and $f(1), \ldots, f(r)$ are honestly generated by the prover, the verifier outputs accept with probability 1.

- Soundness: Assume $f(0)$ is $\delta$-far from $C_0$ and let $\varepsilon \in (0, 1)$. With probability at least $1 - \text{err}_{\text{commit}}$ over the randomness of the verifier during the COMMIT phase, where

$$\text{err}_{\text{commit}} \leq \log n \left( p_{\max} + \frac{4}{\varepsilon} - 1 \right) \frac{4}{\varepsilon}^{p_{\max}}$$

and for any oracles $f(1), \ldots, f(r)$ adaptively chosen by a possibly dishonest prover $P*$, the probability that the verifier $V$ outputs accept after a single query test is at most

$$\text{err}_{\text{query}}(\delta) \leq (1 - \min(\delta, \gamma) + \varepsilon \log n).$$

Overall, for any prover $P^*$, the soundness error $\text{err}(\delta)$ after $t$ repetitions of the QUERY phase satisfies

$$\text{err}(\delta) \leq \text{err}_{\text{commit}} + (\text{err}_{\text{query}}(\delta))^t \leq \log n \left( p_{\max} + \frac{4}{\varepsilon} - 1 \right) \frac{4}{\varepsilon}^{p_{\max}} + (1 - \min(\delta, \gamma) + \varepsilon \log n)^t.$$

Moreover, the IOPP system is public-coin, has round complexity $r(n) < \log n$, proof length $l(n) < n$ and query complexity $q(n) < t p_{\max} \log n + n^{1-e}$.

**Proof.** Lemma 36, Proposition 37 and Corollary 40 satisfy the conditions of [4, Theorem 1]. Completeness and soundness are given by [4, Theorem 1]. Let us prove the rest of the theorem. Regarding round complexity, we have that

$$\prod_{i=0}^{r-1} p_i = \frac{n}{n_r},$$

where

$$n_r := |\mathcal{P}_r| = \frac{n}{|G|} < n^{1-e}.$$

For every $i \in \{0, \ldots, r - 1\}$, $2 \leq p_i \leq p_{\max}$. Therefore

$$r(n) \leq \log_2 n - \log_2 n_r < \log_2 n.$$
For query complexity, notice that for $i \in \{0, \ldots, r - 2\}$, $f^{(i+1)}(Q_{i+1})$ is reused for the next round consistency test. Hence,

$$q(n) = t \left( \sum_{i=0}^{r-1} p_i \right) + n^{1-\varepsilon} \leq trp_{\text{max}} + n^{1-\varepsilon}.$$ 

Finally, the total proof length $l(n)$ is the sum of the lengths of all the oracles provided by $P$ during the COMMIT phase, counted in field elements. Denoting $t_{i+1} := \prod_{j=0}^{i} p_j$, we notice that

$$\left| P_{i+1} \right| = \frac{\left| P_i \right|}{t_i} \cdot \frac{\left| P_0 \right|}{t_{i+1}}.$$ 

Thus, we have

$$l(n) = \sum_{i=1}^{r} \left| P_i \right| = \sum_{i=1}^{r} \frac{\left| P_0 \right|}{t_i} \leq n \sum_{i=1}^{r} \frac{1}{2^i} = n \left( 1 - \frac{1}{2^r} \right) < n. \quad \blacktriangle$$

8 Proximity tests for AG codes on Kummer curves and Hermitian towers

When we instantiate the AG-IOPP proposed in Section 7.3 for the setting of Kummer curves (Section 5) and curves in the Hermitian tower (Section 6), we end up with a membership test to a RS code. An RS code is itself a foldable AG code (see Section 4.3). In order to lower verifier complexity, we can extend the AG-IOPP by replacing the final test by an IOPP for RS code. This enhanced AG-IOPP is examined in this section.

8.1 How to iterate the folding to reach a code of dimension 1

Let $C = C(X, \mathcal{P}, \mathcal{G})$ be foldable in the sense of Definition 8 on a Kummer curve or on a curve in the Hermitian tower. In Sections 5 and 6, we defined $s$ codes $(C_i)_{0 \leq i \leq s}$, where $s$ is the number of prime in the decomposition of $N$ in the Kummer case and $s = i_{\text{max}}$ for the Hermitian tower. The code $C_{s} = C(\mathbb{F}^{1}, \mathcal{P}', D')$ corresponds to a Reed-Solomon code $\text{RS} \mathbb{F}, \mathcal{P}', d = \{ f : \mathcal{P} \rightarrow \mathbb{F}; \deg f \leq d \}$, where the degree bound depends on the parameters of the original code $C_0$. Taking this into consideration, we want to iterate the folding operation until we get a RS code of dimension 1, as it is done in the FRI protocol [9].

As in Example 4.3, we set $d_0 = d$ and define $d_{i+1} = \left\lceil \frac{d_i}{2} \right\rceil$ for any integer $i$. Set $s'$ the smallest integer such that $d_{s'} = 0$. Then, we consider the sequence of Reed-Solomon codes $(C_{s+i})_{1 \leq i \leq s'}$ when applying the construction described in Section 4 to the initial code $C_0$. Letting $r = s + s'$, we iteratively reduce the proximity test to the code $C_0$ to a membership test to the code $C_r$, which is a Reed-Solomon code of dimension 1. If $f^{(0)} \in C_0$, then $f^{(r)}$ is expected to be a constant function, and this can be tested in a trivial way. We can leverage the fact that $C_r$ is a Reed-Solomon code to extend the protocol described in Section 7.3. We obtain a $r$-round IOPP system $(P, V)$ for $C_0$, which is described below.

The prover $P$ and the verifier $V$ are given as input the description of the code $C_0$. The verifier $V$ is given oracle access to a function $f^{(0)} : \mathcal{P}_0 \rightarrow \mathbb{F}$, which is also given as explicit input to the prover $P$. 
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**COMMIT phase**

1. For each round \( i \) from 0 to \( r - 1 \):
   a. \( V \) picks uniformly at random \( z^{(i)} \) in \( \mathbb{F}^2 \) and sends it to \( P \),
   b. \( P \) computes \( f^{(i+1)} = \text{Fold} [ f^{(i)}, z^{(i)} ] \),
   c. If \( i < r - 1 \): \( P \) gives oracle access to \( f^{(i+1)} : \mathcal{P}_{i+1} \to \mathbb{F} \),
   d. If \( i = r - 1 \): \( P \) commits to \( \beta \in \mathbb{F} \) (if \( f^{(0)} \in C_0 \), then \( f^{(i)} \) is supposed to be constant equal to \( \beta \)).

**QUERY phase**

1. Repeat \( t \) times the following query test:
   a. Pick \( Q_0 \in \mathcal{P}_0 \) uniformly at random.
   b. For \( i = 0 \) to \( r - 1 \), run the following round consistency test:
      i. Define \( Q_{i+1} \in \mathcal{P}_{i+1} \) by \( Q_{i+1} = \pi_i(Q_i) \),
      ii. Query \( f^{(i+1)} \) to get \( f^{(i+1)}(Q_{i+1}) \) and query \( f^{(i)} \) at points \( \hat{Q} \in S_{Q_{i+1}} \),
          (if \( i = r - 1 \), set \( f^{(r)}(Q_r) = \beta \))
      iii. Compute the value \( \text{Fold} [ f^{(i)}, z^{(i)} ](Q_{i+1}) \),
      iv. If \( i < r - 1 \): return accept if and only if \( f^{(i+1)}(Q_{i+1}) = \text{Fold} [ f^{(i)}, z^{(i)} ](Q_{i+1}) \)
          (if \( i = r - 1 \): return reject if and only if \( \beta \neq \text{Fold} [ f^{(i)}, z^{(i)} ](Q_{i+1}) \)
   c. Return accept.

8.2 Properties of the AG-IOPP with Kummer curves

Assume \( C_0 = C(X_0, \mathcal{P}_0, D_0) \) is a foldable AG code of blocklength \( n_0 = |\mathcal{P}_0| \) on a Kummer curve \( X_0 \) (cf. Proposition 18). This means that \( X_0 \) is defined by an equation \( y^N = f(x) \), where \( f \in \mathbb{F}[X] \) is a separable degree-\( m \) polynomial, \( m \equiv -1 \mod N \), \( N \) is coprime with \( |\mathbb{F}| \), \( |\mathcal{P}_0| = \alpha N \) for some integer \( \alpha \), and \( \deg D_0 < \alpha N \). Assume \( \alpha \) is a power of 2 and \( N \) is a \( \eta \)-smooth integer for a small fixed parameter \( \eta \in \mathbb{N} \).

Proposition 23 states that the relative minimum distances of the codes \( C_i \) are all equal to \( \Delta(C_0) = 1 - \frac{\deg D_0}{PN} \). Therefore, the ordering on the integers involved in the prime decomposition \( \prod_{i=0}^{N-1} p_i \) of \( N \) does not impact the parameters of the protocol. Moreover, the code \( C_s = C(X_s, \mathcal{P}_s, D_s) \) corresponds to a RS code

\[
C_s = \text{RS} \left[ \mathbb{F}, \mathcal{P}_s, \frac{\deg D_0}{N} \right] = \left\{ f : \mathcal{P}_s \to \mathbb{F} ; \deg f \leq \frac{\deg D_0}{N} \right\}
\]

of blocklength \( |\mathcal{P}_s| = \alpha \), which is itself a foldable AG code (see Example 4.3).

Theorem 43 (Kummer case). Let \( C = (X_0, \mathcal{P}_0, D_0) \) be a foldable AG code on a Kummer curve satisfying the hypotheses of Proposition 18 with \( N \) a \( \eta \)-smooth integer. Denote \( n = |\mathcal{P}_0| \).

The IOPP \((P, V)\) described in Section 8.1 has perfect completeness and soundness as stated in Theorem 42. Moreover, for \( t \) repetitions of the QUERY phase, we have:

- rounds complexity \( r(n) < \log n \),
- proof length \( l(n) < n \),
- query complexity \( q(n) \leq tn \log_2 n + 1 \),
- prover complexity \( t_p(n) = O_\eta(n) \),
- verifier decision complexity \( t_v(n) = O_\eta(t \log n) \).
Proof. Notice that the round complexity is now $r(n) = s + s'$, straightforward calculations show that complexity, query complexity and proof length computed in the proof 42 still hold. Completeness and soundness also follow from [4]. We estimate prover complexity and verifier complexity below.

Prover complexity. Fix a round index $i < r - 1$. The balancing functions $\nu_{i+1,j} : \mathcal{P}_{i+1} \to \mathbb{F}$ can be precomputed since they do not depend on $f(i), z(i)$ (see Remark 44). To simplify notation, denote $f = f(i)$. For any $z = (z_1, z_2) \in \mathbb{F}^2$, computing the successive powers $(z_1^j, z_2^j)_{0 < j < p_i}$ takes $2(p_i - 2)$ multiplications. For each $P \in \mathcal{P}_{i+1}$, an honest prover must compute the coefficients $(a_{j,P})_{0 < j < p_i}$ of the polynomial $I_{f,P}(X)$ of degree $\deg I_{f,P} < p_i$ from the interpolation set $\{(\mu_i(\tilde{P}), f(\tilde{P})) \mid \tilde{P} \in \mathcal{S}_P\}$ of size $p_i$. Notice that $\mu_i = y$, so computing $\mu_i(\tilde{P})$ for $\tilde{P} \in \mathcal{S}_P$ is done for free. Univariate interpolation for a polynomial of degree $< p_i$ can be done in $O(p_i^2)$ by Lagrange interpolation. Overall, one can honestly evaluate $\text{Fold}[f, z] : \mathcal{P}_{i+1} \to \mathbb{F}$ with $|\mathcal{P}_{i+1}| O(p_i^2)$ operations in $\mathbb{F}$. We showed previously that $\sum_{i=1}^{r-1} |\mathcal{P}_i| < n$, thus when summing over $r - 1$ rounds, we get that the cost of (honestly) generating the oracles $f^{(1)}, \ldots, f^{(r-1)}$ is $O(n)$.

Verifier decision complexity. Verifier complexity is inferred from the previous discussion about prover complexity. For each round, the verifier computes the successive powers of $z_1$ and $z_2$, interpolates $I_{f,P}$ for a point $P \in \mathcal{P}_{i+1}$ in $O(p_i^2)$ operations, then computes $\text{Fold}[f, z] (P)$ in a number of operations which is independent of $n$. Hence, verifier complexity for repetition parameter $t$ is $t_o(n) = O(t \log(n))$.

Remark 44. We give the cost of precomputing the evaluation tables of the balancing functions. Letting $\nu_{i+1,j}$ be as defined in proof of Lemma 17, the sequence of functions $(\nu_{i+1,j})_{0 < j < p_i}$ can be evaluated at the same point $P \in \mathcal{P}_{i+1}$ in $O(\log m + p_i)$ using exponentiation by squaring. Thus, the evaluations of $\nu_{i+1,1}, \ldots, \nu_{i+1,p_i-1}$ on $\mathcal{P}_{i+1}$ are obtained with $O((\log m + p_i) |\mathcal{P}_{i+1}|)$ operations.

We give an example of an AG code over a Kummer curve where $p_{\max} = 2$.

Example 45. On $\mathbb{F}_{q^2}$ with $q = 2^{61} - 1$ ($96^{th}$ Mersenne prime), we consider the curve

$$X_0 : y^N = x^3 + x$$

where $N = 2^r$ with $r = 16$. It is maximal [46] of genus $g = N - 1$. We consider the code $C_0$ associated to $D_0 = 2^{17} P_0$ on an evaluation set $P_0 \subset X_0(\mathbb{F}_{q^2})$ of size $n = 2^{20}$. Its dimension equals $\dim C_0 = 2^{16} + 2$ and its relative minimum distance $\lambda$ is bounded from below by $1 - 2^{-3}$. Take $\varepsilon = 2^{-6.55}$. By Theorem 42,

$$\text{err}_{\text{commit}} \leq \frac{\log(n)}{|\mathbb{F}_{q^2}|} \left(1 + \frac{4}{\varepsilon} \right) \left(\frac{4}{\varepsilon}\right)^2 \approx 2^{4.33 + 6 + 3.655 - 121} \leq 2^{-91}$$

$$\text{err}_{\text{query}}(\delta) \leq (1 - \delta + \varepsilon \log(n))$$

where $1 - \delta = (1 - \lambda + \varepsilon)^\delta \leq 0, 51384$. Hence

$$\text{err}_{\text{query}}(\delta) \leq 0, 51384 + \frac{20}{2^6.55} \approx 0, 72728.$$

By running the query phase with repetition parameter $t \geq 199$, we get $(\text{err}_{\text{query}})^t \leq 2^{-91}$ and $\text{err}(\delta) \leq 2^{-90}$. The last code $C_t$ is a small Reed-Solomon code of length $n_r = 2^4$ and dimension 2. The total number of rounds of the IOPP is thus $r + 1$. 


8.3 Properties of the AG-IOPP with towers of Hermitian curves

Theorem 46. Let $C = (\mathcal{X}, \mathcal{P}, D)$ be a foldable AG code with alphabet $F = F_{q^2}$ on a tower of Hermitian curves satisfying the hypotheses of Proposition 32. Letting $i_{\text{max}}$ be the index of the curve $X$ in the Hermitian tower $(X_i)_{i \geq 0}$, the length $n = |P|$ of $C$ is at most $q^{i_{\text{max}}+2}$. The IOPP $(P, V)$ described in Section 8.1 has perfect completeness, and soundness as stated in Theorem 42. Moreover, we have:

- rounds complexity $r(n) < \log n$,
- proof length $l(n) < n$,
- query complexity $q(n) \leq tq \log n + 1$,
- prover complexity $t_p(n) = O(n \cdot M_F(q) \log(q))$,
- verifier decision complexity $t_v(n) = O(\log n \cdot M_F(q) \log(q))$.

Proof. The proof follows from proof of Theorem 43, replacing $\eta$ by $q$. Prover and verifier complexities are computed from the cost of computing the coefficients of a univariate polynomial of degree less than $q$ from its evaluation on points forming an arithmetic progression in $F = F_{q^2}$. This interpolation task can be done in $M_F(q) \log q + O(M_F(q))$ base field operations [21], where $M_F(d)$ denotes the cost of multiplying two degree-$d$ univariate polynomials in $F[X]$.

Given a foldable code as in Proposition 32, the IOPP constructs a sequence of codes as follow:

$$C_i := C(\mathcal{X}_{i_{\text{max}}-1}, \mathcal{P}_{i_{\text{max}}-1}, D_{i_{\text{max}}-1})$$

where $\mathcal{P}_{i-1} = \pi_i(\mathcal{P}_i)$ and $D_i = d_i P_{\infty}^{(i)}$

with the integers $d_i$ defined recursively by

$$d_{i-1} := \left\lfloor \frac{d_i}{q} \right\rfloor + 2g(\mathcal{X}_{i-1}).$$

Remark 47. Be careful about the indices: the indices for the codes on one hand and for the curves, the support and the degree on the other hand, are in reserved order. The original code to which we test proximity is $C_0$, defined over the curve $\mathcal{X}_{\text{max}}$, and the last RS code is $C_{i_{\text{max}}}$, which is defined over $\mathcal{X}_0 \simeq \mathbb{P}^1$.

Unlike the Kummer case, we have to increase the degree of divisor by twice the genus of the curve at each step to make sure the compatibility hypotheses of Definition 7 are valid. This has a counterpart: the dimension of the codes $C_i$ decreases much slowly than their block length. A foldable code in the sense of Definition 8 may induce a sequence of codes in which the last code $C_{i_{\text{max}}}$ is trivial. In this case, the protocol would no longer be sound. We thus need to control the dimension of the code $C_{i_{\text{max}}}$. This is the purpose of the remaining of this section.

Remark 48. In light of the Kummer case in which the group $Z/NZ$ is factored as much as possible, if $q$ is some prime power $q = p^\ell$, we could split the additive group $F_q \simeq (Z/pZ)\ell$ acting at each level with $\ell$ intermediary rounds. In 36, any value taken by the folding of a function $f$ would be determined by $p$ values of $f$ (instead of $q$ values), and the verifier and the prover would perform polynomial interpolations of degree $p$. However, for each of these intermediary steps, we would have to make the new divisor grow to fulfill the compatibility conditions (Definition 7), as mentioned above. If the rate increases too much, the relative minimum distance drops and the total number queries to target a designated soundness may be tremendous. The loss in terms of soundness error per QUERY phase seems to be much more significant than the aforementioned advantages.
8.3.1 Bounding the rate of the underlying Reed-Solomon code

We aim to bound the dimension of the code Reed-Solomon code $C_{i_{\text{max}}}$. Let us compute the degree $d_{i_{\text{max}}}$ of the divisor $D_{i_{\text{max}}}$ on $\mathbb{P}^1$.

 Lemma 49. For $1 \leq j \leq i_{\text{max}}$, we have

$$d_{i_{\text{max}}} - j \leq \left\lfloor \frac{d_{i_{\text{max}}}}{q^j} \right\rfloor + \sum_{k=1}^{j} \left\lfloor \frac{2g_{i_{\text{max}} - k}}{q^{j-k}} \right\rfloor + (j - 1).$$

Proof. It follows from the definition of the degrees $d_i$ given in (17) and by induction on $j$. ◀

From Lemma 49, we can get an upper bound on $d_0$.

 Corollary 50. Let us assume that $2(i_{\text{max}} - 1) < q$. The degree $d_0$ of the divisor $D_0$ on $\mathbb{P}^1$ is bounded from above by

$$d_0 \leq \left\lfloor \frac{d_{i_{\text{max}}}}{q^{i_{\text{max}}}} \right\rfloor + (i_{\text{max}} - 1) \left( 1 + \frac{i_{\text{max}}}{6} \cdot (3q - 4 + 2i_{\text{max}}) \right)$$

Proof. By Lemma 49, we have the following bound over $d_0$:

$$d_0 \leq \left\lfloor \frac{d_{i_{\text{max}}}}{q^{i_{\text{max}}}} \right\rfloor + \sum_{i=0}^{i_{\text{max}}-1} \left\lfloor \frac{2g_i}{q^i} \right\rfloor + i_{\text{max}} - 1.$$

It is thus enough to estimate the sum $\sum_{k=0}^{i_{\text{max}}-1} \left\lfloor \frac{2g_k}{q^k} \right\rfloor$. By Proposition 53,

$$\sum_{k=0}^{i_{\text{max}}-1} \left\lfloor \frac{2g_k}{q^k} \right\rfloor \leq \sum_{k=0}^{i_{\text{max}}-1} (kq + k(k - 1)) = (q - 1) \cdot \frac{i_{\text{max}}(i_{\text{max}} - 1)}{2} + \frac{i_{\text{max}}(i_{\text{max}} - 1)(2i_{\text{max}} - 1)}{6} = \frac{i_{\text{max}}(i_{\text{max}} - 1)}{2} \cdot \left( q - 4 + \frac{2i_{\text{max}}}{3} \right),$$

which gives the expected result. ◀

We aim to determine a sufficient condition on $i_{\text{max}}$ that ensures that the RS code $C_{i_{\text{max}}}$ is not trivial. Let us denote by $n_0$ the size of the support $\mathcal{P}_0$ of $C_{i_{\text{max}}}$. It satisfies $n_0 \leq q^2$. The rate of $C_{i_{\text{max}}}$ is equal to

$$\frac{d_0 + 1}{n_0}.$$

Also we have $n_{i_{\text{max}}} := |\mathcal{P}_{i_{\text{max}}}| = q^{i_{\text{max}}} n_0$.

 Corollary 51. Let us fix $\rho \in (0, 1)$. If

$$\left\lfloor \frac{d_{i_{\text{max}}}}{q^{i_{\text{max}}}} \right\rfloor + (i_{\text{max}} - 1) \left( 1 + \frac{i_{\text{max}}}{6} \cdot (3q - 4 + 2i_{\text{max}}) \right) + 1 < \rho n_0,$$

then the rate of the RS code $C_{i_{\text{max}}}$ is less than $\rho$. ▶
8.3.2 Foldable codes with constant rate which are endowed with an IOPP with designed soundness

In this paragraph, we focus on foldable codes of the form

\[ C_0 = C \left( X_{i_{\text{max}}}, X_{i_{\text{max}}}^2(F_2^q) \setminus P_{i_{\text{max}}}^{(2\alpha + 1)g_{i_{\text{max}}}} P_{i_{\text{max}}}^{(2\alpha + 1)} \right) \]  

for some \( \alpha > 1/2 \), as in Section 6.2.1. The evaluation set \( P_{i_{\text{max}}} \) is the whole set of rational points of \( X_{i_{\text{max}}} \) minus the point of at infinity \( P_{i_{\text{max}}}^{(2\alpha + 1)} \), i.e. \( n_{i_{\text{max}}} = q_{i_{\text{max}}} + 2 \).

\[ \text{Proposition 52. Let us fix } \rho \in (0, 1). \text{ The rate of the RS code } C_{i_{\text{max}}} \text{ below } C_0 \text{ is less than } \rho \text{ if} \]

\[ 2i_{\text{max}}^3 + 3i_{\text{max}}^2(2\alpha + q - 1) + i_{\text{max}}(6\alpha(q - 1) + 7) - 6\rho q^2 < 0. \]

\[ \text{Proof. For } q \text{ large enough, we can assume that } 2i_{\text{max}} - 1 < q. \text{ Using Proposition 53, we get an upper bound over } d_{i_{\text{max}}}: \]

\[ d_{i_{\text{max}}} \leq \frac{(2\alpha + 1)i_{\text{max}}^2}{q_{i_{\text{max}}}^2}(q + (i_{\text{max}} - 1)). \]

From Corollary 51, a sufficient condition for the underlying RS code to have a rate less than \( \rho \) is

\[ (2\alpha + 1)i_{\text{max}}^2(q + (i_{\text{max}} - 1)) + (i_{\text{max}} - 1) \left( 1 + i_{\text{max}}^2(3q - 4 + 2i_{\text{max}}) \right) + 1 < \rho q^2 \]

Multiplying the inequality by 6, expanding and simplifying, we get our condition. \( \blacksquare \)

Now assume that \( i_{\text{max}} = q^\varepsilon \) for \( \varepsilon \in (0, 1) \). In the constant rate regime described in Lemma 33, we have \( \alpha i_{\text{max}} = Rq \). The condition above becomes

\[ 2i_{\text{max}}^3 + 3i_{\text{max}}^2(q - 1) + i_{\text{max}}^2(6Rq + 7) < 6q^2 \left( \rho - R \left( 1 - \frac{1}{q} \right) \right). \]

If \( R \left( 1 - \frac{1}{q} \right) < \rho \), the right handside is positive. Let us give a rough estimation of the largest \( \varepsilon \) such that \( i_{\text{max}} = q^\varepsilon \) satisfies this inequality. The left handside begin equivalent to \( 3q^{1+2\varepsilon} \), we have \( \varepsilon \simeq \frac{1}{2} \left( 1 + \log_q \left( \rho - R \left( 1 - \frac{1}{q} \right) \right) \right) \).

Table 1 displays some examples of level \( i_{\text{max}} \) and initial rate \( R \) of foldable codes for which the AG-IOPP reduce the proximity test to testing RS codes of rate \( \rho \). In terms of the soundness of the protocol, it means that \( \lambda \) as defined in Theorem 42 is greater than \( 1 - \rho \).

<table>
<thead>
<tr>
<th>( q )</th>
<th>( i_{\text{max}} )</th>
<th>( n )</th>
<th>( R )</th>
<th>( 1 - \rho &gt; )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2^4</td>
<td>3</td>
<td>( 2^{20} )</td>
<td>1/8</td>
<td>1/3</td>
</tr>
<tr>
<td>2^5</td>
<td>5</td>
<td>( 2^{15} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2^4</td>
<td>4</td>
<td>( 2^{24} )</td>
<td>1/3</td>
<td></td>
</tr>
<tr>
<td>2^5</td>
<td>3</td>
<td>( 2^{23} )</td>
<td>3/4</td>
<td></td>
</tr>
<tr>
<td>5^1</td>
<td>5</td>
<td>( 2^{15} )</td>
<td>1/2</td>
<td></td>
</tr>
<tr>
<td>2^6</td>
<td>4</td>
<td>( 2^{36} )</td>
<td>3/4</td>
<td></td>
</tr>
<tr>
<td>2^6</td>
<td>5</td>
<td>( 2^{42} )</td>
<td>2/3</td>
<td></td>
</tr>
<tr>
<td>7^1</td>
<td>7</td>
<td>( 2^{44} )</td>
<td>1/2</td>
<td></td>
</tr>
<tr>
<td>2^4</td>
<td>3</td>
<td>( 2^{20} )</td>
<td>1/32</td>
<td>1/2</td>
</tr>
</tbody>
</table>
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A Proof of Proposition 39

Proposition 39 is a weighted version of [18, Theorem 4.5]. We only highlight the changes to be made in the proof of [18, Theorem 4.5].

For \( z \in \mathbb{F} \) and \((v_0, \ldots, v_{l-1}) \in V^l \), let us set \( v_z := \sum_{i=0}^{l-1} z^i v_i \). Rewriting the proof of Theorem 4.5 [18] with

\[ A := \{ z \in \mathbb{F} \mid \omega_\eta(u_z, V) > 1 - \delta \} \n \]

provides \( v_0, \ldots, v_{l-1} \in V \) and a set \( C := \{ z \in \mathbb{F} \mid \omega_\eta(u_z, v_z) > 1 - \delta \} \subset A \) with cardinality \( |C| > \frac{l-1}{\varepsilon} \). Let us set \( T := \{ P \in \mathcal{P} \mid u_i|_T \neq v_i|_T \text{ for all } i \} \). Therefore

\[ 1 - \delta < \frac{1}{|C|} \sum_{z \in C} \omega_\eta(u_z, v_z) \]

\[ = \frac{1}{|C| \times |\mathcal{P}|} \sum_{z \in C} \sum_{P \in \mathcal{P}} \eta(P) \mathbb{1}_{u_z(P) = v_z(P)} \]

\[ = \frac{1}{|\mathcal{P}|} \sum_{P \in \mathcal{P}} \eta(P) \frac{1}{|C|} \sum_{z \in C} \mathbb{1}_{u_z(P) = v_z(P)} \]

Notice that if there exists \( i \in \{0, \ldots, l-1\} \) such that \( u_i \) which does not coincide with \( v_i \), the number of \( z \in \mathbb{F} \) such that \( u_z(P) = v_z(P) \) is at most \( l - 1 \). Then

\[ 1 - \delta \leq \frac{1}{|\mathcal{P}|} \sum_{P \in T} \eta(P) + \frac{1}{|\mathcal{P}|} \sum_{P \in \mathcal{P} \setminus T} \eta(P) \frac{1 - l}{|C|} \]

\[ \leq \frac{1}{|\mathcal{P}|} \sum_{P \in T} \eta(P) + \varepsilon, \]

which gives the first item of the proposition.

B Properties of the genera of the curves in the Hermitian tower

To estimate the parameters of the foldable codes we define along the Hermitian tower, we need to handle the genera of the curves in this tower. From the formulae (15), we deduce a bound on the genus of the curve \( X_i \) for small \( i \) (Proposition 53) and the asymptotic behaviour of the ratio of \( g_i \) by \( q^{i+2} \) for \( i = q^e \) when \( q \) goes to infinity (Lemma 54).

\[ \text{Proposition 53. For } i \geq 1, \text{ we have} \]

\[ g_i \leq \frac{q^{i+1}}{2} \sum_{k=1}^{i} \binom{i}{k} \frac{1}{q^{k-1}} \leq \frac{i q^{i+1}}{2} \sum_{k=1}^{i} \binom{i}{q}^{k-1} \leq \frac{i}{2} q^{i+1} + \frac{i (i-1)}{2} q^i, \]

the last inequality holding only if \( 2(i-1) < q \)
Proof. Starting from the second formula of (15), we can write

\[ g_i = \frac{1}{2} \left( q^{i+1} \sum_{k=1}^{i} \left( 1 + \frac{1}{q} \right)^{k-1} + 1 - (1 + q)^i \right) \]

\[ \leq \frac{q^{i+1}}{2} \cdot q \cdot (1 + 1/q)^i - 1 \]

\[ = \frac{q^{i+1}}{2} \cdot \sum_{k=1}^{i} \left( \frac{i}{k} \right) \frac{1}{q^k - 1}, \]

using that the term outside the geometric sum is non-positive. Note that if \( k \geq 2 \), then we can bound the binomial coefficients as follows

\[ \left( \binom{i}{k} \right) = \frac{i(i-1) \cdots (i-k+1)}{k(k-1) \cdots 2} \leq \frac{i(i-1)^{k-1}}{2}, \]

as the denominator is greater than 2 and the factors \( i-1, i-2, \ldots, i-k+1 \) are all lesser than \( i-1 \). Factoring and using this upper bound on the binomial coefficients, we get

\[ g_i \leq \frac{q^{i+1}}{2} \cdot \left( i + \frac{i}{2} \sum_{k=2}^{i} \left( \frac{i-1}{q} \right)^{k-1} \right) = \frac{i q^{i+1}}{2} \left( 1 + \frac{1}{2} \cdot \left( \frac{i-1}{q} \right) \cdot \sum_{k=2}^{i} \left( \frac{i-1}{q} \right)^{k-2} \right). \]

Assuming that \( 2(i-1) < q \), we can bound the sum \( \sum_{k=2}^{i} \left( \frac{i-1}{q} \right)^{k-2} \) by 2, which concludes the proof. \( \square \)

\[ \text{Lemma 54. Fix } \varepsilon \in (0, 1) \text{ and set } i = q^\varepsilon. \text{ Then} \]

\[ \frac{g_i}{q^{i+2}} \sim \frac{1}{2q^{1-\varepsilon}}. \]

Proof. From the first formula of (15), we get

\[ \frac{2 g_{\text{max}}}{q^{\text{max}+1}} = \left( 1 - \frac{1}{q^2} \right) \left[ \left( 1 + \frac{1}{q} \right)^q - 1 \right] + \frac{1}{q^{\text{max}+1}} - \frac{1}{q^2} \]

Let us examine the asymptotic behaviour of \( \left( 1 + \frac{1}{q} \right)^q \) when \( q \) goes to infinity. Set \( h = q^{-1} \).

\[ \left( 1 + \frac{1}{q} \right)^q = \exp \left( h^{1-\varepsilon} \cdot \log(1 + h) \right) = \exp \left( h^{1-\varepsilon} \left( 1 + \frac{h}{2} + o(h) \right) \right) = 1 + h^{1-\varepsilon} + o(h^{1-\varepsilon}) \]

Therefore, we have

\[ \left( 1 + \frac{1}{q} \right)^q - 1 \sim \frac{1}{q^{1-\varepsilon}}. \]