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Abstract 

 

This review looks at the different approaches to modelling the gas phase polymerization of 

ethylene that have been considered in the literature.  It is shown that while simple, well-mixed 

models can give an adequate representation of the average performance of a given 

polymerization reactor, they do not allow one to analyze certain modelling problems such as 

the existence of temperature gradients or particle segregation, nor can they be used to treat 

operational modes such as condensed cooling where there can be up to three different phases 

in different parts of the reactor.  For this, more complex models are required.  These can take 

the form of compartmentalized models or even models based on computation fluid dynamics.  

However, long computational times can be required to fully exploit these models.  

Furthermore, significant progress needs to be made if we are to address important phenomena 

such as agglomeration or particle attrition during polymerization. 

 

1 Introduction 

Polyethylene (PE) is the most common thermoplastic in the world, with current annual on-line 

capacity reaching over 100 million tonnes. Industrial processes for polyethylene (PE) 

production can be divided into different categories according to the phase in which the 
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polymerization takes place: solution, slurry or gas-phase processes, with the latter two being 

more significant in terms of production volumes. While slurry phase processes are 

commercially important for high density polyethylene (HDPE), gas-phase processes were 

responsible for 40% of the total PE production in 2018, meaning that is the most widely used 

process. Due to their versatility, gas-phase processes can be used to make products with a full 

range of densities, from linear low density polyethylene (LLDPE) to high density 

polyethylene (HDPE) in the same reactor [1][2]. Up until recently, all PE plants operated 

fluidized bed reactors (FBR), since this was the only reactor configuration that allowed 

enough heat evacuation in order to achieve commercially pertinent rates of polymerization 

[1]–[3]. However, as of 2017 a new PE plant has been under construction with a new reactor 

configuration. This novel process, termed Hyperzone, is made of a FBR reactor followed by a 

multi-zone circulating reactor (MZCR) to make bimodal HDPE. In the MZCR, one can 

observe two distinct hydrodynamic zones. Thus, the growing polymer is kept in continuous 

circulation between “fast fluidization” and “packed bed” zones [4]. Nevertheless, virtually all 

other plants use FBRs for their gas phase polymerization, and so the focus of this review will 

be exclusively on this type of reactor. 

A diagram of a typical FBR for PE production is shown in Figure 1. This scheme is based on 

the Unipol process, but other processes (such as Spherilene) are licensed worldwide [3]. 
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Figure 1. Scheme of typical fluidized bed reactor. 

The reactor is essentially an empty cylinder with an expansion zone at the top (to reduce the 

gas velocity and help prevent any fine particles from flowing out of the reactor and into the 

recycle compressor), and a distributor plate at the bottom. Heterogeneous Ziegler-Natta or 

metallocene catalyst (or prepolymerized catalyst) particles are continually introduced into the 

reactor, ready to react with the fresh monomer(s) being fed at the bottom of the bed. Active 

species diffuse to the particle, through the pores, and then into and through polymer covering 

the active sites. The highly exothermic polymerization occurs at the active sites (see section 

2.1). Continual accumulation of polymer causes the particles to grow from an original 

diameter on the order of 10-50 microns to a diameter of several hundred microns when they 

are removed through a product discharge valve. From there, they go into a series of degassing 

tanks to separate the unreacted monomers. The gaseous recycle stream is compressed, cooled 

and afterwards mixed with fresh monomers, hydrogen and eventually other compounds, then 

fed back into the reactor. 

Typical reactor dimensions and operating conditions can be found in Table 1:  

Table 1. Typical reactor dimensions and operating conditions. 

Parameter Range 

Reactor Height (m) 10-16 

Reactor Diameter (m) 2.5-4 

Temperature (ºC) 70-110 

Pressure (bar) 20-25 

Per Pass Conversion (%) 2 – 30 

 

Over the years, advances in catalyst technology have made it possible to produce several 

kilograms of polymer per gram of supported catalyst. Heat transfer can be a challenge because 

as the space time yield of the bed improves due faster polymerization, the quantity of heat that 

needs to be removed increases proportionally. The principal means of removing the heat 

generated by polymerization is convective heat transfer between solid particles and the gas 

phase. FBRs are the best option for maximizing heat transfer, as the gas flows through the bed 

at reasonably high speed (between 0.5 and 1m/s), much higher than in stirred beds. Of course, 

convective heat transfer improves as the relative gas-particle velocities improve, but this is 

not a parameter that one can choose arbitrarily. If the velocity is too low, the bed will not be 
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fluidized, but if the velocity is too high the particles will be blown out of the bed, which can 

cause problems downstream. Another option to relieve the reactor of excessive heat is to 

manipulate the inlet gas temperature, but this is also limited because one cannot have very 

large temperature gradients in the reactor either. Perhaps the most common way of improving 

the heat removal from the reactor is to alter the physical nature of the feed stream. Chemically 

inert compounds such as ethane or higher alkanes can be introduced into the reactor in the 

place of nitrogen to increase the heat capacity of the gas stream [1], [5], [6]. When these 

alkanes are added as uncondensed vapors, the reactor is working under what is called “super 

dry mode”.  

Even more heat can be removed when these compounds are (partially) condensed in the feed 

stream. When this happens, the FBR is said to be operating in “condensed mode”. In this case 

the recycle stream is compressed, and then cooled by passing it through at least one external 

heat exchanger to a temperature below that of the dew point of the gas mixture. The resulting 

stream is then fed into the lower zone of the reactor in such a way that the liquid is sprayed 

into the reacting zone, and the droplets of liquid are vaporized by the heat of reaction [5]. 

Alkanes such as isomers of butane, pentane or hexane are most commonly used to this end. In 

the case of super dry mode, or condensed mode, the added inert alkanes can be referred to as 

induced condensing agents (ICA). Monomers such as 1-butene or 1-hexene can also be 

liquefied and contribute to energy evacuation as well. In normal condensed mode, it has been 

shown that the liquid droplets evaporate rapidly, and that the clear majority of the powder bed 

in a typical reactor contains only solid particles and a continuous gas phase [7], [8]. On the 

other hand, adding an ICA has a much more significant effect on the observed rate of 

polymerization that cannot be exclusively explained by better heat evacuation. It turns out that 

the well-known co-solubility effect implies that the concentration of ethylene in the polymer 

amorphous phase is increased by the presence of a heavier hydrocarbons [9]–[13]. However, 

only very recently has this effect been taken into consideration in the development of 

processes models. 

Given the importance of the gas-phase production of PE, significant efforts have been made to 

model this process over the years. As it has been discussed many times, modelling a complex 

chemical process such as this involves integrating models that describe physical and chemical 

phenomena that are occurring over numerous different length and time scales; from the active 

site on the supported catalyst surface all the way up to the complex flow patterns in a 

bubbling FBR. In order to better frame the problem, it is useful to implement a multiscale 
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approach as shown schematically in Figure 2 [1], [14]–[16]. The three length scales we 

choose to define here are: 

 microscale – Polymerization kinetics;  

 mesoscale – Particle morphology, thermodynamics (including sorption and diffusion), 

intraparticle mass and heat transfer;  

 macroscale – Mixing, overall mass and heat balances, particle population balances, 

residence time distribution.  

In a multiscale approach, each phenomenon should be appropriately modelled at its specific 

level. The relevant information is then transmitted to the models at other scales. 

 

  

Figure 2. Possible different length scales to be considered for reactor modelling. © 2012 

Wiley-VCH Verlag & Co. KGaA, Boschstr. 12, 69469 Weinheim, Germany.  Reproduced 

with permission. 

A few authors have already published reviews to guide us through the different modelling 

approaches in gas phase polyolefin polymerization. For instance Xie et al. [17], Kiparissides 

[18], and Hamielec and Soares [19] discussed the catalysts used and reaction kinetics, as well 

as the main mathematical models available at the time the articles were written. Xie et al. [17] 
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and Kiparissides [18] focused on the reactor modelling, while Hamielec and Soares [19] 

concentrated on mathematical modelling of the polymerization kinetics and polymer 

properties. Nevertheless, all of these papers, either implicitly or explicitly involve the concept 

of multiscale models. Abbasi et al. [15] and Zhu et al. [16] explicitly invoked the need for 

multiscale models for gas phase olefin polymerization. While the latter group focused on 

polypropylene rather than PE and defined 5 scales rather than the 3 proposed above, they 

made it clear that regardless of the model one chose for the reactor scale, intraparticle 

gradients of heat and mass transfer will influence how the particles behave in the reactor. Sun 

et al. [20] looked more at mesoscale phenomena in FBRs, compared different types of 

Computational Fluid Dynamics (CFD) and Discrete Element Method (DEM) modelling 

approaches for PE and clearly demonstrated that mesoscale and macroscale phenomena are 

connected. Kaneko et al. [21] also used a DEM-based approach to demonstrate the interaction 

between macroscale mixing and mesoscale particle overheating. There are of course many 

other studies in the open literature that support this multiscale concept (either implicitly or 

explicitly), that might use different numerical approaches and assumptions, but they all show 

the fact that the more a model takes into account the interaction between phenomena 

occurring at different scales, the more information one can obtain from it. Of course, 

important questions to ask at this point include “how much information do we want from our 

model?”; and “which model should we choose?” The main purpose of this review is to 

attempt to answer this last question rather than to present an exhaustive review of all of the 

modelling papers in the literature. Furthermore, in order to move forward with future 

modelling studies, it is also important to identify what information is still lacking for us to be 

able to write and solve comprehensive, a priori models of ethylene polymerization in 

fluidized bed reactors.  However, given the complexity of the interactions between the 

phenomena that occur at different length scales in the reactor, it is useful to quickly review the 

micro- and mesoscale models currently used for heterogeneously catalyzed ethylene 

polymerization. 

2 Micro- and mesoscale modelling 

While microscale kinetics is not the focus of this review, it is important to point out once 

again that, in order to understand the relationship between the different length scales in the 

reactor and the polymer properties, it is necessary to understand what levels of accuracy might 

be required to have confidence in a full reactor model. For instance, if the microscale model is 
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poorly defined and missing important parameters, is it really useful to develop a highly 

detailed reactor model to predict the impact of residence time distribution changes on the 

molecular weight distribution? It is therefore useful to think about the importance of the 

microscale even if we are primarily interested in the macroscale. Similarly, for the mesoscale 

– if we cannot describe heat and mass transfer to and from the active sites, how good will our 

macroscale model be? We will therefore do a quick overview of the microscale (reaction 

kinetics) and mesoscale (particle growth and morphology, heat and mass transfer between 

phases and system thermodynamics) before turning our attention to macroscale modelling.  

McKenna and Soares (2001) [22] reviewed the available single particle models for olefins 

polymerization on supported catalysts. The authors paid particular attention to particle 

growth, polymerization rate, concentration and temperature radial profiles and particle 

microstructure and morphology. They also suggested that models available at the time were 

able to fit experimental observations (even if they did so by treating diffusion, heat transfer, 

mass transfer and kinetic coefficients as adjustable parameters), and therefore at least partially 

explain the relationship between reactor conditions and observed properties. However this, 

and later reviews [23][24], also showed that these models have inherent shortcomings that are 

also linked to the inability to predict particle morphology in a reasonable manner. Progress 

needs to be made in this direction, but it also appears that overcomplicating particle models 

will not necessarily improve their predictive capabilities and might even diminish our ability 

to use them to predict reactor behaviour [22]. Soares [25] also reviewed the efforts made in 

the field of mathematical modelling of the microstructures of polyolefins made by 

coordination polymerizations. Finally, Touloupidis [14] reviewed the multiscale 

polymerization process modeling framework, focusing on polymerization kinetics. 

 

2.1 Microscale Modeling 

Commercial gas-phase ethylene polymerization used supported catalysts, such as Ziegler–

Natta, chromium oxides, and supported metallocene. Table 2 illustrates some of the 

elementary reactions considered for a kinetic model of ethylene copolymerization, where 

monomer 1 is ethylene and monomer 2 the co-monomer, and terminal copolymerization 

model is considered. The superscript “k” specifies the type of catalytic site. In the case of an 

ideal metallocene or other single-site catalyst, k =1. For Ziegler-Natta or Chromium oxide 

catalysts, there is no defined value for k. For Ziegler-Natta catalysts it is typically between 3 
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and 5, whereas for chromium catalysts, it can be much higher (see reference [26] for a 

discussion on the difference between single and multiple site catalysts). The kinetic constants 

( ) are assumed to follow Arrhenius law (Eq.(1)) [27], where    is the pre-exponential 

constant,    is the activation energy, R is the universal gas constant and   is the absolute 

temperature. The nature of the active sites is considered unchangeable once they are activated 

(in other words the propensity of the sites to propagate, terminate, transfer, etc. is always the 

same when the sites are active).  

           
  

  
   (1) 

 

Table 2. Main reaction steps in the copolymerization of ethylene [27] 

Site Activation  

  
       

   
  
     

  

Conversion of inactive potential catalyst 

sites,   
 , to reactive vacant sites,   

 . 

Activation commonly occurs by reaction of 

a potential site with a cocatalyst (     .  

Chain initiation  

  
      

    
  
        

   

A monomer molecule of type i,   , reacts 

with an activated vacant site, producing an 

active site occupied by a chain made of a 

single monomer,     
 .  

Chain Propagation  

    
      

     
  
           

  

    
      

     
  
           

  

Main polymerization reaction step. The 

active chain of length   and with a 

monomer of type j at the active site,     
   

reacts with a monomer molecule of type i, 

increasing its chain length by one,       
 .  

Chain Transfer 

To hydrogen 
 

 

 

 

To co-catalyst 
 

 

 

 

To monomer 
 

 

 

 

Spontaneous 

 

    
      

       
  
        

    
   

    
     

       
  
        

    
   

    
      

       
  
         

    
  

    
  

        
  
        

    
  

These reactions terminate the growth of live 

polymer chains, forming dead polymer 

chains,   
 , and vacant active sites,   

 , or 

    
 . Termination by hydrogen is thought to 

lead to a dormant site   
 .  

Dormant Site 

Reactivation 

 

 

  
      

    
  
        

   

A monomer molecule,   , reacts with a 

dormant site, producing an active site 

occupied by a single monomer,     
 . The 
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reactivation rate constant (    
 ) is smaller 

than the value of     
  

Site Deactivation 

By hydrogen 
 

 

 

 

By co-catalyst 
 

 

 

 

By monomer 
 

 

 

 

Spontaneous 

 

    
      

       
  
        

    
   

    
     

       
  
        

    
   

    
      

       
  
       

    
  

    
  

        
  
        

    
  

Deactivation reactions form dead sites,   
  

and dead polymer chains. Typically, 

spontaneous deactivation predominates, but 

deactivation by other means, such as 

poisoning reactions with polar impurities 

present in the reactor, is also possible.  

 

In certain circumstances, simplified versions of the kinetic scheme shown in Table 2 are used, 

and the degree of simplification that is acceptable depends on the type of information 

required. While seemingly obvious, this last statement can be applied at virtually every level 

of reactor modelling and thought needs to be given to what exactly we know and what exactly 

we hope to learn from our models. For instance if all we need is to estimate the rate of 

monomer consumption, and are not worried about deactivation by hydrogen, etc., then a 

simplified model in the form of Eq.(2) is appropriate in the case of homopolymerization 

[27][28].  

       
    

    (2) 

Where    is the rate of polymerization,    a lumped propagation rate constant,    is the 

concentration of active sites,    
  is the concentration of ethylene at the active site. Even in 

this oversimplified form, one needs an accurate expression for the lumped parameter    
  

that can empirically account for activation and deactivation of the catalyst that would need to 

be fit from experimental data. An equivalent simplified form for the copolymerization rate 

expressions could be used to calculate rate and average composition in the case of 

copolymerization (e.g. [29]). In this case one would need 2 propagation rate constants and 2 

reactivity ratios at the very least. 

If the estimation of average molecular properties, such as number- and weight-average 

molecular weights is needed, then it is necessary to solve the entire set of equations shown in 

Table 2 using, for example, the method of moments. If one is considering an ideal, single-site 

catalyst, then set of equations shown in Table 2 is sufficient. However, in this case it is 

necessary to know as many as 17 rate constants, two reactivity ratios and the concentration of 
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active sites for a single site catalyst. On, the other hand, if we wish to model the molecular 

weight distribution for a CrOx, or Ziegler-Natta catalyst, then we also need to know the 

number and relative fractions of families of active sites that are representative of the catalyst 

in question (impossible to know a priori), and whether or not these quantities change during 

the polymerization [30]–[34]. Difficulties with determining these values have been discussed 

elsewhere [1]. In particular, estimating the active site concentration or fraction of active metal 

centers is also a very challenging task. Practically the only thing we can say about this 

quantity is that the number of active centers is less than the number of transition metal 

molecules in the catalyst [35]–[37]. For further discussion of modelling microscale kinetics, 

the reader is directed to references [1], [18], [19], [25], [27], [38].  

It is also important to repeat that even if one has a good microscale model, it is absolutely 

necessary to know the temperature and concentrations of the different species involved in the 

polymerization at the active site. If one is modelling a solution polymerization system, the 

conditions at an active site will be whatever they happen to be in the reactor at the point 

where the active site is found. On the other hand, in this paper we are interested in models for 

ethylene polymerization in the gas phase using supported catalysts: it is therefore necessary to 

impose a mesoscale model between the micro- and macroscales.  

2.2 Mesoscale Modeling  

We have (somewhat arbitrarily) defined the mesoscale as the length scale of the particles in 

the reactor. The reason for this choice is simple: as soon as active sites are deposited on (or in) 

a solid support, temperature and concentration gradients will form inside the particles if 

polymerization occurs. As knowledge of the temperature and concentrations of reactive 

species at the active sites is essential for the microscale model, it is obviously important to be 

able to predict these quantities at every point in the particle. Large gradients in the 

polymerizing particles will lead to wide changes in local rates of polymerization, molecular 

weights and copolymer composition; on the contrary, negligible gradients to a more 

homogeneous product. Modelling of these gradients relies on transport models combined with 

a microscale kinetic model. Writing transport models (e.g. the classical diffusion equation 

with chemical reaction) requires some representation of the particle morphology. In other 

words, in order to write the transport equations (heat and mass balances) one needs to 

understand (and in an ideal world, to predict changes in) the structure of the particles. Such 

models are often referred to as Single Particle Models (SPM). 
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For a number of reasons discussed at length elsewhere [22], [24], [27], , [39]–[45], [46], 

developing SPM can be a challenging task. As has been demonstrated many times, catalysts 

supported on silica or on MgCl2 have at least 2 levels of organization. The simplest way to 

describe this is to say that the catalyst particles are in fact an assembly of smaller sub-

particles. In other words, we can think of the catalyst particle as being a big spherical cluster 

(macrograin) that is made up of an assembly of smaller spheres (micrograins) that are 

physically attached to each other. After the catalyst is injected into the reactor, monomer(s), 

hydrogen and other compounds begin to diffuse toward the particles, through the external 

boundary layer and into the pores. The rate of diffusion through the pores during the initial 

instants depends on the pore structure of course, but also on whether or not the catalyst is 

injected dry, or, as is more likely, suspended in a hydrocarbon that fills the pores and slows 

down diffusion. As soon as the monomer reaches the surface of the micrograins in the pores 

where the active sites are found, it polymerizes. Monomer continues to diffuse into the pores, 

but now must dissolve in the polymer covering the active sites and diffuse toward the latter. 

Polymerization continues, and new polymer formed at the active sites pushes the older 

polymer away. Very rapidly stresses build up in the particles as polymer formed on one side 

of a micrograin or pore wall pushes against the polymer formed elsewhere. These stresses 

lead to the rupture of the physical bonds holding the micrograins together. This is referred to 

as fragmentation. This fragmentation process is rapid, but not instantaneous, and several 

papers show that it will most likely occur in pores that are most accessible to monomer, or, in 

the case of highly homogenous support structures, in a layer-by-layer manner, starting on the 

outside of the particle and moving inward [47]–[49]. Once fragmentation is complete, the 

process continues, and the particle grows by expansion as the new polymer is formed at the 

active sites. 

Modelling this process is not straightforward, but it is nevertheless possible to develop 

meaningful models of the particle growth process that help us to understand the relative 

importance of different phenomena if we allow ourselves to make several simplifying 

hypotheses. There are two main types of SPM found in the literature [22]:  

 The Multigrain Model (MGM): the final polymer particle is made up of primary 

particles. Each primary particle is a result of polymer growth around a catalyst 

fragment. Mass transport through the pores (by diffusion) and through the polymer 

layer surrounding the individual catalyst fragments are modelled separately. It is 

usually assumed that the morphology (shape, number of micrograins, etc.) of the final 
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polymer particle resembles that of the initial catalyst particle, i.e. the identity of each 

micrograin is retained. 

 The Polymer Flow Model (PFM): along with the internal particle porosity, growing 

polymer chains and catalyst fragments form a pseudo-homogenous matrix, in which 

the active sites are dispersed. Accordingly, all transport steps are described in terms of 

effective diffusion coefficients, somehow accounting for the heterophasic nature of the 

particle. 

For further information on single particle studies, the reader is directed to the available 

reviews [1][22][39][42]. Of the two, the PFM is simpler to write and to solve as one single set 

of coupled partial differential equations (PDE). The morphological representation of the 

MGM is somehow unrealistic as its mathematical structure assumes that the morphology of 

the growing polymer particle remains identical to that of the catalyst; i.e. it is an assembly of 

concentric layers of identical micrograins. This schematization does not allow for even 

empirical variations of particle morphology, and can be far from the real structure when 

significant interpenetration among the microparticles is taking place (which is often the case 

shortly after the end of fragmentation). The PFM is not necessarily significantly more 

realistic, but is a bit more flexible (and simpler). In this model the particle is said to consist of 

one, “pseudo-homogeneous” phase made up of a mixture of polymer and pores, and the 

transfer phenomena occur in this phase. 

Some of the work from the group of Kosek at the ICT in Prague has demonstrated nicely that 

the final morphology depends on a balance between the initial structure of the particles, the 

rate of polymerization, and the polymer properties during the expansion of the polymer 

particles [43]–[46]. In theory could be used as a robust SPM if one had all of this information. 

However, such complex models are very expensive in terms of computational time. One 

needs an accurate description of the initial particle morphology; this is probably different for 

each catalyst particle. Furthermore, it is almost impossible to measure rapidly the changing 

physical properties with current techniques. For these reasons, Alizadeh and McKenna [24] 

point out that most current SPM studies do not use such complex descriptions, but rather rely 

on the PFM.  

In the PFM, the coupled heat and mass balances are written as follows. The radial profile of 

the concentration of a given monomer in the growing particle can be described by the well-

known diffusion reaction equations:  
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Typical boundary conditions are:  

   

  
           

    
   

  
                     

Initial Condition:  

                  

(3) 

 

 

 

(3a) 

 

 

(3b) 

 

 

(3c) 

Where    is the evolving concentration of monomer inside the pore space of the pseudo-

homogeneous phase that makes up the particle,   is the polymerization time,   is the radial 

position in the particle,      is the effective diffusion of monomer in the macroparticle (i.e. 

through the pseudo-phase composed of pores and polymer), and    is the polymerization rate. 

  is the mass transfer coefficient in the external boundary layer,    the bulk monomer 

concentration in the reactor, and      is the initial concentration of monomer in the particle. 

Note that, the radius    of the particle is a function of time so one would need an additional 

expression to account for particle growth as a function of the rate of polymer production. 

Alternatively, Eq.(3) can be solved at constant value of     for a given time interval, after 

which the particle radius is adjusted to account for the polymer formation, the concentration 

profiles are adjusted and the integration is restarted.  

The same approach can be used for the energy balances:  

    
   

  
     

 

  
 

  
   

   

  
            

Boundary Conditions:  

   

  
           

  
   

  
                       

Initial Condition:  

                  

(4) 

 

 

 

(4a) 

 

 

(4b) 

 

 

(4c) 

where    is the particle density,    the heat capacity of the particle,    the local particle 

temperature,    the particle effective thermal conductivity and     the heat of 

polymerization.   is the film convective heat transfer coefficient and    the bulk temperature. 

     is the initial particle temperature. The volumetric rate of polymerization    is dependent 
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on the concentration of monomer at the active sites and the local temperature, which means 

that: 

 we need a reliable kinetic (microscale) model for the mesoscale model to be accurate;  

    changes as a function of radial position inside the particle; 

 appropriate values of diffusion coefficients are available, taking into consideration 

polymer properties, temperature and the composition of the mixture of penetrants; 

 since the rate(s) of polymerization depend on the concentration of monomer at the 

active sites, an accurate solubility model capable of accounting for the cosolubility 

effect of mixtures of species is used [50] [51]. 

 

In the frame of PFM, the effective diffusion coefficient for a single species can be calculated 

with an expression such as the following [52][53][54]: 

     
 

  
                        (5) 

Where  is the porosity of the particle,  the tortuosity of the pores, Dpore the pore diffusivity, 

and Dpol the diffusivity of the monomer in the polymer phase. Assuming one can get a reliable 

estimate of the diffusivity of the species of interest in the pore space, in order to estimate the 

overall diffusivity it is still necessary to: 

 know (a priori) the porosity and tortuosity of the particle. These parameters can 

change with time, and in reality, can be impacted by the rate of polymerization, 

polymer properties, phase of the reaction, etc.; 

 be able to predict the diffusivity of the species of interest in the polymer phase. This in 

turn requires an accurate model for how the composition of the fluid in the pore space 

influences the free volume of the polymer and thus the solubility and diffusivity of the 

different species through it [51]. 

 

In order to include the boundary conditions one also requires precise and reliable heat and 

mass transfer coefficients between the particle and the bulk phase (h, k) [22], [28], [55]–[57]. 

Although the mass transfer in the film barrier surrounding the particle can be negligible in the 

gas phase, the heat transfer resistance can be significant and not so easily dismissed [56]. 

Various correlations have been reported in the literature, and we will discuss this more below. 

However, at lower Reynolds number around spherical particles, the calculated values for the 
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boundary layer heat and mass transfer resistance can differ by several orders of magnitude 

depending on the correlation chosen [56]. Some authors [55], [58], [59] have used the Ranz-

Marshall correlation for gas-phase catalytic polymerization, others have used more complex 

ones. McKenna et al. [60] validated the Ranz-Marshall correlation for particles in highly 

diluted systems (where the particles do not interact with each other), but showed that when 

two particles are close enough that the flow field around them is modified, this correlation is 

no longer valid and will overpredict the value of Nu, and thus of the heat transfer coefficient. 

Chang et al. [61] also showed that particle-particle collisions in FBR are very important in 

determining the heat transfer rate, as are the shape, size, and nature of the particles 

themselves. It is more than likely that heat transfer coefficients will need to lump together not 

just purely convective effects, but also need to account for particle-particle interactions via the 

bed density and other physical characteristics of the reactor powder.  This suggests that a 

decent reactor model will necessarily need an accurate description of mesoscale mass transfer, 

and perhaps more importantly, heat transfer coefficients.  

3 Macroscale modeling  

A macroscale model of gas-phase olefin polymerization describes what happens at the reactor 

scale and allows us to understand the relationship between the operating conditions, raw 

material feeds, the reactor/process configuration, productivity and polymer properties.  

Before discussing macroscale models directly, let us revisit how production of polyethylene 

occurs in an FBR. First of all, it should be noted that for reasons related to economy of scale 

all reactors for commercial gas scale processes are continuous, meaning the catalysts and fluid 

components are continuously fed to the reactor, and the product and unreacted fluids are 

continuously withdrawn. The catalyst particles are either fed directly to the reactor or can be 

prepolymerized. Prepolymerization refers to a process step where the catalyst is used to 

produce a small amount of polymer slowly and under controlled conditions to improve 

morphology and the heat transfer characteristics of the particles. Either way, upon entering the 

reactor the particles are suspended in a stream of gas (or gas and liquid droplets) composed of 

monomer(s), hydrogen, and inert compounds. As described above, the reactive species are 

transported to the active sites from the continuous phase of the reactor, and the particles grow 

by expansion as polymer accumulates in them. How the polymerizing particles are distributed 

within the reactor, and how they are exposed to local variations in temperature and 
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concentration will determine how phenomena at the meso- and microscales occur (in other 

words, what kind of polymer we are going to make, and at what rate). 

In order to fluidize a phase of particulate solids it is necessary to pass a rapidly flowing gas 

stream through it. At low fluid velocities (i.e. less than the minimum fluidization velocity, 

umf), the vapor stream passes through the interstices between the particles without displacing 

them. This is in fact a packed bed. As the velocity increases, at the minimum fluidization 

velocity umf the bed begins to expand homogeneously, the drag force on the particles from the 

gas flow is equal to the weight of the particles and the densely packed particles behave like a 

fluid. If the gas velocity is increased beyond umf, bubbles can form in the bed, which can 

expand further because of the bubble hold-up even though the pressure drop across the bed 

does not change. Increasing the gas velocity significantly above the minimum fluidization 

condition can cause operation to change from bubbling to slugging, and even to fast 

fluidization. If there is a particle size distribution of the solid phase, regulating the gas 

velocity can be a challenge because a high velocity might be needed for large particles, 

whereas this velocity might change the flow regime and cause the smaller particles to be 

blown out the top of the bed [2], [62]–[64]. This latter problem is (mostly) eliminated by 

having a disengagement zone at the top of the bed, where the diameter of the reactor increases 

by a factor of 2 or more, thereby causing the velocity of the gas above the bed to drop by a 

factor of 4. This causes the smaller particles to fall back down into the main part of the bed. It 

is usually assumed and accepted that FBR for polyolefin production work under what is called 

bubbling mode, shown schematically in Figure 3 [65][66]. In this mode, small bubbles form at 

the bottom of the reactor near the distributor plate and grow as they approach the top of the 

emulsion. In bubbling mode the reactor is said to contain two or three phases if no liquid 

droplets are present: (1) a dense emulsion phase composed of solid particles flowing down 

countercurrent to a gas stream flowing up at umf; (2) a much lighter bubble phase that travels 

through the emulsion and that is composed essentially of gas in excess of that needed for 

minimum fluidization and little to no solids; and (3) a wake phase corresponding to the solid-

rich gas phase raising with the bubbles [67]. 
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Figure 3. FBR operating in bubbling regime 

 

In reality this schematization is quite rough since the emulsion phase can actually be less 

dense than at minimum fluidization. Moreover, as shown schematically in Figure 3, the 

bubbles are not spherical, rather the underside is thought to be somewhat convex, and in this 

region is found the bubble wake which drags a considerable amount of solids upwards. 

Turbulent mixing in the wake can help to promote heat and mass transfer between the 

emulsion and bubble phases [2].  

Macroscale models of fluidized beds that do not employ CFD to describe the hydrodynamics 

of the reactor rely on different simplifying assumptions and representations of this bubbling 

mode. We will discuss each in more detail below. The models can be grouped in different 

ways, but we will classify them as single-phase (i.e. emulsion only) and multiple-phase 

models. 

The simplest single-phase model describes the FBR as a perfectly mixed continuous stirred 

tank reactor (CSTR) that contains only an emulsion phase with a porosity equal to that at the 

minimum fluidization conditions. Even though the emulsion can exchange heat and mass with 

a uniform gas phase that is not actually modelled, it is not possible to include any form of 

axial (direction of gas flow) gradients with this approach. A refinement of the single phase 

CSTR model is to “break” the emulsion up into a certain number of compartments. In this 

representation, the reactor is essentially a cascade of CSTRs each one containing an emulsion 

Bubble Emulsion

Wake
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phase at minimum porosity. Each compartment can exchange energy and matter with the 

compartments immediately above and below it (except obviously for top and bottom 

compartments). This tantamount to including a minimal representation of the hydrodynamics. 

It allows us to account for temperature gradients in the emulsion phase, and if population 

balances are included, evaluate particle segregation. 

More complex models will include two or more phases in order to account for the presence 

(and possibly composition) of the bubbles, bubble wake and even liquid droplets as a separate 

phase. In the multiple-phase models each emulsion compartment (we can have one, or more 

emulsion compartments) is a single, well-mixed zone. The bubbles can also be a single 

compartment (mixed or plug-flow type) or divided up into multiple-compartments that 

exchange heat and mass not just with neighboring bubble compartments, but also the 

emulsion compartments.  

In addition to assumptions about the macroscale hydrodynamics, macroscale models must 

also include hypotheses about mesoscale phenomena. For instance, one could neglect 

intraparticle gradients, and assume that the concentrations at the active sites are in equilibrium 

with the composition of the external gas phase. Even though not generally applicable, this 

approach would allow one to capture changes in feed composition on productivity and 

average polymer properties in a reasonable manner. To include mesoscale phenomena in a 

more realistic way (thus obtaining a more reliable description of the process), it is necessary 

to integrate a single particle model into the reactor model.  Intraparticle gradients can then be 

accounted for either by assuming that all particles have the same representative diameter, or 

by calling upon Population Balance Equations (PBE) that can account for the age, size, 

composition and molecular weight distributions of the particles. This will give us a much 

more detailed and realistic picture of the polymerization, but this picture will only be as 

accurate as all the additional model parameters and correlations needed to solve the model. 

Since PBE can be used with both single- and multiple-phase models, let us rapidly discuss 

their use in the models of interest. 

3.1 Population Balance Equations 

Readers interested in an in-depth discussion of population balances in general are referred to 

the book of Ramkrishna [68], while the use of PBE in polymerization processes is discussed 

in detail e.g. by Kiparissides et al. [69]. In our specific case, we are often interested in 
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properties that can be influenced by the size of the catalyst/polymer particles. Heat and mass 

transfer resistances associated with polymerization in particulate systems will have an 

influence on the molecular weight and copolymer composition distributions, on the 

temperature (and thus stickiness or softness) of the particles themselves. Such resistances will 

increase as the catalyst particle size increases, as the porosity of the particle decreases, or as 

the intrinsic activity of the catalyst increases. As we are dealing with continuous reactors, the 

exit age or residence time distribution of the solid phase in the reactor means that particles can 

have different ages in the reactor(s) of one’s process. This is coupled with the fact that the 

activity of most catalysts will be a function of time (they activate and/or deactivate during the 

polymerization). Thus, if we need information about the particle size distribution, we need to 

take into consideration all the different phenomena that can influence the PSD. This is often 

done using population balances.  

The assumption behind the formulation of population balances is that for each point in 

particle state space there is an associated function describing how the population of particles 

with a given set of properties changes as a function of time (or spatial position, etc.). In 

practical terms in an FBR for the production of PE, the population balances have the 

following terms for particles in the size interval [        inside a given well-mixed zone: 

 
                
                 
              

 

  
              

                      
                      

   
                 
                   
              

 

   
                 

                     
              

   
                    

                       
              

 

  

                           
                          

                  
   

                    
                   
              

 

  
                  

                      
                

  

 

(6) 

While the meaning of the first three terms on the right-hand side is quite clear, the remaining 

terms deserve some explanation before moving to the reactor models. 
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Particle agglomeration is usually described as a two-body problem, assuming that when two 

particles collide with each other, agglomeration may occur with a certain probability and a 

single particle with volume equal to the summation of the volumes of the two colliding 

particles is formed. The corresponding agglomeration rate is defined as the number of 

particles formed by agglomeration between two particles per unit time and unit volume and it 

can be given as:  

                          (7) 

Where     is the rate of agglomeration of particles of diameters di and dj, respectively,    and 

   indicate the number of particles of size   ,   per unit volume of reactor and     is referred 

to as the agglomeration kernel. There is very little experimental and theoretical evidence 

regarding particle agglomeration for the case of gas-phase production of polyolefins. For this 

reason, an empirical approach is almost invariably used. In general, it is accepted that the 

agglomeration kernel will depend on the size of both colliding particles, temperature, polymer 

adhesive properties and polymer softening temperature [70] [71]. There is no clear-cut 

consensus on how to define the agglomeration kernel for two particles of diameters    and 

  , but most modelling efforts usually follow a structure like the one presented by 

Arastoopour, Huanh and Weil [72]:  

                 
     

     
      

    (8) 

Where    is an agglomeration rate constant, given by: 

                              (9) 

Here,    and    are proportionality constants,      and      are the particle surface 

temperatures and     is the average polymer softening temperature. Eq. (8) shows that the 

formation of agglomerates will increase exponentially with increased temperature and 

especially when the particle surface temperature reaches the particle softening temperature. 

There are many factors that can impact the softening temperature, such as co-polymer 

composition of the polymer, polymer density or presence of an ICA [70][73][8]. In addition, 

one might ask if the softening temperature is in fact the best indication of stickiness, and 

several patents discussed in McKenna [5] cite the melt initiation, or melt onset temperature, as 

the most important indication of stickiness. Like the softening temperature, this value will 

also be a function of polymer density, degree of swelling and eventually molecular weight 
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distribution (MWD). Again, like the softening temperature, theoretical expressions are not 

available to help us predict its value for a given situation. 

The impact of agglomeration has been discussed by Yiannoulakis et al. [74]. They considered 

the FBR to be well-mixed with the residence time distribution of an ideal CSTR, PFM as 

single particle model and a PBE of the form shown above. The authors showed that smaller 

particles have a higher tendency to agglomerate, as their surface temperature is closer to the 

softening temperature. The authors also showed the effect of temperature on PSD. As the 

temperature increases, the peak in the PSD shifts towards bigger sized particles, while the 

corresponding shape broadens. The long tail at the end of the curves at higher temperatures is 

caused by agglomeration. Dompazis et al. [70] extended the work done by Yiannoulakis and 

coworkers [74]. A detailed simulation was carried out to study the effects of particle 

agglomeration on the end-use properties of the agglomerated polymer particles. It was found 

that the agglomerated particles will generally exhibit lower values for MW due to longer 

diffusion length scales and higher concentration gradients inside the particles. Although there 

is still very little progress in the experimental field that would allow for better correlations, 

the work by Dompazis and co-workers [70] represents a good starting point.  

Furthermore, other agglomeration processes are important, including deposition on reactor 

walls due to static electricity (not to mention the increasing bed voidage due to repulsion 

between electrically charged particles [75], [76]), and due to liquid bridging in condensed 

mode. Finally, as mentioned above, only 2 body collisions are considered in agglomeration 

studies. There are several different explanations for why one does not consider 3 or more 

particle collisions in an agglomeration process. Most likely, the probability of a 3-body 

collision happening is much lower than that of a 2-body collision. Furthermore, the shape of 

the agglomerates is open for discussion. In the case of polyolefins, the result is a particle 

agglomerate that can have a different shape, and thus a different fluidization behavior than 

that of the original “spherical” particles [71].  To the best of our knowledge, there are no 

agglomeration kernels that allow us to take these important mechanisms into consideration in 

the coagulation kernel. So, while population balances are very useful tools, they should be 

approached with caution if we need to account for particle agglomeration in the process of 

interest. 

Particle attrition, or fines generation, is a real and significant problem in FBRs for polyolefin 

production, as it can simultaneously increase the number of particles and reduce particle size, 
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which may affect reactor performance, fluidizing properties, operating stability and operating 

costs. Significant work has been done to study attrition in a range of non-polyolefin 

applications [77], but despite its undeniable importance in many olefin polymerizations, very 

little is known about how to include attrition in population balances for the system of interest 

here.  

It is known that hard polymer particles are correlated with fines generation due to attrition, or 

particle breakage [78]. Presumably, they are more brittle, and thus break more easily than 

softer, more elastic particles. Some patents describe certain actions that help reduce fines 

generation (presumably through attrition) including raising the reactor temperature to soften 

hard, dense particles [79][80], or adding induced condensing agents for the same reason [12]. 

It is also very likely that the evolution of particle morphology in the FBR will influence 

attrition. For instance, if the particle fragmentation and expansion steps mentioned above lead 

to flakey or irregular particles, it is far more likely that these particles break than if the 

morphology is rounder and more compact. An example of this is seen in Figure 4.  To avoid 

this, some patents also claim that attrition can be removed by reinforcing the structure of the 

catalyst support [81][82]. 

 

Figure 4.  Example of particles amenable to attrition produced in gas phase polymerization of 

ethylene at 12 bars of ethylene, 80°C with a Ziegler-Natta catalysts. 
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Given the inherent complexity in modelling attrition, it appears that the few authors who tried 

to account for this simply used an oversimplified attrition rate with first order with respect to 

the particle number and constant, size-independent rate coefficient  [71][83]. About the 

impact of attrition, Hatzantonis et al. [71] considered that attrition can significantly narrow 

the PSD in the bed and increase the amount of fines in the elutriation stream. As the attrition 

rate constant increases the bed PSD becomes narrower and its peak position shifts to smaller 

sizes. Furthermore, the smaller particles can be preferentially situated in the upper regions of 

the bed.  

This very short discussion shows that the development of a comprehensive PBE relying not 

just on flow and particle growth, but that includes more complex phenomena that we know 

can occur is a real challenge. The validation of the proposed aggregation and attrition kernels 

by comparison with a large enough set of experimental data also in terms of PSD is still 

missing and would represent a major step forward when predicting the polymer PSD in this 

type of reactors. 

3.2 One Phase Models 

3.2.1 CSTR Approximation 

The simplest way to model a fluidized bed reactor is to treat it as a continuous stirred tank 

reactor (CSTR) that contains a well-mixed emulsion phase that can exchange matter and 

energy with a uniform gas phase. Any impact of bubbles in the bed is neglected. McAuley 

and coworkers [84] were the first to propose this approach, and based their choices on the 

argument that the low per-pass conversion and back-mixing between the gas and solids 

ensures that any concentration gradient of monomer along the vertical axis is very small, and 

can therefore be neglected. Thus, the concentration of the monomer in gas-phase is constant 

throughout the reactor, while both the heat and mass transfer rates between gas and solid 

phases are sufficiently high to make acceptable a description of the reactor content as one 

single pseudo-homogeneous phase. The obvious advantage of this approach is the 

mathematical simplicity, which allows the researchers to focus on other issues.  

Depending on the level of detail in the kinetic model employed, this model can be readily 

used for the prediction of production rate, monomer conversion, and polymer properties such 

as the MWD and the copolymer composition distribution (CCD). If a population balance is 

added, predictions of particle size distributions are also obtainable. Table 3 resumes some of 
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the studies in the literature that use a one-phase, well-mixed model approach. It is clear from 

this table that there is a vast array of applications of the one-phase models. For instance, 

Khang et al. [85] made use of a simple PBE and studied the effects of non-ideal mixing, by 

introducing a particle size-dependent RTD of the reactor and concluded that the assumption of 

perfect mixing for the solid is quite adequate for the PSD under typical operating conditions. 

Alves and co-workers [86] included a thermodynamic model, the Sanchez-Lacombe Equation 

of State (SL-EoS), to predict the effects of adding gaseous ICA to the reactor on production 

rate, reactor temperature and polymer PSD.  

However simple models like this fail to capture the mass and heat transfer behaviors that 

happen between the bubbling gas and emulsion phases, which forcibly leads to an incomplete 

description of the reactor. Thus, simple one phase single CSTR models can be fitted to 

experimental data and used for specific case studies, although this diminishes the autonomy of 

the model predictions and the range of simulation results that can be obtained. An interesting 

overview of some of these applications can be found in reference [15], where it can be seen 

that these well-mixed models are used to predict and/or control overall quantities such as the 

production rate, outlet temperature, polymer density and melt flow index (MFI), monomer 

concentrations/pressures, and the bed height.
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Table 3. Overview of one-phase, well mixed models. 

 

 

Ref Polymerization 
Dynamic/ 

Steady State 

Energy 

Balance 
PSD MWD CCD MFI

 Thermodynamic 

Model 

Grade 

Transition 

Validation With 

Experimental 

Data 

[3] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes No Yes No Yes No No Yes 

[84] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes No Yes Yes Yes No No Yes 

[87] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes No Yes No Yes No Yes No 

[88] 
Co-polymerization 

ethylene-1-butene 
Steady State No Yes No No No No No No 

[85] Homopolymerization Steady State No Yes No No No No No No 

[89] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes No Yes No Yes No Yes No 

[90] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes No No No Yes No Yes Yes 

[91] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes No Yes Yes No Yes No No 

[92] 
Co-polymerization 

ethylene-1-butene 
Steady State Yes No Yes No Yes No No Yes 

[86] Homopolymerization Steady State Yes Yes No No No Yes No Yes 
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3.2.2 Compartmentalized Emulsion Models 

Recall that in an FBR the particles are suspended by a flux of gas made-up of monomer(s), 

hydrogen, and inerts. The particles entering the reactor typically have an average diameter on the 

order of 100 microns or less, but of course with a particle size distribution. These particles will 

grow as the polymerization proceeds but as the residence time distribution (RTD) approaches that 

of a CSTR, particles will stay for different times as well. All of this means that in a typical FBR 

particle sizes can range from 10 to 10
3
 microns. Considering that the minimum fluidization 

velocity of a given particle, as well as its terminal velocity, are dependent on its size (diameter), 

an important question emerges: is the assumption of well-mixed emulsion phase valid if we need 

to go beyond estimating cumulative properties? What should we do if we need information about 

the possible relationship between the reactor operating parameters and particle segregation in the 

bed? Furthermore, since the polymerization is highly exothermic, and heat removal is a major 

concern, the fluids are typically fed to the reactor at a temperature several tens of degrees below 

the reactor outlet temperature. This can lead to important axial temperature gradients in the 

reactor in certain cases. For these reasons, the well-mixed reactor hypothesis, although useful in 

certain limiting cases, is limited in terms of its ability to capture details of the reactor 

performance. 

To overcome these limitations and answer the questions cited above, it is possible to use 

compartment models. In the simplest form of a compartmentalized model, we can continue to 

neglect changes in the gas phase and divide the emulsion phase of the previous paragraph into a 

certain number of compartments as shown in Figure 5. In such a model, each compartment acts 

like a CSTR that can exchange particles with the neighboring compartments. This allows one to 

not only discriminate the PSD at different reactor heights, but also to estimate temperature 

gradients as a function of the bed height. One can include elutriation (the arrow leaving the top 

compartment in Figure 5) as well if particles that are over-fluidized in the top compartment are 

expected. On one side, more detail about how the particles circulate in the reactor means that we 

can obtain a better estimate of how the feed conditions, composition, gas velocities, etc. influence 

the reactor output. On the other side, it is important to underline here that obtaining an accurate 

picture from such models entails an appropriate choice of compartmentalization, along with 

accurate mass transfer coefficients for transfer between compartments and phases. 
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Figure 5.  Compartmentalized emulsion model schema. (a) exchange of solids upward and 

downward between neighbouring compartments, and (b) all non-elutriated particles recycled to 

the bottom compartment. Arrows represent solid flows. Gas streams not shown as only the 

emulsion is modelled. Position of solid feed and product withdraw are arbitrary. 

 

About the approach to compartmentalization, many variants have been proposed. As an example, 

in Figure 5(a) the solid is flowing upward and downward between neighboring compartments in 

order to somehow account for the solid exchange between gas and emulsion phase. On the other 

hand, in Figure 5(b) the particles can move upward through neighboring compartments, but not 

downward. In order to close the mass balance, the particles leaving the top compartment are 

“recycled” and fed into the bottom one [93]. This is a simplified approach which can result 

effective at specific conditions.    

In most of the compartmentalized models, one can introduce population balances similar to those 

shown before, as well as the appropriate energy and mass balances. Perhaps the most difficult 
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part of the model is to adjust the flow rates of mass and energy between adjoining compartments 

in a reasonable way. 

Ashrafi et al. [83] used a version of the simple compartmentalized model that does not explicitly 

contain a bubble phase, but allows for 2-way transfer of the emulsion phase between neighboring 

compartments to study the bed segregation in an FBR at low superficial velocity (Figure 5(a)). 

Based on a previous paper by Jafari et al. [94], the authors worked under the assumptions that 

their industrial scale reactor is divided into four CSTR’s. The reactor model includes a PBE that 

accounts for particle agglomeration [72], constant rates of attrition using the model of 

Hatzantonis et al. [71] and elutriation. Their model showed that at a relatively low gas velocity 

(   = 0.25 m/s) the mean size of the particles decreases when moving up in the reactor. Bigger 

(and therefore heavier) particles are more difficult to fluidize, which explains their tendency to 

populate the bottom of the reactor. Dompazis et al. [93] used a compartmentalized emulsion 

model with a recycle stream (Figure 5(b)). Although the authors do not show the results in terms 

of superficial velocity, one can reason that the rate of recirculating solids is a measure of this 

parameter. The authors show that as the recirculation of solids is increased, i.e., increasing 

superficial velocity, compartmentalized model collapses into the single CSTR model. 

Alizadeh et al. [95] employed a compartmentalized emulsion model which was simply a “tanks 

in series” structure. While not explicitly stated, it appears that, like in the work of Ashrafi et al. 

[83], the reactor contained 4 equally sized compartments. Each compartment was considered to 

contain emulsion phase and bubbles that could contain solid particles [96], although how this 

model was applied for polyethylene is not explicitly stated either. In the conclusions, the authors 

actually said they neglected transfer resistance between the bubble and solid phases, so a pseudo-

homogeneous state was assumed throughout the fluidized bed. They also suppose that the reactor 

was isothermal, that there are no intraparticle resistances, and that the particles can all be 

characterized by a single average size. They used a kinetic model from the literature to predict the 

properties of the produced polymer such as average molecular weight, polydispersity index and 

molecular weight distribution of polymer, and showed that the MFI predicted by the model was 

in decent agreement with actual plant data.  

Table 4 summarizes a selection of available studies for compartmentalized emulsion models.  
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Table 4. Overview of compartmentalized emulsion models 

Ref 
Dynamic/ 

SS 
Agglomeration Attrition Elutriation MWD MFI 

Validation W/ 

Experimental 

Data 

[83] 
Steady 

State 
Yes Yes Yes No No Yes 

[93] 
Steady 

State 
Yes No No No No No 

[95] 
Steady 

State 
NA NA NA Yes Yes Yes 

 

To summarize, the one-phase models are very attractive because of their simplicity. As with the 

CSTR approximation, this modelling approach can be definitely suitable to fit specific plant data.  

Nevertheless, this approach also comes with limitations. Considering the emulsion as a single 

phase, the description of the heat transport between the two phases is precluded and any 

temperature gradients in the reactor are ignored. Furthermore, Ashrafi et al. [83] fixed their 

model to 4 CSTR’s and derived the PBE’s to each compartment in a non-generic form, which 

means their equations cannot be applied to other reactor configurations/set-ups. More detail and 

flexibility require more complex process descriptions. 

3.3 Multi-phase models  

In reality, a FBR does not contain only an emulsion phase. It is widely accepted that FBR used 

for olefin polymerization operate in bubbling mode since the relative gas-particle velocities are 

much higher than the minimum fluidization velocity. This means an FBR can be thought of as 

containing 2 or more phases. If the FBR is operating in “dry” or “super dry” mode (i.e. no liquid 

in the reactor feed), we can identify separate emulsion and bubble phases, and eventually a wake 

phase, as sketched in Figure 3. However, if the FBR is operating in condensed mode, one also 

needs to include a liquid phase (the droplets) in at least part of the reactor.  

Two-phase models can also be classified according to how the emulsion and bubble phases are 

treated: we can find models with the emulsion phase treated as a well-mixed CSTR that 

exchanges heat and matter with either a bubble phase (constant bubble size) or with a cascade of 
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bubble compartments (variable bubble size) the bubble phase can be treated as well mixed CSTR 

as or plug-flow, depending on the modeling approach. Finally, we can find models with both the 

emulsion and the bubble phases divided into compartments. Roughly speaking, even though we 

have enough degrees of freedom to adapt the model schematization to describe well the fluid 

dynamic and transport behavior of both the phases (thus improving the model accuracy), this 

increase of reliability comes at the price of being able to identify many more model parameters of 

difficult evaluation! 

3.3.1 Constant bubble size 

In the models discussed in this section, it is usually assumed that the emulsion phase is at 

minimum fluidization conditions, although some authors assume that higher fluidized porosity 

can occur due to excess gas [97]–[100]. The polymer, catalyst, and co-catalyst are all in the 

emulsion phase along with the gas fraction that ensures minimum fluidization. The bubbles 

contain the excess gas, and often it is assumed that there are no catalyst or polymer particles in 

the bubble phase. 
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Figure 6. Two-phase constant bubble size model. Each compartment is treated as a CSTR. The 

symbols are defined in the text. 

Choi and Ray [101] derived the first two-phase model applied to FBRs for olefin polymerization, 

based on the work of Kunii and Levenspiel [66]. Their model followed the assumptions discussed 

above, as well as the following ones: i) constant bubble size; ii) mass and heat transfer between 

the bubble and emulsion phases occurs at uniform rates throughout the bed; iii) negligible heat 

and mass transfer between the solid and gas in the emulsion phase; iv) negligible intraparticle 

heat and mass gradients. According to these assumptions, the mass balances for monomer i are 

derived for the emulsion and bubble phases: 

Emulsion phase:  

      
      
  

                                                  

                    
 

   
  

(10) 

Bubble phase:  

  
      
  

                                            
(11) 

In the above equations, the subscripts e and b represent the emulsion and bubble phase, 

respectively,   represents the void fraction,   the volume of the phase,      is the concentration 

of monomer,    is the phase velocity,   is the superficial area,         is the polymer recovery 

rate,      is the bubble to emulsion mass transfer coefficient and   represents the bubble phase 

volume fraction in the bed.  

The enthalpy balance can also be derived for both phases. For the emulsion phase:  
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(12) 

 

 

For the bubble phase: 

         
   
  

                                                               

 

(13) 

 

Where   is the temperature of the phase,     is the bubble to emulsion heat transfer coefficient,  

     is the reference temperature,      
 is the heat capacity of monomer i, C is the total number 

of species,   is the superficial phase velocity and   is the cross sectional area. The subscript in 

represents heat entering the phase. The overall thermal capacities of the two phases are defined as 

             
 
      

  and              
 
      

 . 

In bubbling fluidized beds, bubbles exchange mass and heat with the emulsion phase. Kunii and 

Levenspiel [66] assumed that mass is transferred from the bubbles to the surrounding clouds and 

from the clouds to the emulsion phase. The heat is transferred from the emulsion phase to the 

cloud and then to the bubble, as the reaction is exothermic. 

For mass transfer: 

       
 

   
  

 

   
 
  

 
(14) 

For heat transfer:  
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(15) 

Where the subscripts bc and ce identify the mass and heat transfer coefficients between bubble 

and cloud and cloud and emulsion, respectively. Now, the mass and heat transfer coefficients 

calculated with equations (13) and (14) have been developed under the following assumptions: i) 

the gas superficial velocity (based on empty reactor) is considered to be at least the double of the 

minimum fluidization velocity (        ; ii) the velocity of rising bubble is considered to be 

at least five times the minimum fluidization velocity (        ; iii) the emulsion remains at 

minimum fluidizing conditions and the bubbles are solid-free. To the best of our knowledge, no 

experimental or theoretical studies are available in the literature assessing applicability and 

reliance of these correlations to the specific case of FBR for PE production.  

The correlations required to evaluate some of the quantities involved in the previous balances are 

shown in Table 5. Even though the most commonly used correlations for both the bubble and 

emulsion phases are presented, other references are provided to direct the reader to different 

correlations than those shown. All symbols have already been defined, with a few exceptions:    

represents Archimedes number (      
                    

  , where g is the 

gravitational acceleration,    is the particle diameter,   represents the density of the gas and 

polymer –  subscripts     and    , respectively –  and      is the gas viscosity,   and   

represent the reactor height and diameter,     represents the bed voidage at minimum fluidization 

conditions and    is the thermal conductivity of the gas.  

Table 5. Correlations for two-phase model parameters. Adapted from [102][103]. 

Parameter Formula Ref Alternative 

correlations 

Minimum fluidization 

Reynolds Number 

           
                 [104] [2], [66] 

Bubble velocity                 [2] [105], [106] 

Bubble rise velocity               
    [2] [2], [105] 

Emulsion velocity 
    

      
     

  
[97] [107] 
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Bubble diameter 

(constant bubble size) 
                          

    

  
   

                     
   

 

                   
 
  

[108] [109], [110]  

Bubble phase fraction 
              

      

     
    

[96] [2], [106] 

Emulsion phase void 

fraction 
                    

      

     
  

[96] [111] 

Mass transfer 

coefficients 

      
 

   
  

 

   
 
  

, with 

        
  
  
       

  
        

  
      

         
       

 

  
   

[2] [66], [106], [112], 

[113] 

Heat transfer coefficients 
      

 

   
  

 

   
 
  

, with 

        
         

  
 

      
           

   
     

  
      

                   
   
 
     
 

 
   

 

[2] [66], [106], [112], 

[113] 

 

When focusing on the condensed mode cooling, Mirzaei et al. [114] considered a steady state 

constant bubble size model where the reaction took place only in the emulsion phase and 

intraparticle resistances were neglected. While they considered liquid in the feed, they also 

assumed that it was immediately vaporized upon entry into the reactor so there is no need of a 

third phase, even though the energy balance includes an evaporative term. They also used the SL-

EoS for the calculation of concentration at the active sites, but only considered pure component 

solubilities, so there are no co-solubility effects. 

Zhou et al. [115] proposed an interesting variation on the two-phase model to study condensed 

mode reactors, which is illustrated in Figure 7. The authors say that the bubbles change size as 

they rise but assume that heat and mass transfer coefficients are a function of some average 
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bubble size (so for all intents and purposes this is a constant bubble size model). The emulsion 

phase is treated differently in order to accommodate the existence of an additional droplet phase 

of iso-pentane in the emulsion. The top of the emulsion phase is a well-mixed zone, but at the 

bottom the emulsion mixture and liquid droplets move upward in plug flow. The height of this 

gas-solid-liquid emulsion zone corresponds to the axial position where the last droplet 

evaporates.  Using this model, they showed that allowing liquid in the reactor means that two 

very distinct zones can be seen, as per Figure 8. In the “wet” zone at the bottom of the bed (up to 

≈ 1.5m in their conditions) the temperature rapidly increases as the droplets evaporate, creating a 

temperature gradient around 30 °C. The second zone extends to the rest of the bed with two 

phases (gas and solid) with a smaller temperature gradient of 7 °C They showed clearly that the 

temperature profile could have a noticeable effect on the molecular weight distribution if one 

neglects co-solubility effects. Zhou et al. validated their emulsion temperature profiles with 

industrial data (but did not give further information on the source of this data). 
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Figure 7.  Two-phase model of Zhou et al. [115]. The emulsion phase is divided in a gas-solid-

liquid (G-S-L) region at the bottom that moves from the distributor plate to the next zone via plug 

flow and in a gas-solid (G-S) upper region which is well-mixed.  The bubble phase is a well-

mixed zone. 
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Figure 8. Axial bed temperature profiles. Reprinted with permission from Zhou et al. [115]. 

Copyright 2013 American Chemical Society 

Fernandes and Lona [116] also considered a variant of the two-phase constant bubble size 

approach. Rather than treat each phase as well mixed, they modelled each compartment as a plug 

flow reactor, with the emulsion phase flowing downward and the bubble phase flowing up. They 

justified this by saying that as the particles grow, they will, on average, sink to the bottom of the 

reactor while the gas moves upwards, also in plug flow. For sake of convenience, the catalyst is 

injected at the top of the reactor and the polymer is recovered at the bottom, without solids 

recirculation. The reactor model consisted of mass and energy balances on the emulsion and 

bubble phase, and since each are treated as plug flow reactors, it was possible to calculate 

temperature gradients in the reactor. The authors coupled their model with a kinetic model to 

arrive at polymer properties profiles that vary with reactor height, such as average molecular 

weight, MFI and polydispersity.  

These, and other constant bubble size modeling efforts that have not been discussed in here, are 

summarized in Table 6 for the reader’s convenience. 

  



38 

 

Table 6. Overview of constant bubble size models.  

Ref Polymerization 
Dynamic/ 

SS 

Energy 

Balance 
PBE MWD CCD MFI 

Thermodynamic 

Model 

Validation W/ 

Experimental 

Data 

[3] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes No Yes No Yes No Yes 

[101] 

Ethylene and 

Propylene 

homopolymerization 

Dynamic Yes No No No No No No 

[103] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes No Yes No Yes No Yes 

[114] 
Co-polymerization 

ethylene-1-butene 
Steady State Yes No Yes No Yes Yes Yes 

[115] 
Ethylene 

polymerization 
Steady State Yes No Yes No No No Yes 

[116] 
Co-polymerization 

ethylene-1-butene 
Steady State Yes No Yes Yes Yes No No 

[117] 
Co-polymerization 

ethylene-1-butene 
Steady State Yes No Yes No No No No 

[118] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes No Yes No No No No 

[119] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes No Yes No Yes No Yes 

[120] 
Ethylene 

homopolymerization 
Steady State Yes Yes No No No No No 

[121] 
Ethylene 

homopolymerization 
Dynamic Yes Yes No No No No Yes 
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While the constant bubble size model might be a good exercise and an initial approach to reactor 

modelling, it is important to critically think about some of the approximations required for its 

implementation. When using this model, one faces an inherent dependence on empirical or semi-

empirical correlations, as shown in Table 5. Those rely heavily on the bubble diameter that upon 

entering the reactor immediately reaches its maximum and stable size, which is of course an 

oversimplification of the actual bubbling fluidization. Another common approximation is to 

assume that the heat transfer resistance between particles and gas in the emulsion phase is 

negligible. The presence of a temperature gradient between particles and gas phase is well 

documented and can be quite important [28][55]. Furthermore, the only way to account for 

temperature gradients is once again to circumvent the well-mixed compartments either via a plug 

flow approximation, or a combination of plug flow and well-mixed zones. 

3.3.2 Variable bubble size 

The variable bubble size model is a natural and necessary extension of the constant bubble size 

model, since the bubbles grow by coagulation when they rise through the reactor, increasing in 

size with increased bed height. At the bottom of the bed, near the gas distributor, the bubble’s 

size is at its minimum. This phenomenon was captured by Kunii and Levenspiel [2], [65], [66], 

but applied to the specific case of olefins polymerization by Hatzantonis et al. [102]. However, 

the idea of varying the bubble size had already been discussed by McAuley et al. [122] in an 

earlier study. In the variable bubble size model, the emulsion phase is still treated as a CSTR, but 

the bubble phase can be described with the use of compartments, set to have a height equal to 

bubble diameter, with the bubbles growing each compartment, as seen in Figure 9. The local heat 

and mass transfer between bubble and emulsion, local bubble volume fraction and rise velocity 

are now dependent on the size of the bubble and therefore on the corresponding bed height.  
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Figure 9. Schematic of the variable bubble size model. Adapted from [102]. 



41 

 

The appropriate mass and enthalpy balances can be derived for this system. Here the emulsion 

phase balance remains the same as shown for the constant bubble size model, as no further 

assumptions have been lifted. For the bubble phase, the generic n-th compartment can be 

modelled as having a constant bubble size:  

    
        
  

                                                         
(16) 

The bubble volume, rise velocity and area are dependent on the bubble size, which means that the 

size of the bubbles needs to be calculated for each specific compartment.  

The only additional information required for this model with respect to the constant bubble size 

model is the bubble diameter. Several correlations for this parameter have been developed over 

the years, so the particular equations shown in Table 7 are only to exemplify the type of 

information needed to include this level of detail in the models. Literature references to other 

correlations are also reported for the interested reader. 

Table 7. Bubble diameter calculations for variable bubble size. 

Parameter Formula Ref Other 

correlations 

Bubble 

diameter 

(growing 

bubble size) 

           

             
      

    

    
     where 

                                
   

 (Perforated plate) 

                           
 
               (Porous plate) 

[108] [2], [110], 

[123]–[126] 

 

In fluidized beds, bubbles continuously grow until they reach a maximum bubble size, as a 

consequence of pressure drop and bubble coalescence. Above the maximum size, bubbles 

become unstable and can break up into smaller bubbles. Davidson and Harrison [106] assumed 

that the maximum bubble size is related to the particles terminal velocity (  ): 

            
    (17) 

However, most of the available correlations do not account for this maximum value. Therefore 

when using the variable bubble size model, a maximum bubble size should be used whenever a 

bubble size correlation predicts values larger than those obtained by equation (17)[102].  
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Hatzantonis et al. [102] investigated the effects of maximum bubble size. They found that 

imposing different maximum bubble sizes did not significantly affect the temperature and 

ethylene concentration predictions. Furthermore, they analyzed the impact of the maximum 

bubble size on the emulsion temperature for both variable and constant bubble size models. The 

variable bubble size model shows drastically less impact on emulsion temperature when 

compared to the constant bubble size model. This is thought to be a consequence of the improved 

bubble-phase mixing patterns, which results in more significant emulsion-to-bubble heat transfer 

rates. Furthermore, the mass transfer rate from bubbles to emulsion was shown not to affect the 

behavior of the reactor. Although this approach is still heavily reliant on correlations, the 

introductions of a variable bubble size has been shown to improve the model, as expected.  

Comparing the well-mixed one-phase model and the models that account for either constant or 

variable bubble size is somewhat of a subjective exercise, as both methods deal with the same 

problem through different approaches. McAuley et al. [122] first compared the original two-

phase constant bubble size model to their well-mixed one-phase approach. The authors compared 

the reaction temperature obtained from both models for various superficial gas-velocities and 

catalyst feed rates and showed that there was very little difference between the two. Also 

Hatzantonis et al. [102] compared the well-mixed one-phase model with constant and variable 

bubble size two-phase models without considering intraparticle heat and mass transfer 

resistances. The well-mixed and constant bubble size models were found to be limiting cases of 

the variable bubble size model. The reaction temperature was predicted to be highest with the 

constant bubble size, and lowest with the well-mixed model. Furthermore, they also found that 

the well-mixed and variable bubble size model yield similar results, different from those of the 

constant bubble size model.  

In a similar vein, Ibrehem et al. [119] added a wake phase to the two-phase model (modified 

variable bubble size model), and compared simulation results using their model, the well-mixed, 

constant and variable bubble size models with plant data for emulsion temperature and MFI. The 

resulting three-phase model included heat and mass transfer resistances from the bubble to the 

wake, from the wake to the emulsion, and from the emulsion to the polymerizing particles. The 

authors assumed that the emulsion phase was at minimum fluidization conditions and they 

neglected intraparticle heat and mass transfer resistance. All 4 models predicted similar results in 
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the initial simulations. Using the adjusted model parameters, the authors were able to show good 

agreement with plant data (in terms of melt flow index and emulsion temperature). Once again, 

temperature gradients in the emulsion phase were ignored. 

Even though this is not an exhaustive list of modelling studies, at this point one can conclude that 

there is very little difference in terms of model predictions between the well-mixed, constant and 

variable bubble size models in terms of productivity, emulsion temperature and basic polymer 

properties. Those differences that do exist appear to be mainly due to differences in the predicted 

emulsion temperature due to different heat transfer rates between the bubbles and the emulsion. 

Adding a further complexity in terms of a “cloud” around the bubbles and wake phase with solid 

entrainment does not seem to add any benefit in terms of understanding or predicting reactor 

performance. This should not be surprising given that when models treat the emulsion phase as 

well mixed this does not allow for temperature gradients along the reactor axis that might form 

under different conditions. At this point, if one wishes to estimate productivity and heat 

generation rates, and get an overview of how the process conditions impact the MWD and CCD 

based on a chosen set of kinetic and physical constants, there does not appear to be any 

significant benefit in adding the additional levels of complexity and finding the extra parameters 

and correlations required for the two-phase models. One can probably get a good overall picture 

of reactor performance from the well mixed model, which is in agreement with the conclusion 

from McAuley et al. [122].  

As with the well-mixed model, these one- and two-phase models can be combined with PBEs to 

provide estimates of the whole PSD in addition to the quantities mentioned above. However, if 

one wishes to account for things like liquid in the reactor feed or allow for temperature gradients 

in the emulsion and/or gas phase, particle segregation by size, etc., then it is also necessary to 

complexify the models somewhat. This can be done using either fully compartmentalized 

representations of the reactor, or detailed hydrodynamic models based on CFD. 

3.3.3 Fully Compartmentalized Models 

At the risk of over-generalizing, the vast majority of modelling efforts of this type seems to 

employ the same approach, shown schematically in Figure 10. This model concept is based on 

the same fundamental assumptions that bubbles grow as they rise until they reach some 
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maximum size (e.g. Grace [127]) and that the emulsion phase is composed of communicating 

well mixed compartments. The gas compartments can be modelled either as a cascade of well-

mixed zones of changing height (equal to the bubble diameter at a given height like with the 

previous model), or as being in plug flow (i.e., a cascade of a large number of compartments, 

grouped as shown in Figure 10). Heat and mass transfer between bubble and emulsion phases are 

almost universally described using the transport coefficients developed by Kunii and Levenspiel 

[2]. Some works include solids in the bubble phase, some do not, and population balances can 

contain different terms from work to work. This seems to have a small impact on the bubble 

phase temperature gradients. 

Most authors calculate a minimum fluidization velocity from an average particle size, which of 

course means that some small particles are over-fluidized (need to account for elutriation) and 

some are under-fluidized and can settle. Furthermore, given the challenge in validating the 

modelling work with plant data, only limited numbers of properties are compared for model 

validation. These observations do not mean that the modelling work is not of quality or is not 

useful; far from it. It means that the problem of modelling the FBRs for ethylene polymerization 

is attacked in very similar way, and employs a number of correlations that are not developed 

specifically for PE, or developed for uniform particle sizes, etc. Many of them can certainly give 

a decent estimate of the impact of changing one or more parameters on reactor behavior, and 

some can undoubtedly be fine-tuned to model specific processes. Obviously, producers do not 

make plant data available in the open literature, so the solution to the problem of model 

validation is certainly not readily available. A quick discussion of some fully compartmentalized 

models follows. 
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Figure 10.  Concept of the fully compartmentalised model. 

 

Following their earlier work, Ashrafi and coworkers [128] developed a two-phase model, which 

divided the reactor into compartments for both the emulsion and bubble phase and focused on the 

effects of operating conditions on bed segregation. As before, they used 4 CSTRs in series to 

describe the emulsion phase and added 4 PFR in series (same height as the emulsion 

compartments) to describe the rising bubble phase. The emulsion phase is described like in their 

earlier work [83], where the particles can either fall down to the compartment below or be blown 

up to the compartment above. The particles in the bubble phase are assumed to only move 

upwards, with the elutriated particles being recycled to the bottom compartment. They compared 
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the results of their isothermal simulations to plant data for the cumulative PSD and found 

reasonably good agreement (but it is not clear how the mass transfer rates between bubble and 

emulsion compartments were adjusted). While this model contains potentially more detail than 

their previous models, the overall predictions of PSD are quite similar. Without extensive 

comparison of a range of plant data it is not clear to us whether the addition of the bubble phase 

actually provides verifiable supplementary information with respect the simpler model presented 

early (especially since an energy balance is not included). 

Kiashemshaki et al. [129] used a simple compartmentalized emulsion model with 4 

compartments for each phase, and allowed a certain amount of particles to transfer between the 

phases. Here the fraction of particles in the bubble phase is calculated using a correlation that 

relates the superficial velocity with the minimum fluidization velocity. They used a 2-site kinetic 

model and assumed a uniform particle size. Simulated molecular weight distributions showed 

good agreement with plant data, and average bed temperatures were of a similar magnitude. It is 

not entirely clear what bed temperature this is, and no attempt is made to compare to plant 

temperature profiles. Furthermore, according to the simulations, about 20% of the total 

polymerization occurs in the bubble phase.  

Dompazis and coworkers [130] developed a rigorous and complete multiscale, two-phase model, 

that included PBE (constant agglomeration, but no attrition). In this model the emulsion phase is 

in contact with a bubble and wake phase, and mass transfer from the emulsion to the wake 

portion of the bubble phase is accounted for. The authors focused on calculating the dynamic 

evolution of polymer properties (PSD and MWD) and the extent of particle segregation in the 

reactor. The authors claim that for higher superficial gas velocities, the PSD in both phases 

collapses to the same distributions, which is in agreement with the findings by Kim and Choi 

[131]. The emulsion temperature and single pass ethylene conversion decrease when internal 

mass transfer limitations are accounted for, due to lower polymerization rates. The authors saw 

the same trend for the PSD: the presence of internal mass transfer resistance led to smaller 

particles.  

Farid and coworkers [132] also subscribed to the variable bubble size two-phase model, 

considering that the bed is divided into compartments and operates at uniform temperature. The 

authors also made use of populations balances to obtain the PSD inside the reactor. They saw that 
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increasing the number of compartments leads to bigger, but fewer bubbles. The authors also 

showed that the increasing the superficial velocity will decrease the bubble size.  

Farag and co-workers [133] merged a two-phase variable bubble size model with a population 

balance model, while considering the reactor divided into compartments. They showed the effect 

of bubble size on the single pass conversion of ethylene, while varying the catalyst feed rate. 

Smaller bubbles have a lower velocity in the bed compared to larger bubbles. As a result, smaller 

bubbles lead to larger bubble number in the bed, and to a reduction in the volume of the emulsion 

phase. Therefore, the residence time of the solids decreases with a decrease in bubble size, 

reducing the contact time between ethylene and the catalyst. This is seen as a decrease in single 

pass ethylene conversion vs. bubble size. These results are in accordance with the findings of 

Dompazis et al. [130] on the same subject. 

Table 8. Overview of fully compartmentalized models. 

Ref Polymerization 
Dynamic/ 

SS 

Energy 

Balance 
PBE MWD CCD MFI 

Validation W/ 

Experimental 

Data 

[130] 
Co-polymerization 

ethylene-1-butene 
Dynamic Yes Yes Yes No No No 

[132] 
Ethylene 

homopolymerization 
Steady State No Yes No No No Yes 

[133] 
Ethylene 

homopolymerization 
Steady State No Yes No No No Yes 

 

An overview of these modelling studies is shown in Table 8. From these studies, it becomes clear 

that the addition of compartments to a model bridges the way to better reactor description, as it 

allows to axially discriminate the reactor while keeping the mathematical simplicity of well-

mixed conditions for the emulsion phase. With this approach, it is possible to assess bed 

segregation, temperature profiles in the bed, or possibly extend these models for condensed mode 

case studies and infer on liquid hold-up. In return, these models come with several new 

parameters that need to be estimated, such as the flowrates of the streams that interconnect the 

different compartments, which might prove to be a challenging task depending on the overall 

compartments configuration. Still, even with a compartmentalized approach one is faced with an 
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enforced homogeneity in each “box”, that can only be relieved with the use of computational 

fluid dynamics models.  

4 Macroscale modelling with Computational Fluid Dynamics 

Computational fluid dynamics simulations are becoming an established tool for the study of 

fluidized bed reactors and their increasing use is promoted by the combination of several factors. 

On the one side, they provide useful information about the gas and solid velocity fields inside the 

reactor, with a level of detail that is challenging to access experimentally as well as with the 

oversimplified description of fluid dynamics adopted with compartmentalized models. On the 

other side, CFD simulations are still computationally demanding but also more accessible by 

virtue of the increasing availability of high parallel computing (HPC) resources and the 

optimization of algorithms and numerical methods that aim at improving simulation efficiency. 

Broadly, there are two main methods to deal with a fluid/solid multiphase system such as a 

fluidized bed reactor, according to the chosen approach for the description of the solid phase; in 

general, gas phase is taken into account as a continuum by means of continuity, momentum 

conservation and energy conservation equations, along with a suitable turbulence model.  

In the framework of the Eulerian/Lagrangian (EL) approach, also referred as discrete particle 

model (DPM) or discrete element method (DEM), solid is modeled as a dispersed phase by 

explicitly including all particles in the system. Solid trajectories are computed by solving 

Newton’s equation of motion for each particle, taking into account also particle-particle and 

particle-wall interactions. Although this approach is very detailed, since it allows tracking solid 

behavior at single particle level, its use is hindered by the prohibitive computational cost due to 

the large amount of particles usually present in a FBR reactor. EL is often the method of choice 

for the investigation of small labscale reactors characterized by low values of solid volume 

fraction (less than 10%). 

Eulerian/Eulerian (EE) models describe the solid as a continuum, approximating the system as 

interpenetrating fluid phases. Analogously to gas phase, solid behavior is accounted for by means 

of continuity, momentum conservation equation and energy conservation equation, along with a 



49 

 

suitable turbulence model. Three main approaches can be employed in the framework of EE 

models [134]:  

 Volume of Fluid (VOF) model: it allows tracking the temporal and spatial evolution of 

the interface between immiscible phases, by solving a momentum conservation equation 

for the interface and continuity equations for the volume fraction of the phases; 

 Mixture model: it implies the solution of a single set of partial differential equations 

constituted by continuity, momentum and energy conservation equations for the mixture. 

Note that only relative velocities between phases can be obtained in this case;  

 Eulerian model: continuity, momentum, and energy conservation equations are solved for 

each phase, whose coupling is performed by means of interphase exchange coefficients. 

VOF and mixture models are not suitable for FBR reactors, because they do not provide a 

detailed description of the flow field of the solid phase, which can be achieved only by solving 

momentum conservation equations for each phase as done in the Eulerian model. 

This motivates its extensive use for the FBR simulation: Eulerian model is more computationally 

expensive than VOF and mixture models but still constitutes a reasonable compromise between 

accuracy and computational efficiency, especially if compared with EL approaches. For the sake 

of completeness, a brief theoretical background of the Eulerian model is provided and discussed 

in the following. 

4.1 Eulerian model: brief theoretical background 

As mentioned, Eulerian model (EM) implies the solution, for each phase, of a system of partial 

differential equations composed of continuity equation and momentum and energy conservation 

equations, coupled with a turbulence model and appropriate correlations for the physical 

properties of the solid phase. The coupling between the phases is carried out by introducing 

appropriate interphase exchange coefficients. The presence of a polydisperse population of 

particles is accounted for through population balance equations (PBE) (vide infra). According to 

the EM implementation in CFD software packages like Ansys Fluent and OpenFoam, each 

considered particle size is modeled as a separate solid phase. 

Conservation equations for gas and for each solid phase can be written as follows: 
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(18) 

     
  

                 
(19) 

where α, ρ and v are volume fraction, density and velocity, respectively, and the subscripts g and 

s indicate gas and solid phase, respectively. The term      accounts for the interphase mass 

transfer from the gas to the solid, due to the diffusion of the monomer in the catalyst particles. 

Assuming that gas-solid interphase mass transport resistance and solid intraphase mass transport 

resistance are negligible,      can be expressed as a function of the growth rate due to 

polymerization reaction. 

If the gas phase contains more than one component, mass conservation equations are required as 

well: 

           

  
                             

(20) 

where xg,i is the mass fraction of component i in the gas phase, Jg,i is the diffusive flux of 

component i in the gas phase and Ri is the net generation or production rate of component i, 

which can be due not only to chemical reaction in gas phase (if present) but also to interphase 

mass transport. 

Momentum conservation equations for gas phase and each solid phase can be formulated in 

following form:  

       

  
                                                    

  

   

 
(21) 

       
  

             

                                              

  

       

 

(22) 

where ns is the number of considered solid phases, p is pressure, ps is solid phase granular 

pressure (i.e., the pressure exerted by particles on vessel walls), Kgs is the gas-solid momentum 

exchange coefficient, Krs is the solid-solid momentum exchange coefficient and g is gravitational 

acceleration. Kgs and Krs can be evaluated through suitable correlations [135]. 
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The terms     and     are stress-strain tensors for solid and gas phase, respectively, which can be 

expressed as follows: 

                
   

 

 
              

(23) 

                
         

 

 
             

(24) 

where μg is gas viscosity, μs is solid shear viscosity, λs is solid bulk viscosity and    is identity 

matrix.  

Although the solid phases are modeled as a fluid, it must be taken into account that their behavior 

is heavily influenced by the presence of particle-particle collisions; such effect must be included 

in the estimation of ps, μs and λs, which can be carried out by means of the kinetic theory of 

granular flow [136]. 

Energy balances for the gas phase and each solid phase can be written as follows: 
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                              (26) 

where hg and hs are the enthalpy of the gas and solid phase, respectively, hgs is the enthalpy 

related to the interphase gas-solid flow, qg and qs are heat fluxes of gas and solid phase, 

respectively, Qsg is the intensity of heat exchange between gas and solid phases and ΔQr is the 

heat production rate due to the exothermic polymerization reaction. In particular, the heat flux is 

computed according to Fourier’s law; the thermal conductivity of the solid phase can be 

estimated through the kinetic theory of granular flow. 

PBE are employed to evaluate the polydisperse population of solid particles, since all those 

phenomena that influence the particle size distribution (PSD) in the reactor can be properly 

accounted for. Indeed, the PSD in a given region of the vessel is not only determined by the 

presence of the flow field that makes particles move according to their size, but also by 

aggregation and breakage phenomena and above all by the particle growth due to polymerization 
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kinetics. Assuming that only the particle size L is employed as internal coordinate, PBE can be 

written as follows [137]: 

          

  
                  

 

  
                                        

                         
(27) 

where           is the number density function for particles with size L, in a given point of 

coordinates x at time t, G(L) is the growth rate due to polymerization kinetics, Bag and Dag are the 

birth and death rates due to particle aggregation, respectively, and Bbr and Dbr are the birth and 

death rates due to particle aggregation, respectively. Birth and death rates can be written as 

follows [138] : 
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where λ is particle size, β(L,λ) is the aggregation kernel, a(L) is breakage kernel and b(L|λ) is the 

daughter distribution function. While there are well-established expressions for the 

polymerization kinetics (that can also include the amount of catalyst active sites and their 

dynamic deactivation), aggregation and breakage phenomena require a suitable kernel to be 

included [137], [139].    

Since the numerical solution of PBE can be challenging and expensive from a computational 

point of view, many approaches were developed in order to solve this issue. The most employed 

ones are quadrature based moments methods, such as the quadrature method of moments 

(QMOM) and the direct quadrature method of moments (DQMOM), which constitutes a 

simplification of the original QMOM approach [140]. 
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4.1.1 Applications 

As anticipated, the use of CFD simulations represents an attractive way to achieve accurate 

information about the process (gas and solid velocity fields, solid distribution in the reactor, 

temperature profile, et cetera), which are not always accessible experimentally because of the 

invasive measurements needed and the challenging operative conditions of the FBR (in terms of 

temperature, pressure and solid volume fraction). In this regard, they act as a computer 

experiment that allows measuring the properties of interest with high spatiotemporal resolution.  

Fluidized bed reactors are often modelled adopting pseudo two-dimensional geometries, for the 

sake of computational efficiency. Indeed, despite the improvements that involved both hardware 

and software, multiphase simulations can be still expensive from a computational point of view. 

Focusing on boundary conditions, gas velocity is fixed at the inlet, while a pressure boundary 

condition is imposed at the outlet; no-slip condition is set at reactor walls for gas phase, while no-

slip or partial slip is applied for solid phases. In most cases solid content is fixed, i.e., neither inlet 

nor outlet for particle flow are included in the system. Simulations aim at exploring with in silico 

experiments the impact of operative conditions on, e.g., fluidization, solid segregation and 

temperature through parametric calculations. Model validation is usually carried out by 

comparing the predicted pressure drops and/or the bed axial height with experimental data (from 

lab scale reactors to industrial plants). 

Just for curiosity, up to authors’ best knowledge the biggest computational effort for CFD applied 

to a fluidized bed reactor was recently reported by Neau et al. [141], who employed 36,000 CPU 

cores, a mesh composed of a billion element and 15 millions of CPU hours to simulate an 

industrial scale FBR with a three-dimensional geometry. Even though the calculation produced 

200 TB of data, the simulated physical time was no longer than 25 s.  

Akbari et al. [142], [143] performed parametric simulations of an industrial scale fluidized bed 

reactor. First, they focused their attention on the numerical solution scheme, validating the model 

by comparing the calculated pressure drops with plant data. The authors subsequently analyzed 

the effect of the minimum fluidization velocity and particle growth rate on fluidization behavior 

and solid segregation.  
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Che et al. [144], [145] performed a more detailed analysis, which involved a pilot-plant scale 

FBR for ethylene polymerization. After investigating the impact of particle size and gas velocity 

on fluidization, the authors employed population balance equations including not only 

polymerization kinetics but also aggregation and breaking phenomena. Results showed that 

particle growth due to polymerization has a remarkable influence on flow fields and solid 

distribution in the reactor; moreover, particle breakage led to a reduction of average particle size 

and to an increased axial expansion of the bed. The same research group [146] further improved 

the model by adopting a three-dimensional schematization of the reactor; validation was carried 

out by comparing pressure drops and bed axial height.  

There are also some attempts to employ CFD simulations in order to compute the residence time 

distribution (RTD) of the solid [147], [148], using monodisperse non-reacting and non-interacting 

particles (i.e., neither aggregation nor breakage take place). In this case, reactor geometry also 

included an inlet and an outlet for the solid phase; when steady state was reached, a tracer pulse 

was added and its outlet flow was monitored in order to compute RTD directly from its 

definition.  

Khan et al. [149] implemented a dynamic multiphase model (that accounts for both emulsion and 

bubble phase) within a CFD Eulerian model. The modeling framework was validated with 

experimental data obtained from a lab scale reactor and employed to identify the optimal range of 

operative conditions.  

Bumphenkiattikul et al. [150] coupled a phenomenological mathematical model and CFD 

simulations for the analysis of hot spots and heat transfer in FBR reactors. Both models included 

population balances for the implementation of detailed kinetic scheme for polymerization (that 

involved initiation, propagation, chain transfer and termination) subsequently solved with the 

method of the moments. 

The developed scheme is the following: CFD simulations focused on hydrodynamics were 

employed to obtain solid holdup and heat transfer coefficients that were included in the 

phenomenological model, which was subsequently used to compute the steady state regime of the 

reactor (in terms of temperature, monomer and catalyst concentration, moments for living and 

dead chains, et cetera). This, in turn, was the starting point for comprehensive CFD simulations. 
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The aim of such computational protocol was to obtain an agile way for a reliable estimation of 

the steady state regime, which can be challenging to achieve directly with CFD due to the 

required computational time and numerical issues. Overall, the authors provided useful insights 

about the scale-up of FBR reactors from lab scale to pilot plant scale.  

Zhu et al. [16] proposed a multiscale approach by implementing a single particle model (in 

essence, a polymeric flow model) in a CFD simulation. Such model is composed of both mass 

and energy conservation equations, written at steady state and considering only radial coordinate 

for concentration and temperature gradients. This multiscale model was employed to assess the 

influence of interphase mass and energy transport. Simulation outcomes confirmed the major role 

of intraparticle mass transfer, while intraparticle heat transfer could be neglected.  

Schneiderbauer et al. [151] developed a computational approach for the coarse grid simulation of 

industrial scale reactors (which could not be investigated otherwise) and validated it with lab 

scale data. The authors subsequently simulated the behavior of an industrial scale system 

composed of a fluidized bed reactor and a moving bed reactor, as depicted in Figure 1111a; 

contour plots of solid volume fractions are given in Figure 1111b.  

 

a)  
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b)  

Figure 11. Schematic of the investigated industrial scale reactor (a). Solid phase volume fraction 

inside the vessels at steady state; snapshots were taken every 0.1 s of physical simulated time (b). 

Reproduced with permission from Schneiderbauer et al. [151]. Copyright 2014 Elsevier.  

Yao et al. [152] performed a parametric analysis investigating the influence of the employed drag 

model on FBR simulations. The authors found that the chosen correlation had a concrete impact 

on bed height, temperature and solid phase segregation but a little influence on the evolution of 

Sauter diameter and PSD. Overall, they recommended the energy minimization multiscale 

(EMMS) model, which includes a correction factor that takes into account the reduction of drag 

coefficient due to particle aggregation. Yao et al. [153] systematically analyzed also the 

performances of three commonly employed quadrature based moments methods for the PBE 

solution that included particle growth, breakage and aggregation: QMOM, DQMOM and fixed 

pivot quadrature method of the moments (FPQMOM). According to their outcomes, the author 

recommended the use of FPQMOM. 
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CFD simulations of FBR are also employed to address the problem of wall coating formation due 

to the tribocharging of ethylene particles [154], [155]. Ray et al. [156] developed an Eulerian 

model that includes particle charging due to particle-particle and particle-wall collision. Model 

results allow computing electrostatic potential and electric field strength as a function of time and 

space in the reactor, as shown in 12a for 362 μm particles after 10 s of simulated physical time, 

and the size-dependent particle charging (Figure 1212b). Results were consistent with 

experimental findings; in particular, the outcomes suggested that particles bigger than 425 μm are 

not able to stick to the wall, in qualitative agreement with the 600 μm value suggested by 

experiments.  
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Figure 12. Particle volume fraction, electric potential, electric field strength and particle velocity 

in the reactor after 10 s of simulated physical time with a monodisperse 362 μm diameter particle 

population (a). Time evolution of total bed charge as a function of the inlet particle size (b). 

Reproduced with permission from Ray et al. [156]. Copyright 2019 Elsevier  

The authors also pointed out that, despite the promising results, a sensitivity analysis for the 

employed parameters will be performed; indeed, the steady state was reached in about 4 seconds 

in the simulations, while the experimental setup needs about 15 minutes, suggesting that charge 

diffusion was accelerated in the performed calculations. 

4.1.2 Focus on condensed mode simulations 

The Euler model proved to be a suitable approach to investigate the behavior of FBR under 

condensed mode operation. The presence of droplets can be accounted for by adding a liquid 

phase in the system and modifying the constitutive laws accordingly as proposed, e.g., by Pan et 

al. [157]. Continuity equations can be written as follows:  

     

  
                      

(32) 

     
  

                 
(33) 

     
  

                  
(34) 
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where the subscript l is referred to the liquid phase; in particular,      represents the mass transfer 

from the liquid to gas phase due to evaporation. Momentum conservation equations can be 

written as follows: 
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where Klg and Kls are interphase momentum exchange coefficients between the liquid and the gas 

phase and between the liquid and the solid phase, respectively; they can be estimated with 

existing correlation as mentioned above (vide supra). Stress tensor for liquid phase can be written 

as shown in eq. 25, adopting appropriate values for the physical constants.  

Energy balances have the following form: 
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where Qlg is the is the intensity of heat exchange between gas and liquid phases and ΔHvap is the 

enthalpy of vaporization of the added inert. Pan et al. [158] also developed and implemented a 

model for the vaporization of the liquid, explicitly accounting for the presence of a polydisperse 
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population of droplets. The overall modeling framework was validated with industrial data, in 

terms of reactor temperature at different height values.  

The authors subsequently employed such three-phase model, along with the droplet vaporization 

model [159], [160] and a comprehensive kinetic scheme, to evaluate the impact of the amount of 

isopentane on reactor behavior. Although the dynamic variation of the gas heat capacity due to 

droplet evaporation and the increased monomer solubility in the polymer were not accounted for, 

CFD simulation outcomes showed a decrease in bed mean temperature as a function of the inlet 

concentration of isopentane, as depicted in Figure 133. Simulations also showed an enhanced 

polyethylene production rate and therefore an increased solid volume fraction (again in Figure 

133); although this effect can be counterintuitive due to the lower bed temperature, it can be due 

to the temperature-dependent interplay of propagation and catalyst deactivation kinetics.  

 

 

Figure 13. Mean bed temperature and solid volume fraction as a function of the molar fraction of 

isopentane. Reproduced with permission from Pan et al. [157] Copyright 2016 The Society of 

Powder Technology Japan. 
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5 Conclusions 

This review focused on the main macroscale approaches to modelling a FBR for PE production. 

For non-CFD models, 3 main approaches have been discussed and comparative studies show that 

they all have specific uses. The one phase, well-mixed approach is of mathematical simplicity, 

and when coupled with a kinetic model, one can obtain basic results such as production rate, 

monomer conversion, and depending on the kinetic model, molecular weight and composition 

distributions. The biggest downside of this model is the lack of rigor when describing the heat 

and mass transfer between gas and solid phases. This issue can be overcome by finely tuning 

model parameters for each specific case. However, this procedure would result in strongly 

system-dependent parameter values, which, in turn, negatively affect the predictive capability of 

the model for different process conditions. The two-phase approach is divided into constant and 

variable bubble size models. The first, is not physically accurate, and comparative studies show 

little to no improvement when adding a bubble phase against a one phase, well mixed approach. 

This might be related to how heavily the two-phase models depend on the use of empirical or 

semi-empirical correlations for key reactor parameters, such as the bubble volume fraction, the 

bubble size, interphase mass and heat transfer coefficients, etc. The two-phase variable bubble 

size model shows promising results, most likely due their more accurate description of heat and 

mass transfer between bubbles, but at the expense of even correlations than the constant bubble 

size. In all of these approaches, there is an array of available models that range from simple to 

very detailed and complex. Depending on the results that are required, one can choose the level 

of complexity.  

In terms of the studies found in the literature, a good balance between homo- and co-

polymerization studies was observed. However, most studies focus on dry-mode or dismiss co-

solubility effects all together, which goes against what is practiced in the industry.  

The use of CFD models proved to provide useful results and emerged as a promising approach by 

virtue of their spatiotemporal resolution, which allows obtaining insights about velocity fields 

and temperature profiles that would be challenging or impossible to investigate otherwise. 

Anyway, CFD simulations for FBR still require some simplifications for the computational 

efficiency (the solid is treated as a continuum) and are currently at their infancy, since they are 

mainly employed to characterize bed fluidization. The direct evaluation of particle size 
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distribution as well as molecular weight distribution currently lacks a comprehensive validation; 

while condensed mode operation was simulated, co-solubility effects were ignored. Given the 

proven potential of CFD and the continuous advancements concerning both hardware and 

software, an increased implementation of CFD-based tools and an ever-growing descriptive 

capability for FBR simulations are envisaged in the near future.   
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