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ABSTRACT

The analysis of electroacoustic music may benefit from

the design and development of tools for automatic au-

dio matching, allowing musicologists to compare differ-

ent versions of the same work and to draw the artistic path

from the synthesis of fragments to the creation of a com-

plete work. Music alignment has been explored as a tool

in many areas, from score following to music information

retrieval. This paper presents a tool for the analysis of

electroacoustic music based on the comparison of two au-

dio sources. The tool has been applied to a relevant case

study: Stria by John Chowning.

1. INTRODUCTION

This paper investigates how automatic analysis and match-

ing can provide the musicology with useful tools for the

analysis and the philological study of electroacoustic mu-

sic. It also stresses the urgency for the musicologist and

the sound engineer to collaborate in order to find new an-

alytical methods deriving from the combination of their

competencies.

This research starts from two premises. The first one

is the necessity, from a musicological point of view, to

apply methods borrowed from the philology of music to

the study of electroacoustic music. The comparison of

different sources helps and reinforces the listening analy-

sis based on visualization tools such as spectrograms and

sonograms. But sources in electroacoustic music are very

heterogeneous: as well as the tape or the CD, they also

consist of notations, projects and schemes, digital scores

(in the computer music field), live electronics instructions,

comments for the performers, notes, software, various ar-

ticles, reviews, and so on. However, although in different

forms compared to traditional Western music, electroa-

coustic music stays anchored to the writing techniques and

tools: texts, (analog and digital) scores, supports, and no-

tation [2]. Musicological investigation should start from

this idea and could set its activity within the research field

named “philology of author” [28]. The philology of au-

thor, as proposed in [14], widely explores the revision

activity by the composer, in the light of his/her interrela-

tion with personal aesthetics and cultural and biographical

context 1 .

The second premise emphasizes the problem of elec-

troacoustic music archives: historically, the urge of cre-

ation and experimentation with electroacoustic (analog or

digital) devices, has brought composers and their collab-

orators to ideally postpone, but often to forget, the orga-

nization and preservation of their compositional materi-

als. It frequently happens, for example, that audio mate-

rials stored in many electroacoustic music studios do not

contain the piece indicated on the label, or are illegible.

Sometimes, one can find tapes with the same title but dif-

ferent audio contents, belonging to various steps of the re-

alization process. It can also happen that the piece a com-

poser considers as his/her final version slightly differs, for

some reasons, to the published one.

The idea of this actual research comes from the mu-

sicologist’s need to find useful tools for the philological

comparison of the audio content within the study of the

electroacoustic music pieces. This necessity was brought

to light during the study of the musical archive belonged

to Teresa Rampazzi, pioneer of Italian electroacoustic mu-

sic [27]. As it was this composer’s habit to make many

copies and sometimes different versions of her pieces with-

out writing any comments on the documentation (except

for the title on the tape-box), it has become urgent to find

a functional method for the verification of various audio

materials, for their comparison and their investigation.

This paper describes the first steps of this research in

finding a convenient method and application of an auto-

matic tool for the analysis and comparison of different

audio sources. Section 2 gives an overview of the dif-

ferent approaches to the matching of alternative versions

of the same music work, while Section 3 describes the

proposed system. However, this paper does not show the

applications of the tool on Teresa Rampazzi’s repertory.

It rather describes its setting up and verification applied

to another piece: Stria (1977) by John Chowning. Sec-

tion 4 describes the main characteristics of the piece and

1 The need for embracing philology of authors comes not only from

the fact that the youngest musical genre made with digital techniques

benefits of all these types of documentation, but also because it is al-

ready facing a serious sustainability problem: while its history is indeed

considered very recent, several technological generations have gone in

the meantime [3]. Philology of author could help to restore the creative

process.
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the results obtained thanks to the philological analysis de-

scribed in [29]. The results achieved through the use of

the analysis tool are presented in Section 5.

The object of this research is the so-called fixed mu-

sic. This is electroacoustic music which is fixed on a

recording medium (e.g. analogue or digital supports, in-

cluded the same computer used both as a storage support

or as the medium by which the music could be calculated)

and played back in performance over an amplified system.

”Fixed” means generally that the work is finished when it

leaves the studio, but here it also means a fixed intermedi-

ate level before the ultimate version.

2. RELATEDWORK

The approaches to automatic music alignment can be clas-

sified according to the forms taken into account, audio

recordings and symbolic scores, or to the aims of the align-

ment.

2.1. Aligning Audio and Symbolic Representations

Audio to score alignment is motivated by the central role

played by the symbolic representation in Western music.

The score representation is the main tool used by musi-

cologists and music theorists in their research, giving a

strong emphasis on the musical parameters that are easily

and directly represented in symbolic notation, in particu-

lar pitch intervals and note durations. To this end, it has

been noted that for Western art music there is a strong

tendency to consider the symbolic representation as the

ideal version of a musical work, to which performances

are only approximations. On the other hand, a music score

can be considered itself an approximate representation of

a musical work, because it is impossible to represent all

the different nuances of musical gestures with a compact

symbolic representation [18].

Bridging the gap between the audio and symbolic rep-

resentations is a research field that is related both to mu-

sic information retrieval (MIR) and to computer music re-

search communities. In the case of MIR, audio to score

alignment is not a task by itself, but rather a preprocessing

step for retrieval and recognition tasks. Music retrieval of

symbolic score has been the subject of scientific research

since more than a decade [11], because the application of

retrieval techniques to scores can take advantage of a com-

pact and direct representation of the music content. Align-

ing audio to scores allows a system to index and retrieve

scores while providing recordings to the users as the re-

sults of a search task. Moreover, the alignment of different

recordings with the same music score may be a valuable

tool for the analysis of performers, for instance comparing

alternative expressive timings [4]. Another application is

score driven segmentation of the music signal, aimed at

the extraction of isolate tones and chords that can be used

for concatenative synthesis [23].

Approaches for audio to score alignment have to deal

with the fact that, at least one of the two forms has to be

transformed in order to compute a match with the other.

For example, the information in the score can be used to

create a set of filterbanks, where each filter is centered on

the expected harmonics of the signal, and the local match

can be computed by measuring the energy that is output by

the filterbank [24]. Alternatively, the concept of filterbank

can be substituted by a modeling of the main statistical

parameters of the expected harmonics [22]. The score can

also be used to create an artificial performance, that is then

matched against the real performance [26].

Once a mechanism for local matching is provided, the

global alignment can be computed using well-known tech-

niques for approximate matching and statistical modeling.

The twomost used techniques are Dynamic TimeWarping

(DTW) and HiddenMarkovModels (HMM), both of them

quite popular in the speech recognition research area [21].

An example of an application of DTW is presented in [13],

while HMMs have been proposed in [19]. In both cases,

alignment has been applied to an information retrieval task,

and thus it could be carried out using the complete infor-

mation on the performance and on the score. A more dif-

ficult task is the on-line alignment, which is presented in

the following section.

2.2. Score Following

One of the main applications of automatic audio to score

alignment is usually called score following. In this case a

local alignment is computed between an ongoing perfor-

mance, which is digitized and processed in real time, and

a digital score stored in the system. The goal is to per-

form an automatic accompaniment able to follow the time

deviations of the performance, and possibly to resynchro-

nize in case of errors made by the musicians. Applications

range from tools for instrumental practising to complete

systems for public performances.

Early score following systems were based on dynamic

programming approaches, such as [8], using MIDI format

to represent both the score to be followed and the ongo-

ing performance. It is interesting to notice that, already in

1993, an information retrieval approach has been applied

to a score following task [25], where dynamic time warp-

ing were used on MIDI signals. While early approaches

focused on the alignment of a monophonic solo instru-

ment, and were based on external pitch trackers, more re-

cent approaches directly deal with the audio signal, using

statistical models [12], hidden Markov models [22, 5, 20],

and more recently hierarchical hidden Markov models [6].

2.3. Aligning Two Alternative Audio Representations

Audio to score alignment is based on the availability of

a digital representation of the score. While this assump-

tion is obviously true for score following, there are sit-

uations in which it could be easier to create a database

of models for the recognition using a collection of audio

recordings. Moreover, the alignment of two alternative

performances of the same musical work allows the musi-

cologists to compare the style of different performers, and
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can be exploited for resynthesizing performances with dif-

ferent expressive parameters. Audio to audio alignment

may be the only option for genres that are not commonly

represented by a standard notation, such as ethnic or elec-

troacoustic music.

Audio to audio matching is usually based on a prepro-

cessing of the recordings in order to extract relevant fea-

tures that are able to generalize their main characteristics.

A popular descriptor is the chroma-based representations,

which has been proposed in [10]. The basic idea is that all

the components of the spectrum are conflated in a single

octave, obtaining a particular signature of a polyphonic

signal. Alternatively, as presented in [15], audio record-

ings can be segmented in coherent parts with stable pitch

components, and a set of bandpass filters are computed

for each segment around the main peaks in the frequency

domain.

Once a set of descriptors is computed from the two au-

dio signals, the global matching can be carried out with

the same techniques described in Section 2.1, in particu-

lar DTW and HMMs. For example, a variant of DTW has

been proposed in [17] for off-line alignment, while a real

time version of DTW has been presented in [9]. An ap-

proach to alignment based on HMMs is described in [15].

A particular application of audio to audio alignment re-

gards electroacoustic music. In this case, the algorithms

for the synthesis may not be available or difficult to repro-

duce without the systems that have been used by the com-

posers. Moreover, the final recordings may be the results

of post processing and audio editing, for which there is no

available information. The aim of audio to audio matching

for electroacoustic music is the analysis and comparison

of alternative recordings, assembling, and mixing. In this

case, audio to audio matching should be considered as a

tool for the musicologist, who should be able to inspect

local and global matching according to a number of pa-

rameters that could be changed during the analysis.

3. METHODOLOGY

3.1. A Tool for Comparing Recordings

From the discussion in Section 2 it is clear that there are a

number of approaches that can be applied to audio match-

ing. In particular, regarding the alignment problem, from

the analysis of the literature it appears that there are two

main approaches: Dynamic Time Warping (DTW) and

HiddenMarkovModels (HMMs). In both cases, the global

alignment is computed from local distance using a dy-

namic programming approach. The main difference is

that HMMs require that a model is built from one of the

recordings, while DTW can be carried out directly from

the signal parameters without giving a preference to one

of the recordings. This is the main reason why DTW has

been used in our research to compute the alignment. An-

other reason is that, for the musicologists who analyze the

results of the automatic alignment, it is more intuitive to

think about distances rather than marginal probabilities.

Particular attention has been payed to the visual rep-

resentation of the audio matching. The aim of the pro-

posed system is to provide the musicologist with a useful

tool for analyzing and comparing electroacoustic music.

Thus the first step is to compute and visualize the similar-

ities of each couple of audio frames in the two recordings.

Given the relevance of spectral information, the similarity

function is based on the frequency representation of the

signal. The user may choose the degree of granularity of

the analysis, by selecting the length of the audio frames to

be Fourier transformed, the hopsize between subsequent

frames, and the final resolution in milliseconds.

An important choice regards the way the similarity be-

tween frames is computed. There are many approaches for

the computation of a similarity matrix. Also in this case,

our approach is to provide the users with tools, rather than

selecting one single approach. Hence, the system allows

the user to choose among a variety of distance/similarity

functions. As expected from the analysis of the literature,

the similarity function that gave the most interesting re-

sults, at least for the case study reported in Section 5, is

the cosine of the angle between the vectors representing

the amplitude of the Fourier transform, which has been

used for the visualizations of the figures depicted in this

paper.

As it is well known, DTW computes the best aligning

path p(m,n) across the local distance matrix d through a

minimization, for instance according to equation

p(m,n) = min











p(m− 1, n− 1) + 1.5 d(m,n)

p(m− 1, n) + d(m,n)

p(m,n− 1) + d(m,n)











(1)

even if there have been proposed many different combina-

tions of neighbor points to compute the minimization. The

results presented in Section 4 have been computed using

this equation, which is based on just three neighbors, lo-

cated on a square.

We allow the user to choose the set of neighbor points

used to compute the alignment, including points on a square,

a triangle, and more complex figures, with selectable size.

This way the user may choose the configuration that gives

a more visually clear and musicologically correct align-

ment. Another important characteristic, that probably does

not make sense for other music genres, is that the align-

ment can be computed also when one of the recording is

reversed 2 . In this case, the user chooses a starting point

for the alignment and the system verifies all the possible

directions in the time axis.

A Matlab application has been developed, and used to

carry out a musicological analysis on a case study. A

screen dump of the application is shown in Figure 1, re-

porting the alignment of two complete versions of Stria.

2 This could be useful for the future analysis of the work by Teresa

Rampazzi, who sometimes used to reverse tapes when recording her

pieces.
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Figure 1. Screen dump of the Matlab application for the alignment of WERGO and CCRMA versions of Stria

4. CASE STUDY

The application of audio to audio alignment for electroa-

coustic music research has been tested on a historical piece

of computer music, Stria by John Chowning. Stria exists

in several versions and the genesis of the assembling of

its sections is shown in a forthcoming article [29]. The

results of the philological analysis are useful because they

permit us an accurate reading and understanding of the

plots resulting from the application of the audio matching

tool.

It is also worth noting that the philological method,

previously developed in [28], had followed different steps:

information about the musical works, its history, main cri-

teria and problems the analysis encounters during the philo-

logical instigation; complete recensio of extant sources;

sources criticism (complete survey of the witnesses and

description, list of all different sources, labeling with ab-

breviations derived from their content or origin, biblio-

graphical or recording references or name of the archive);

accurate description of the sources; systematic collation

(comparison); restitution of the text (central and conjec-

tural work of the philologist). This methodology is shown

in [29]. The aim of the philology of author is to make a

critical investigation of the musical piece and its tradition,

trying to restore its history, innovations and changes dur-

ing its transmission and reception. Results depend on the

accuracy of these steps.

Through the course of our past research, it had been

evident that Stria was developed in different phases and

had different durations since its first realization in 1977

and his publication in the Digital Music Digital Series by

WERGO 3 in 1988.

Stria was realized in sections, synthesized, converted

and recorded from the computer PDP-10 onto 4-channels

analogue tapes (one for each section). Thanks to the philo-

logical investigation on the history of the synthesis and

the various stages of assembling of its sections, three main

versions of the piece did emerge: the IRCAM version (this

is conjectural because the tape is missing) played during

the first performance 4 ; the CCRMA version, made the

day following the premiere; the WERGO recording, made

in 1988.

The discrepancies concern the overall duration but de-

pend on the use or removal of certain sections or their

shortening. Following our previous analysis, we know

that these versions use identical materials: the same tapes

were assembled, since at CCRMA they did not re-compute

the sections because of the massive amount of the com-

putational effort involved 5 . Johannes Goebel, composer,

producer, and technician who worked in 1988 forWERGO,

transferred the data from the original sound files from the

mass storage disk and kept them on digital tapes.

3 John Chowning, Turenas; Stria, Phoné; Sabelithe. Digital Music

Digital, Music with computers. Mainz: Schott – Wergo Music Media

GmbH. WERGO WER 2012-50.
4 October 13, 1977 at Centre Pompidou.
5 John Chowning personal communication.
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Version Date Duration Comments

CCRMA 1977-1978 15’46” Sections T0 (166”) – T286 (252” version with discontinuity) –

T466 (144”) – T610 (144”) – T754G (short version, 111”) – END (145”)

WERGO 1988 16’57” T286 third truncation (206”): Chowning truncated the discontinuity

T754G (long version, 234”) Compromise in dynamic range

Table 1. Main characteristics of the assembling (adapted from Table 4 in [29]

Figure 2. A graphical representation of the assembling of Stria by John Chowning (adapted from Figure 16 in [29])

The listening analysis and its comparison with the graph-

ical representation (amplitude/time representation and sono-

gram) concentrated on CCRMA and WERGO versions.

The analysis located the beginnings of each section and

made us know how each section sounds and how it is

mixed with its following. Those results were compared

with the corresponding digital sources (sources scanned

from paper printout of the digital data used for the synthe-

sis and the calculation of the structure of the piece, John

Chowning Papers, Stanford University Archives) and the

explications by the composer himself.

The analysis established that: T0.MEM, T466.MEM,

END.MEM were equal sections in both versions; while

T286.MEM and T754G.MEM had different durations 6 .

Figure 2 shows the assembling of the two versions. One

can clearly notice that CCRMA and WERGO second and

fifth sections have different durations.

The reason of the truncated part of T286 in theWERGO

version was caused by the decision to cut an unintended

“discontinuity” in the D/A conversion of the data occur-

ring at 6’29”. This problem caused a sudden change of

timbre which conflicted with the constant flowing of the

FM spectra (this “faulty” CCRMA version is the version

Chowning nowadays uses to play during live performances

with spatialization).

The reason of the extended fifth T754G section in the

WERGO version remains obscure. Probably the origi-

nally converted T754G, had been considered too long and

cut by the composer for the premiere, but the truncation

for the WERGO was ignored. Table 1 explains these dis-

6 MEM files were records of data used for the generation of each sec-

tion of the piece. The number after T indicates the time of initialization,

even if the philological analysis outlines a series of alterations and inac-

curacies made during the compositional process.

crepancies.

Since we want to validate these results through audio

matching, CCRMA andWERGO audio files needed some

adjustments in order to fulfill the Matlab application re-

quirements, which has been developed to match mono-

phonic files. CCRMA version is taken from a recent dig-

italization of the 4-channels analogue tape 7 . We have

mixed the 4 tracks down to mono. Moreover, we have cut

the first seconds of the track which contains four sounds

(Test Tones) for testing right and left, front and back loud-

speakers for performance in concert, whose presence is

irrelevant for our purposes. The WERGO version is taken

from the CD published in 1988. The track was stereo-

phonic and has been mixed down to mono. Later, we have

also divided the overall tracks in several sections, follow-

ing the assembling organization of the piece. Since the

piece is characterized by a constant flowing of the spectra

and the assembling is made by overlapping the sections, it

is sometimes hard to cut the sections when they end and/or

start. Therefore for each sub-section we have always kept

the last seconds of the precedent section and the first sec-

onds of the following.

5. EVALUATION

The first audio matching was made using the complete

CCRMA (indicated as 4tracks in the figure) and WERGO

versions, and are reported in Figure 1. The figure clearly

shows the common sections. At 375” or so, something

happens. This corresponds to the moment the discontinu-

7 The digitalization was made on November 2002 by Alvise Vidolin.

The CD-Rom was kindly provided by the Italian composer Roberto

Doati.
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Figure 4. Alignment of section T286

ity occurs (T286) in the 4-tracks-CCRMA version (6’29”,

that is 389”). The path changes from 350” to 420” because

T286 in the CCRMA version is longer, whereas T286 in

the WERGO version had been truncated right before the

discontinuity. After that, the two audio files match again.

Another controversial point happens at 810-20”. This

is the moment where the two T754G differ in duration:

WERGO CD uses the long section, whereas CCRMA ver-

sion was made with the short T754G section: the END

section immediately follows to it. From here to the end the

spectral space shows different possible alignment. This is

due to the particular spectral nature of the last two sections

(T754 and END). It is worth to mention that T754 was the

original end, but as Chowning recalls, before leaving the

first performance, he added the END section. These two

sections have actually similar spectral contents and both

end on C♯7 8 . An accurate analysis of the piece, section

vs. section, emphasizes many other details. It is interest-

ing to notice that not only the alignment confirms the mu-

sicological analysis, but it also shows from time to time

new details which escaped the analyst: these new discrep-

8 END was also one of the first sections the composer generated, and

it did not have that name. He finally decided that it was a perfect ending

and he renamed it END.MEM.
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Figure 5. Alignment of section T466
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Figure 6. Alignment of section T610

ancies could be caused by the conversion from 4-channels

and stereo channels to mono, or by practical adjustments

in the dynamic range that were made for the CD for do-

mestic listening (some soft parts of the WERGO CD are

in fact much louder), or by spectral differences in the two

versions that could bring to light additional philological

problems.

T0 alignment confirms the fact that these two versions

did use the same original tapes (Figure 3), even if at 55”

the slight differences in the two recording induce the al-

gorithm to choose an alternative path during a stable spec-

trum. T286 sections, shown in Figure 4, have the same

FM spectra up to 200”, then the discontinuity shown in the

global alignment is even more clear. The similarity starts

again at 260” when the following section of the piece, that

is T466, begins. T466 and T610 sections do use the same

materials; their files correspond and show no particular

problems. For completeness they are shown in Figure 5

and in Figure 6 respectively.

CCRMA version employs the beginning of the T754G

section. T754G lasts 234 (3’54”), as marked in both WER

and in the digital score of the piece [29]. The short T754G

used in 4-channels version is a version that was cut down

at a certain point of the realization. Figure 7 does not show
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the path in order to better highlight the spectral image of

the two sections. END sections (Figure 8) are a bit prob-

lematic. They have the same duration and have the same

spectral content, but the angle bisector shows some prob-

lems at 30”, and at the end of the section. This is very

interesting since, theoretically, they would use the same

tapes. Our philological analysis did outline - and was

confirmed by the documentation’s and Chowning’s testi-

mony - that the sections were never re-calculated. There-

fore these new discrepancies force us to deepen our future

investigation.

6. CONCLUSIONS

Audio matching is useful for the analysis of electroacous-

tic music because it deals with a music characterized by

complex spectra. Stria is a significant example of complex

music (constant flowing of FM spectra) which is particu-

larly difficult to analyze by pure listening 9 and requires

a great experience and specific tools for the detailed FFT

analysis [7]. Even if, listening analysis managed to draw

the macro analysis of different sections [29], it was im-

9 This did not prevent Toby Mountain to make a beautiful analysis in

1980 [16].

possible to detect micro inner changes - if they were - be-

tween the paired sections of CCRMA and WERGO ver-

sion. Philological analysis of the digital score and other

sources told us that the tapes used for the two CCRMA

and WERGO versions were the same but little discrepan-

cies in the audio to audio alignment make us aspire to fur-

ther research. Those discrepancies could hide other prob-

lems in the original files used for the assembling: noise

or other sounds introduced by the transfer from the mass

storage disk (Chowning recalls that maybe was Libras-

cope) on digital tapes in 1988 when the CD was made, or

other sort of problems, which could add interesting philo-

logical consequences. The re-synthesis of the piece made

by Kevin Dahan [7] and Olivier Baudouin [1] could help

answering these questions.

Further research should improve the algorithmwith new

tools for the musicological analysis. These could be the

possibility either to inquire the representation from the

spectral point of view, e.g. with pop-up windows indicat-

ing FFT analysis where the cursor is pointed, or to make

inquiries within the representation with details regarding

the timing.

This tool is thought for the philological analysis of elec-

troacoustic music. Its application could ranger from the

philological study of different versions of electroacoustic

music pieces, to the study of the genetic process of one

piece, particularly when there are different audio ’sketches’

which lead to the final version, and, in a more general

level, to the study of the musical style in any musical gen-

res. The object of the actual research is the so-called fixed

music, but could also be improved for live music.
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