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A sharp upper bound for the expected interval occupation time of

Brownian martingales

S. Ankirchner ∗ J. Wendt †

May 27, 2024

Abstract

We consider Brownian integral processes with integrands that are bounded and bounded
away from zero. We provide an upper estimate for the expected occupation time in an
interval. The estimate does not depend on the integrand but only on its bounds. We derive
the estimate by solving a stochastic control problem that consists in maximizing the expected
occupation time in an interval.
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1 Introduction and main results

Let (Ω,F , (Ft)t≥0, P ) be a complete probability space that satisfies the usual conditions and
supports an (Ft)t≥0-Brownian motion W . Let 0 < σ1 ≤ σ2 and R+ := [0,∞). We denote by A
the set of all progressively measurable processes α : Ω× R+ → [σ1, σ2]. Let l, u ∈ R with l < u,
and x ∈ R. Consider the class of Brownian martingales

Xt = x+

∫ t

0
αsdWs, t ∈ R+, (1.1)

with α ∈ A. We provide an upper bound, independent of α, for the expected time the Brownian
martingale X spends in the interval I := [l, u] up to some time horizon t ∈ (0,∞). The bound
depends only on σ1, σ2, l, u, x, and the time horizon t.

To state the main results of this paper, we define a function h : (0,∞)× R→ R by

h(s, x) :=

∞∑
k=−∞

(−1)k
u− x+ k(u− l)
√

2πσ1s
3
2

exp

(
−(u− x+ k(u− l))2

2σ21s

)
, (1.2)

and a function ĝ : (0,∞)→ R by

ĝ(t) :=
1

π

∫ ∞
0

e−st

s

1

σ1
σ2

cot
(
u−l√
2σ1

√
s
)

+ σ2
σ1

tan
(
u−l√
2σ1

√
s
) ds, t > 0. (1.3)

For details on the functions h and ĝ, we refer to Remark 4.3 and Remark 4.8, respectively. The
following two theorems are the main results of this paper.
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Theorem 1.1. Let α ∈ A and Xt = x+
∫ t
0 αs dWs, t ≥ 0. Then, for all t ≥ 0

∫ t

0
P (Xs ∈ [l, u]) ds ≤



t+

∫ t

0

∫ r

0
(ĝ(r − s)− 1)h(s, x) ds dr, if x ∈ (l, u),

d(x, I)√
2πσ2

∫ t

0

∫ r

0
ĝ(r − s)s−

3
2 e
− d(x,I)2

2σ22r ds dr, if x /∈ [l, u],

∫ t

0
ĝ(s) ds, if x ∈ {l, u},

(1.4)

where d(x, I) := infy∈[l,u] |x − y| denotes the distance of the point x to the interval I = [l, u].
Moreover, the bound is sharp, i.e., there exists an α ∈ A for which the inequality is an equality.

Theorem 1.2. Let λ > 0, α ∈ A, and Xt = x+
∫ t
0 αs dWs, t ≥ 0. Then

∫ ∞
0

λe−λsP (Xs ∈ [l, u]) ds ≤



1−
cosh

(
2x−(u+l)

2σ1

√
2λ
)

cosh
(
u−l
2σ1

√
2λ
)

+ σ2
σ1

sinh
(
u−l
2σ1

√
2λ
) , x ∈ [l, u],

1

σ1
σ2

coth
(
u−l
2σ1

√
2λ
)

+ 1
exp

(
−
√

2λ

σ2
d(x, I)

)
, x /∈ [l, u].

(1.5)

The bound is sharp, i.e., there exists an α ∈ A for which the inequality is an equality.

The problem of maximizing the occupation time in unbounded intervals of the form [l,∞) or
(−∞, u] has been studied in the literature already: for Brownian martingales in [9], Remark 8,
and for exponential martingales in [2]. This paper analyzes the expected occupation time within
bounded intervals. The article [8] studies upper bounds for the expected occupation densities of
Itô processes.

As in [2], we describe the upper bounds in (1.4) and (1.5) by value functions of appropriate
control problems. Firstly, we prove Theorem 1.2 by considering a control problem with the
control set A, controlled dynamics (1.1), and the target of maximizing the discounted expected
occupation time of X in the interval [l, u] over the whole time interval R+. We compute an
explicit solution of the associated Hamilton-Jacobi-Bellman (HJB) equation, an ordinary differ-
ential equation (ODE), and solve the control problem via a verification method. We also prove
that the optimal control is a feedback control that consists in choosing the maximal volatility
outside the interval [l, u] and the minimal volatility inside. The optimal control attains the
upper bound in (1.5).

Secondly, to prove Theorem 1.1, we consider the same control problem as above but with
the aim of maximizing the expected occupation time of X in the interval [l, u] up to some finite
time horizon t. The value function of this problem can be described in terms of its Laplace
transform which is equal to the value function of the infinite time horizon problem above. Using
all the properties of this function derived in Section 3 and the Laplace transform, we verify in
Section 4 that a candidate function coincides with the value function. By inverting the Laplace
transform, we arrive at the bound provided in Theorem 1.1. Hence, the right-hand side of (1.5)
multiplied by the factor 1

λ2
is the Laplace transform of the right-hand side of (1.4).

As a corollary of Theorem 1.2, we obtain the following result:

Corollary 1.3. Let x ∈ R, α ∈ A, and τ : Ω → R+ be an exponentially distributed random
variable with parameter λ > 0. Let Xt = x +

∫ t
0 αs dWs, t ≥ 0. We assume that τ and X are

independent. Then, Xτ is absolutely continuous w.r.t. the Lebesgue measure on R.
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The proof of Corollary 1.3 is postponed to Section 5. Note that in general the law of the
process X at time t ≥ 0 is not absolutely continuous w.r.t. the Lebesgue measure on R. Fabes
and Kenig [5] give a counterexample of a process X with diffusion coefficient αs = a(s,Xs),
where a is uniformly continuous, bounded and uniformly bounded away from zero. We refer to
the introduction of [10] for further details.

By dividing the right-hand sides of (1.4) and (1.5) and by (u − l) and letting l converge to
u, one can derive bounds on the expected occupation density, the space density of the expected
occupation time. One can verify that the bounds coincide with the bounds in [8] for the mar-
tingale case. We remark that the bounds in [8] apply not only to Brownian martingales, but
also to diffusions with non-vanishing drift. The bounds in [8] are derived directly with the help
of a control theoretical model tailored to the problem.

By integrating the density bounds of [8] over [l, u], one obtains also an upper bound for the
expected occupation time within the interval [l, u]. The bounds derived this way, however, will be
larger than the bounds of Theorem 1.1 and 1.2, respectively. One explanation is that the density
bound at any point x can be attained with a sequence of diffusion coefficients that depends on
x. The integrated density bound cannot be attained by a sequence of coefficients anymore, in
contrast to the bounds of Theorem 1.1 and 1.2. To give a more rigorous argument, consider the

bound (1.5) in the case x < l. For u → ∞, the bound converges to σ2
σ1+σ2

exp(−
√
2λ
σ2

(l − x)).
The density bound of Lemma 2.1 in [8], integrated over [u,∞), provides the integral occupation

bound
σ2
2

2σ2
1

exp(−
√
2λ
σ2

(l − x)). Notice that σ2
σ1+σ2

<
σ2
2

2σ2
1
. Thus, the bound (1.5) is sharper.

Remark 1.4. The results of this article also apply for all continuous martingales M , defined on
some filtered probability space (Ω′,F ′, (F ′t)t≥0, P ′) satisfying the usual conditions, with quadratic
variation that satisfies

〈M,M〉t =

∫ t

0
As ds, t ≥ 0, P ′-a.s.,

for some progressively measurable A : Ω′ × R+ → [A−, A+], where 0 < A− ≤ A+. This means,
the quadratic variation of M is an absolutely continuous function of t, P ′-a.s. Its derivative is
bounded and uniformly bounded away from zero. Indeed, Theorem 3.4.2 and Remark 3.4.3 in
[6] imply that there exists a Brownian motion B on (Ω′,F ′, (F ′t)t≥0, P ′) such that

Mt =

∫ t

0

√
As dBs, t ≥ 0, P ′-a.s.

Therefore, the process M falls into the class of Brownian martingales considered in this paper.

Notation 1.5. We write C(D) for the set of continuous functions f : D → R where D ⊆ Rn. For
some open set D ⊆ R, C1(D) denotes the set of functions f ∈ C(D) with continuous derivative
f ′ ∈ C(D). Moreover, Ck,l((0, t) × R) is the set of functions f ∈ C((0, t) × R) with continuous
partial derivatives 5∂nf

∂tn ,
∂mf
∂xm ∈ C((0, t) × R) for 1 ≤ n ≤ k and 1 ≤ m ≤ l. Lastly, we write

C0,l((0, t) × R) for the set of functions f ∈ C((0, t) × R) with continuous partial derivatives
∂nf
∂xn ∈ C((0, t)× R) for 1 ≤ n ≤ l. We allow t =∞ in the definitions above.

2 A control problem with finite time horizon

In this section, we describe the control problem, in the setting of Section 1, that we use for
deriving the occupation time bound given in Theorem 1.1. The optimal control is the strategy
attaining the bound in Theorem 1.1. For every x ∈ R and α ∈ A, we denote by Xx,α the process
defined by

Xx,α
t = x+

∫ t

0
αu dWu, t ≥ 0.
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For a fixed time horizon t ≥ 0, we consider the problem of maximizing the occupation time of
the process Xx,α in the interval [l, u] up to time t. In other words, we want to maximize the
target function

J(t, x, α) :=

∫ t

0
P (Xx,α

s ∈ [l, u]) ds,

over all α ∈ A, and determine the value function

v(t, x) := sup
α∈A

J(t, x, α), (2.1)

for (t, x) ∈ R+ × R. We call a strategy α ∈ A feedback control if there exists a measurable
function a : R→ [σ1, σ2] such that αs = a(Xx,a

s ) where Xx,a denotes the solution to the SDE

dXr = a(Xr)dWr, X0 = x. (2.2)

Note that a strong solution of (2.2) exists: a is uniformly bounded away from zero and hence,
there exists a weak solution to (2.2) according to [7], Theorem 2.6.1. Moreover, pathwise unique-
ness applies because of results in [11] and thus, there exists a unique strong solution to (2.2)
(see [6], Section 5.3).

We show that it is optimal to choose the maximal volatility if the process is outside the
interval [l, u] and the minimal volatility if the process is inside the interval [l, u]. To give a
rigorous definition, let â : R→ [σ1, σ2] be defined by

â(x) =

{
σ1, if x ∈ [l, u],

σ2, else,
(2.3)

and set α̂s := â(Xx,â
s ), s ≥ 0. Note that α̂ is a feedback control of bang-bang type. The

following proposition provides the solution of the control problem.

Proposition 2.1. The control α̂ is an optimal control for problem (2.1). The value function is
given by the right-hand side of (1.4), i.e.,

v(t, x) =



t+

∫ t

0

∫ r

0
(ĝ(r − s)− 1)h(s, x) ds dr, if x ∈ (l, u),

d(x, I)√
2πσ2

∫ t

0

∫ r

0
ĝ(r − s)s−

3
2 exp

(
−d(x, I)2

2σ22r

)
ds dr, if x /∈ [l, u],

∫ t

0
ĝ(s) ds, if x ∈ {l, u},

(2.4)

for (t, x) ∈ R+ × R. Moreover, the Laplace transform of the value function satisfies

L [v(·, x)] (λ) =



1

λ2

1−
cosh

(
2x−(u+l)

2σ1

√
2λ
)

cosh
(
u−l
2σ1

√
2λ
)

+ σ2
σ1

sinh
(
u−l
2σ1

√
2λ
)
 , if x ∈ [l, u],

1

λ2
1

σ1
σ2

coth
(
u−l
2σ1

√
2λ
)

+ 1
exp

(
−
√

2λ

σ2
d(x, I)

)
, if x /∈ [l, u],

(2.5)

for λ > 0 and x ∈ R.
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Remark 2.2. We stress that the control α̂ does not maximize the probability of the state being
in the interval [l, u] at the terminal time t. In other words, it is not an optimal control in the
case of maximizing the probability P (Xx,α

t ∈ [l, u]). One can show by numerical calculations
that the target function for the feedback control â does not have the required convexity and
concavity properties to satisfy the HJB equation.

We postpone the proof of Proposition 2.1 to Section 4. We apply standard verification
techniques to establish the optimality of α̂ and determine the value function. The HJB equation
of the control problem (2.1) is given by

∂tv(t, x)− 1[l,u](x)− sup
b∈[σ1,σ2]

b2

2
∂xxv(t, x) = 0, (t, x) ∈ (0,∞)× R,

v(0, ·) = 0.

(2.6)

It is challenging to solve the HJB equation (2.6) directly. Therefore, we use the Laplace transform
to turn the HJB equation into a second-order ODE. This ODE coincides with the HJB equation
of a discounted infinite time horizon version of the above control problem. We first solve the
infinite time horizon problem. The inverse Laplace transformation allows us to derive a candidate
for the value function of the original problem.

We define
Q(t, x) := P (Xx,â

t ∈ [l, u]), (t, x) ∈ R+ × R. (2.7)

Remark 2.3. The function Q(t, ·) is symmetric in the point l+u
2 because the distribution of

Xx,â is symmetric around l+u
2 , i.e., Q

(
t, l+u2 + x

)
= Q

(
t, l+u2 − x

)
for all (t, x) ∈ R+ × R,

We use the function Q to determine a candidate for the value function. In particular, we
aim at showing that w(x) =

∫ t
0Q(s, x) ds coincides with the value function. Hence, it suffices

to determine Q (or a suitable version Q̂) and verify that w coincides with the value function to
show that α̂ is optimal. To this end, we study the Laplace transform L[Q(·, x)]. Note that

L[Q(·, x)](λ) =

∫ ∞
0
e−λtQ(t, x) dt =

∫ ∞
0
e−λtP (Xx,â

t ∈ [l, u]) dt, λ > 0.

The right-hand side of this equation is related to an infinite time horizon control problem with
discounted rewards. We study this problem in the next section.

3 A control problem with infinite time horizon

Let λ > 0. We define for any control α ∈ A the target function

K(x, α, λ) :=

∫ ∞
0
e−λtP (Xx,α

t ∈ [l, u]) dt, x ∈ R, (3.1)

where the process Xx,α is governed by the SDE

dXx,α
t = αt dWt, X0 = x, α ∈ A.

Moreover, we define the value function by

V (x, λ) := sup
α∈A

K(x, α, λ), x ∈ R. (3.2)

For the sake of simplicity, we sometimes write V (x) and K(x, α), and omit the dependence on
the parameter λ. The control problem consists of maximizing the target function K over all
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admissible controls α ∈ A, i.e., we want to find a control α ∈ A such that K(x, α) = V (x). A
control satisfying this property is called optimal.

As in the previous section, we suspect that the feedback control α̂t = â(Xx,a
t ) is the optimal

control for (3.2), where â is defined in (2.3). To verify this conjecture, we consider the HJB
equation of (3.2), which is given by

λV (x)− 1[l,u](x)− sup
b∈[σ1,σ2]

b2

2
V ′′(x) = 0, x ∈ R. (3.3)

Note that (3.3) is an ODE in contrast to the HJB equation (2.6) of the control problem (2.1).
We can even determine the solution explicitly and confirm that α̂ is optimal.

Assume that the value function V satisfies the HJB equation (3.3). The definition of K in
(3.1) implies that 0 ≤ λV (x) ≤ 1 for all x ∈ R. Therefore, V is concave on [l, u] and convex
otherwise. Moreover, V solves the following equations

λV (x)− 1− σ21
2
V ′′(x) = 0, x ∈ (l, u), (3.4)

λV (x)− σ22
2
V ′′(x) = 0, x /∈ [l, u]. (3.5)

Hence, solving (3.4) and (3.5) with appropriate constants yields a candidate for the value function
V .

Lemma 3.1. Let βi :=
√
2λ
σi

for i = 1, 2. A solution of (3.4) and (3.5) is given by

G(x) =


C1e

β2x + C2e
−β2x, x < l

1
λ + C3e

β1x + C4e
−β1x, x ∈ [l, u],

C5e
β2x + C6e

−β2x, x > u.

The statement of Lemma 3.1 follows from straightforward calculations. For the function G in
Lemma 3.1, we determine appropriate constants to construct a candidate for the value function.
The boundedness of the value function, which follows directly from its definition, implies that
C2 = C5 = 0. Moreover, the reward function 1[l,u] is symmetric in the point u+l

2 . The value
function should inherit this symmetry (see also Remark 2.3). In addition, we require that G
is contained in C1(R) ∩ C2(R \ {l, u}). All these conditions uniquely determine the constants
C1, . . . , C6 above entailing the definition

G(x, λ) :=



1

λ

1

σ1
σ2

coth
(
u−l
2σ1

√
2λ
)

+ 1
exp

(√
2λ

σ2
(x− l)

)
, x < l,

1

λ

1−
cosh

(
2x−(u+l)

2σ1

√
2λ
)

cosh
(
u−l
2σ1

√
2λ
)

+ σ2
σ1

sinh
(
u−l
2σ1

√
2λ
)
 , x ∈ [l, u],

1

λ

1

σ1
σ2

coth
(
u−l
2σ1

√
2λ
)

+ 1
exp

(
−
√

2λ

σ2
(x− u)

)
, x > u.

(3.6)

Proposition 3.2. We have V (x, λ) = G(x, λ) for all x ∈ R. Moreover, the feedback control

α̂t = â(Xx,â
t ), defined in (2.3), is optimal for (3.2).
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We emphasize that Proposition 3.2 implies the statement of Theorem 1.2 because for all
controls α ∈ A we have

K(x, α, λ) =

∫ ∞
0

e−λtP (Xx,α
t ∈ [l, u]) dt ≤ V (x, λ), x ∈ R.

Proof. Let x ∈ R, α ∈ A be an arbitrary control, and X be the associated controlled process.
By Itô’s formula for C1 functions with absolutely continuous derivatives (see, e.g., [1] or [6],
Section 3.7), we conclude that

e−λtG(Xt) = G(x) +

∫ t

0
e−λsαsG

′(Xs) dWs +

∫ t

0
e−λs

(
α2
s

2
G′′(Xs)− λG(Xs)

)
ds.

Localizing the terms and taking expectations implies that

E
[
e−λtG(Xt)

]
= G(x) + E

[∫ t

0
e−λs

(
α2
s

2
G′′(Xs)− λG(Xs)

)
ds

]
. (3.7)

Because G is concave on [l, u] and convex on R \ [l, u], we see that

α2
s

2
G′′(x)− λG(x) ≤ −1[l,u](x), (s, x) ∈ R+ × R \ {l, u},

using that G solves the ODEs (3.4) and (3.5). Thus, we can plug this estimate into (3.7) and
find that

E
[
e−λtG(Xt)

]
≤ G(x)−

[∫ t

0
e−λsP (Xs ∈ [l, u]) ds

]
. (3.8)

Dominated convergence implies that the left-hand side of (3.8) converges to zero as t → ∞
because |G| is bounded by the constant 1

λ . Similarly, the right-hand side of (3.8) converges to
G(x)− V (x) as t→∞. Consequently, V ≤ G because the choice of α is arbitrary.

Repeating the above reasoning for α̂ implies equality in (3.8) and G(x) = K(x, α̂) ≤ V (x).
Finally, G = V and α̂ is optimal.

4 Connecting the control problems

We connect the control problems of Section 2 and Section 3. The definition of Q in (2.7) and
Proposition 3.2 immediately entail:

Corollary 4.1. It holds L[Q(·, x)](λ) = V (x, λ) for all (x, λ) ∈ R× (0,∞).

Hence, we deduce an explicit formula for Q via the inverse Laplace transform. Let Xs,x

denote the solution of (2.2) controlled by the feedback control â(Xs,x
t ) and starting at time

s ≥ 0 in x ∈ R. We define
g(t) := Q(t, l) = P (X l,â

t ∈ [l, u]),

for t ≥ 0. Note that because of symmetry, we also have g(t) = Q(t, u), t ≥ 0 (see Remark
2.3). The strong Markov property of Xs,x (see, e.g., [6], Theorem 5.4.20) entails that it suffices
to calculate the Laplace inverse of V (l, λ). This significantly reduces the complexity of the
calculation of Q.
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Lemma 4.2. For all (t, x) ∈ R+ × R \ {l, u}, we have

Q(t, x) =



l − x√
2πσ2

∫ t

0
g(t− s)s−

3
2 exp

(
−(x− l)2

2σ22s

)
ds, x < l,

1 +

∫ t

0
(g(t− s)− 1)h(s, x) ds, x ∈ (l, u),

x− u√
2πσ2

∫ t

0
g(t− s)s−

3
2 exp

(
−(x− u)2

2σ22s

)
ds, x > u.

(4.1)

Remark 4.3. The series h, defined in (1.2), is the probability density function of the first
interval exit time of a Brownian motion with volatility σ1 (see proof of Lemma 4.2 for more
details). It can be represented as the inverse Laplace transform

h(s, x) =
∞∑

k=−∞
(−1)k

u− x+ k(u− l)
√

2πσ1s
3
2

exp

(
−(u− x+ k(u− l))2

2σ21s

)

= L−1
cosh

(
1

2σ1
(u+ l − 2x)

√
2 ·
)

cosh
(

1
2σ1

(u− l)
√

2 ·
)

 (s), x ∈ (l, u), s > 0,

(4.2)

(see, e.g., [3], Appendix 2, Section 13). The series h converges uniformly on compact sets, and
even the series with the differentiated summands converges (uniformly on compact sets). There-
fore, we can calculate integrals or derivatives of this series by simply integrating or differentiating
the summands, respectively. It holds h ∈ C1,2((0,∞)× R).

Proof of Lemma 4.2. Step 1. Let x ∈ (l, u) and τ(x) be the first exit time of X0,x of the interval
[l, u], i.e., τ(x) := inf{s ≥ 0 : X0,x

s /∈ (l, u)}. Note that X0,x is a Brownian motion with volatility
σ1 up to time τ(x). The exit time τ(x) has the probability density function

pτ(x)(s) = L−1
cosh

(
1

2σ1
(u+ l − 2x)

√
2 ·
)

cosh
(

1
2σ1

(u− l)
√

2 ·
)

 (s) = h(s, x), s > 0,

(see, e.g., [3], Section II.1.3). By the strong Markov property of X0,x, we then have for t > 0

Q(t, x) = P
(
τ(x) ≤ t,X0,x

t ∈ [l, u]
)

+ P
(
τ(x) > t,X0,x

t ∈ [l, u]
)

= E
[
1{τ(x)≤t}E

[
1[l,u](X

0,x
t )|Fτ

]]
+ P (τ(x) > t)

= E
[
1{τ(x)≤t}E[1[l,u](X

s,y
t )]

∣∣
s=τ(x),y=Xτ

]
+ P (τ(x) > t)

= E
[
1{τ(x)≤t}E[1[l,u](X

0,y
t−s)]

∣∣
s=τ(x),y=Xτ

]
+ P (τ(x) > t)

= E
[
1{τ(x)≤t,Xτ=l}E[1[l,u](X

0,l
t−s)]

∣∣
s=τ(x)

]
+ E

[
1{τ(x)≤t,Xτ=u}E[1[l,u](X

0,u
t−s)]

∣∣
s=τ(x)

]
+ P (τ(x) > t)

= E
[
1{τ(x)≤t,Xτ=l}g(t− τ(x))

]
+ E

[
1{τ(x)≤t,Xτ=u}g(t− τ(x))

]
+ P (τ(x) > t)

= E
[
1{τ(x)≤t}g(t− τ(x))

]
+ P (τ(x) > t)

=

∫ t

0
g(t− s)pτ(x)(s) ds+ P (τ(x) > t)
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= 1 +

∫ t

0
(g(t− s)− 1)pτ(x)(s) ds

= 1 +

∫ t

0
(g(t− s)− 1)h(s, x) ds.

Step 2. Let x < l and τl(x) be the first hitting time of l of the process X0,x. Note that X0,x

is a Brownian motion with volatility σ2 up to time τl(x). The hitting time τl(x) has the density

pτl(x)(t) =
l − x
√

2πσ2t
3
2

exp

(
−(x− l)2

2σ22t

)
, t > 0,

(see, e.g., [3], Section II.1.2). Again, the strong Markov property implies that for t > 0

Q(t, x) = P
(
τl(x) ≤ t,X0,x

t ∈ [l, u]
)

+ P
(
τl(x) > t,X0,x

t ∈ [l, u]
)

= E
[
1{τl(x)≤t}g(t− τl(x))

]
=

l − x√
2πσ2

∫ t

0
g(t− s)s−

3
2 exp

(
−(x− l)2

2σ22s

)
ds.

Step 3. Let x > u and τu(x) be the first hitting time of u of the process X0,x. The hitting
time τu(x) has the density

pτu(x)(t) =
x− u
√

2πσ2t
3
2

exp

(
−(x− u)2

2σ22t

)
, t > 0.

We have for t > 0

Q(t, x) = P
(
τu(x) ≤ t,X0,x

t ∈ [l, u]
)

+ P
(
τu(x) > t,X0,x

t ∈ [l, u]
)

= E
[
1{τu(x)≤t}g(t− τu(x))

]
=

x− u√
2πσ2

∫ t

0
g(t− s)s−

3
2 exp

(
−(x− u)2

2σ22s

)
ds.

Finally, note that the equations for Q above also extend to t = 0.

Lemma 4.2 implies that it suffices to study the function g because Q has the representation
(4.1). Moreover, we see that L[g] = V (l, ·) by Corollary 4.1. Therefore, we can characterize g by
the inverse Laplace transform of V (l, ·). To identify g, we introduce the domain D := C\(−∞, 0]
and define the function

F (z) :=
1

z

1

σ1
σ2

coth
(
u−l√
2σ1

√
z
)

+ 1
, z ∈ D.

Because the complex square root is not uniquely determined, we define

√
z =

√
x+ iy :=

√√
x2 + y2 + x

2
+ i · sgn+(y)

√√
x2 + y2 − x

2
, z = x+ iy ∈ C, (4.3)

where sgn+(y) := 1[0,∞)(y)− 1(−∞,0)(y). From now on, we always understand
√
z in the sense

of (4.3).
Observe that F (λ) = V (l, λ), λ > 0. Hence, F extends V (l, ·) to the complex domain D.

We emphasize that F is well-defined and holomorphic on the domain D. Moreover:
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Lemma 4.4.

(i) For all z ∈ D, we have

|F (z)| ≤ 1

|z|
.

(ii) F is holomorphic on D := C \ (−∞, 0].

(iii) For any b > 0, it holds

lim
r→∞

∫ r

−r
F (b+ is)e(b+is)t ds = 2i

∫ ∞
0

e−xt

x

1

σ1
σ2

cot
(
u−l√
2σ1

√
x
)

+ σ2
σ1

tan
(
u−l√
2σ1

√
x
) dx, t > 0.

In particular, the limit on the left-hand side exists and does not depend on the particular
choice of b > 0. Moreover, we can pass to the limit b ↓ 0 and conclude that

lim
r→∞

∫ r

−r
F (is)eist ds = 2i

∫ ∞
0

e−xt

x

1

σ1
σ2

cot
(
u−l√
2σ1

√
x
)

+ σ2
σ1

tan
(
u−l√
2σ1

√
x
) dx, t > 0.

The proof is postponed to Section A. We set

Γ(z) := zF (z)− σ2
σ1 + σ2

, z ∈ D. (4.4)

Lemma 4.5. The function Γ, defined in (4.4), has the following properties:

(i) Γ is holomorphic on D.

(ii) For all x ≥ 0, we have ∫ ∞
−∞
|Γ(x+ iy)| dy <∞,

and Γ(z) = Γ(x + iy) converges to zero as z = x + iy converges two-dimensionally to
infinity in every half-plane x ≥ 0.

(iii) The function γ : R→ R, defined by

γ(t) :=
1

2π

∫ ∞
−∞

Γ(x+ is)eits ds, t ∈ R,

for some x > 0, is continuous and satisfies L[γ] = Γ. The definition of γ does not depend
on the particular choice of x > 0. In addition, γ(t) = 0, t ≤ 0, and

γ(t) =
1

2π

∫ ∞
−∞

Γ(is)eits ds =
2

π

∫ ∞
0

Re(Γ(is)) cos(ts) ds, t > 0. (4.5)

Remark 4.6 (cf. [4], Chapter 28). We say that a function f : C→ C converges in the half-plane
{x+ iy : x ≥ x0, y ∈ R} to zero as z = x+ iy converges two-dimensionally to infinity if for every
ε > 0, there exists R > 0 such that

|f(z)| ≤ ε,

for all z ∈ C with Re(z) ≥ x0 and |z| > R.
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The proof of Lemma 4.5 is postponed to Section A. Recall that the function ĝ, defined in
(1.3), is given by

ĝ(t) =
1

π

∫ ∞
0

e−st

s

1

σ1
σ2

cot
(
u−l√
2σ1

√
s
)

+ σ2
σ1

tan
(
u−l√
2σ1

√
s
) ds, t > 0. (4.6)

We can show the following:

Proposition 4.7.

(i) ĝ(t) = g(t) for almost every t > 0, and L[g] = L[ĝ] = F .

(ii) ĝ ∈ C1((0,∞)) with ĝ′ = γ and

ĝ′(t) = − 1

π

∫ ∞
0
e−st

1

σ1
σ2

cot
(
u−l
2σ1

√
2s
)

+ σ2
σ1

tan
(
u−l
2σ1

√
2s
) ds, t > 0. (4.7)

(iii) The Laplace transform of ĝ′ is given by Γ, i.e.,

L[ĝ′](λ) = Γ(λ) = λL[ĝ](λ)− σ2
σ1 + σ2

,

for λ > 0. Furthermore, ĝ′(0+) = limt↓0 ĝ
′(t) = 0.

(iv) ĝ(0+) = limt↓0 ĝ(t) = σ2
σ1+σ2

.

Remark 4.8.

(i) We choose the constant σ2
σ1+σ2

in the definition (4.4) because

lim
λ→∞

λF (λ) =
σ2

σ1 + σ2
.

Moreover, it holds g(0+) = limλ→∞ λF (λ) if the limit ĝ(0+) exists (see Theorem 33.5 in
[4]).

(ii) ĝ(0+) = σ2
σ1+σ2

implies that limt↓0 P (X l,â
t ∈ [l, u]) = σ2

σ1+σ2
. Moreover, the function ĝ

can be continuously extended to a function ĝ ∈ C([0,∞)) by setting ĝ(0) := σ2
σ1+σ2

. The
derivative ĝ′ can also be extended to ĝ′ ∈ C([0,∞)) by setting ĝ′(0) := 0.

(iii) We can rewrite the term in the integrand of (4.6) and (4.7) as follows:

1

σ1
σ2

cot
(
u−l
2σ1

√
2s
)

+ σ2
σ1

tan
(
u−l
2σ1

√
2s
) =

1
2 sin

(
u−l
σ1

√
2s
)

σ1
σ2

cos2
(
u−l
2σ1

√
2s
)

+ σ2
σ1

sin2
(
u−l
2σ1

√
2s
)

=

1
2 sin

(
u−l
σ1

√
2s
)

σ1
σ2

+
σ2
2−σ2

1
σ1σ2

sin2
(
u−l
2σ1

√
2s
) , s ∈ (0,∞).

Hence, ĝ is well-defined because for all t > 0∫ ∞
0

e−st

s

∣∣∣∣∣∣ 1

σ1
σ2

cot
(
u−l√
2σ1

√
s
)

+ σ2
σ1

tan
(
u−l√
2σ1

√
s
)
∣∣∣∣∣∣ ds

≤ σ2
σ1

∫ s∗

0

1

s
sin

(
u− l
σ1

√
2s

)
ds+

σ2
σ1

1

s∗

∫ ∞
s∗
e−st ds <∞,

with s∗ := π2

2
σ2
1

(u−l)2 . Similarly, the integral on the right-hand side of (4.7) exists.
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Proof of Proposition 4.7. Note that ĝ ∈ C1((0,∞)) follows directly from the representation in
(4.6) because the integrand in (4.6) is differentiable and its derivative is dominated by inte-
grable functions (see Remark 4.8 (iii)). Then, the Equation (4.7) follows from interchanging
differentiation and integration.

Moreover, according to Lemma 4.5, there exists a continuous function γ given by (4.5) such
that L[γ] = Γ, or equivalently, γ = L−1[Γ]. We want to show that ĝ′ = γ. Using properties
of the Laplace inversion, in particular, [4], Theorem 27.1, and Lemma 4.4 (iii), we obtain the
following formula for the primitive of γ: for b > 0, it holds∫ t

0
γ(s) ds = lim

r→∞

1

2π

∫ r

−r
e(b+is)t

Γ(b+ is)

b+ is
ds

= lim
r→∞

1

2π

∫ r

−r
e(b+is)tF (b+ is) ds− lim

r→∞

1

2π

∫ r

−r
e(b+is)t

σ2
σ1 + σ2

1

b+ is
ds

= ĝ(t)− σ2
σ1 + σ2

, t > 0.

Here we use that L[ σ2
σ1+σ2

](λ) = σ2
σ1+σ2

1
λ , λ > 0, and [4], Theorem 24.4, to determine the second

integral in the second line. Hence,

ĝ(t) =
σ2

σ1 + σ2
+

∫ t

0
γ(s) ds, t > 0.

We observe that ĝ(0+) = σ2
σ1+σ2

and ĝ′ = γ because both functions are continuous. Lemma
4.5 (iii) implies that L[ĝ′] = Γ. The Laplace transform L[ĝ](λ) is defined for all λ > 0 because
L[ĝ′](λ) exists for all λ > 0. Moreover,

L [ĝ] (λ) =
1

λ
L
[
ĝ′
]

(λ) +
σ2

σ1 + σ2

1

λ
=

1

λ
Γ(λ) +

σ2
σ1 + σ2

1

λ
= F (λ), λ > 0,

(see [4], Theorem 8.1). Finally, we conclude that g = ĝ a.e. because both functions have the
same Laplace transform (see [4], Theorem 5.4).

Proposition 4.7 only yields a formula for g in almost all t > 0 because functions with the same
Laplace transform only coincide up to null sets. For simplicity, we work with the version ĝ of g
equal to the right-hand side of (4.6) because we do not know beforehand that g is continuous.
The version ĝ is even continuously differentiable.

Moreover, recall that Lemma 4.2 provides a formula for Q on (0,∞) × R \ {l, u} using the
function g. Therefore, we define a version Q̂ of Q on (0,∞)×R using ĝ. With the version Q̂, we
can define a candidate for the value function of our original control problem (2.1) and verify that
it indeed coincides with the value function in the proof of Proposition 2.1. For (t, x) ∈ (0,∞)×R,
we define the function Q̂ by

Q̂(t, x) :=



l − x√
2πσ2

∫ t

0
ĝ(t− s)s−

3
2 exp

(
−(x− l)2

2σ22s

)
ds, x < l,

1 +

∫ t

0
(ĝ(t− s)− 1)h(s, x) ds, x ∈ (l, u),

x− u√
2πσ2

∫ t

0
ĝ(t− s)s−

3
2 exp

(
−(x− u)2

2σ22s

)
ds, x > u,

ĝ(t), x ∈ {l, u},

(4.8)
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and we set Q̂(0, x) := 1[l,u](x). Note that Q̂ = Q on R+ × R \ {l, u}, and Q̂(t, x) = Q(t, x) for

almost every t ∈ R+ if x ∈ {l, u}. Moreover, L[Q̂] = V because of Corollary 4.1.

Lemma 4.9. The function Q̂ has the following properties:

(i) Q̂ ∈ C1,2((0,∞)× R \ {l, u}) ∩ C0,1((0,∞)× R).

(ii) Q̂(t, ·) is symmetric in x = u+l
2 .

The proof is postponed to Section A. To prove the assertions above, one has to argue why
one can differentiate the integrals in (4.8). To this end, one employs, e.g., Leibniz’s integral rule
and the uniform convergence of the series in (4.2).

We now turn to the proof of the Proposition 2.1. Recall the HJB equation of the control
problem (2.1) given by Equation (2.6).

Proof of Proposition 2.1. Step 1. Let w(t, x) :=
∫ t
0 Q̂(s, x) ds for (t, x) ∈ R+ ×R. The definition

implies that w ∈ C1,2((0,∞) × R \ {l, u}) ∩ C1,1((0,∞) × R). We show that w solves the HJB
equation (2.6). Because L[Q̂(·, x)] exists on (0,∞), we know by [4], Theorem 8.1, that also the
Laplace transform of w exists and

L[w(·, x)](λ) =
1

λ
L[Q̂(·, x)](λ), λ > 0. (4.9)

Moreover, L[Q̂(·, x)](λ) = V (x, λ), and V satisfies (3.3), (3.4), and (3.5). Therefore, by multi-
plying (3.4) and (3.5) with 1

λ , we see that the Laplace transform of w solves the equations

λL[w(·, x)](λ)− 1

λ
− σ21

2
∂xxL[w(·, x)](λ) = 0, x ∈ (l, u),

λL[w(·, x)](λ)− σ22
2
∂xxL[w(·, x)](λ) = 0, x /∈ [l, u].

Observe that L[∂tw(·, x)](λ) = λL[w(·, x)](λ) and L[∂xxw(·, x)](λ) = ∂xxL[w(·, x)](λ) for all
λ > 0. Consequently, the injectivity and linearity of the Laplace transform imply that w
satisfies the equations

∂tw(t, x)− 1− σ21
2
∂xxw(t, x) = 0, x ∈ (l, u),

∂tw(t, x)− σ22
2
∂xxw(t, x) = 0, x /∈ [l, u],

(4.10)

for all x ∈ R and almost all t ∈ (0,∞). The continuity of ∂tw and ∂xxw in t implies that (4.10)
holds for all t > 0.

Now, we observe that ∂tw(t, x) = Q̂(t, x) ∈ [0, 1] for all (t, x) ∈ (0,∞) × R. Hence, (4.10)
implies that w(t, ·) is concave on [l, u] and convex on R \ [l, u] for all t > 0. As a direct
consequence, w solves the HJB equation (2.6).

Step 2. We show that w = v. The definition of w implies that

w(t, x) =

∫ t

0
P (Xx,α̂

s ∈ [l, u]) ds = J(t, x, α̂) ≤ v(t, x), (t, x) ∈ R+ × R,

where Xx,α̂ is the solution of the SDE (2.2) controlled by the feedback control α̂s = â(Xx,α̂
s ) and

starting at time 0 in x. Hence, it suffices to show that w(t, x) ≥ v(t, x). Let (t, x) ∈ (0,∞)× R
and α ∈ A be an arbitrary control. We denote by Xx,α the process governed by Equation
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(1.1) and controlled by α. We apply Itô’s formula to (s, x) 7→ w(t− s, x) between 0 and t, and
conclude after taking expectations (and localizing the terms) that

0 = w(t, x) + E

[∫ t

0

(
−∂tw(t− s,Xx,α

s ) +
α2
s

2
∂xxw(t− s,Xx,α

s )

)
ds

]
. (4.11)

Itô’s formula holds because w ∈ C1,2((0,∞) × R \ {l, u}) ∩ C1,1((0,∞) × R) and ∂xw(t, ·) is
absolutely continuous for all t > 0 (see, e.g., [1] or [6], Section 3.7). Because w solves the HJB
equation (2.6), w(t, ·) is concave on [l, u] and convex otherwise, we can estimate the integrand
on the right-hand side of (4.11) from above by −1[l,u](X

x,α
s ). It follows that

0 ≤ w(t, x)−
∫ t

0
P (Xx,α

s ∈ [l, u]) ds.

The choice of α is arbitrary and hence, it follows that v(t, x) ≤ w(t, x). Finally, w = v and
α̂ is an optimal control. We conclude that L[v(λ, x)] = L[w(λ, x)] = 1

λV (x, λ) = 1
λG(x, λ) by

Equation (4.9) and Proposition 3.2. Then, Equation (2.5) follows from Equation (3.6).

Step 3. Step 2 implies that v(t, x) =
∫ t
0 Q̂(s, x) ds. The definition of Q̂ in (4.8) yields the

representation of v in (2.4): for x ∈ (l, u) and t > 0

v(t, x) =

∫ t

0

(
1 +

∫ s

0
(ĝ(s− r)− 1)h(r, x) dr

)
ds = t+

∫ t

0

∫ s

0
(ĝ(s− r)− 1)h(r, x) dr ds,

by using Remark 4.2. The case x /∈ (l, u) follows similarly.
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5 Proof of Corollary 1.3

Before proving Corollary 1.3, we state the following auxiliary result.

Lemma 5.1. Let the assumptions of Corollary 1.3 hold. Then

P (Xτ ∈ [l, u]) ≤ σ2
σ21

√
λ

2
e

√
2λ
σ1

(u−l)
(u− l).

Proof. For x /∈ [l, u] we have, using the independence of X and τ , as well as Theorem 1.2,

P (Xτ ∈ [l, u]) =

∫ ∞
0

λe−λtP (Xt ∈ [l, u]) dt

≤ 1

σ1
σ2

coth
(
u−l
2σ1

√
2λ
)

+ 1
exp

(
−
√

2λ

σ2
d(x, I)

)

≤ 1

σ1
σ2

coth
(
u−l
2σ1

√
2λ
)

+ 1

=
σ2
σ1

1

2 + 2

exp
(
u−l
σ1

√
2λ

)
−1

=
σ2
2σ1

exp
(
u−l
σ1

√
2λ
)
− 1

exp
(
u−l
σ1

√
2λ
)

≤ σ2
2σ1

(
e

√
2λ
σ1

(u−l) − 1

)
≤ σ2
σ21

√
λ

2
e

√
2λ
σ1

(u−l)
(u− l),

with the identities coth(y) = 1 + 2
e2y+1

and ey − 1 ≤ yey, y ≥ 0. For x ∈ [l, u], we have, using
the same arguments as above,

P (Xτ ∈ [l, u]) =

∫ ∞
0

λe−λtP (Xt ∈ [l, u]) dt

≤ 1−
cosh

(
2x−(u+l)

2σ1

√
2λ
)

cosh
(
u−l
2σ1

√
2λ
)

+ σ2
σ1

sinh
(
u−l
2σ1

√
2λ
)

≤ 1− 1

cosh
(
u−l
2σ1

√
2λ
)

+ σ2
σ1

sinh
(
u−l
2σ1

√
2λ
)

=
cosh

(
u−l
2σ1

√
2λ
)

+ σ2
σ1

sinh
(
u−l
2σ1

√
2λ
)
− 1

cosh
(
u−l
2σ1

√
2λ
)

+ σ2
σ1

sinh
(
u−l
2σ1

√
2λ
)

≤ cosh

(
u− l
2σ1

√
2λ

)
+
σ2
σ1

sinh

(
u− l
2σ1

√
2λ

)
− 1

≤ σ2
σ1

(
cosh

(
u− l
2σ1

√
2λ

)
+ sinh

(
u− l
2σ1

√
2λ

)
− 1

)
=
σ2
σ1

(
e

√
2λ

2σ1
(u−l) − 1

)
≤ σ2
σ21

√
λ

2
e

√
2λ
σ1

(u−l)
(u− l).
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Proof of Corollary 1.3. Let N ⊆ R be a Lebesgue null set and ε > 0. Then, N can be covered
by a countable union of intervals [ln, un], n ∈ N, such that

∑∞
n=1 |un − ln| < ε. We have, using

Lemma 5.1,

P (Xτ ∈ N) ≤
∞∑
n=1

P (Xτ ∈ [ln, un])

≤
∞∑
n=1

σ2
σ21

√
λ

2
e

√
2λ
σ1

(un−ln)(un − ln)

≤ σ2
σ21

√
λ

2
e

√
2λ
σ1

ε
∞∑
n=1

(un − ln) <
σ2
σ21

√
λ

2
e

√
2λ
σ1

ε
ε.

Because the choice of ε > 0 is arbitrary, we conclude that P (Xx,β
τ ∈ N) = 0, and hence, Xτ is

absolutely continuous.

6 Expected occupation time for half-open intervals

This section studies the cases u = ∞ and l = −∞, i.e., we determine upper bounds for the
expected occupation time in half-open intervals. It suffices to consider the case u =∞ because
of symmetry. The control problem reformulates to

v(t, x) = sup
α∈A

∫ t

0
P (Xx,α

s ≥ l) ds, (6.1)

and the HJB equation is given by

∂tv(t, x)− 1[l,∞)(x)− sup
b∈[σ1,σ2]

b2

2
∂xxv(t, x) = 0, (t, x) ∈ (0,∞)× R,

v(0, x) = 0, x ∈ R.
(6.2)

As in the previous sections, we consider in the beginning the infinite time horizon problem

V (x) = sup
α∈A

∫ ∞
0
e−λtP (Xx,α

t ≥ l) dt,

to derive a solution to the original problem (6.1). For the infinite time horizon control problem,
the HJB equation is given by

λV (x)− 1[l,∞)(x)− sup
b∈[σ1,σ2]

b2

2
V ′′(x) = 0, x ∈ R.

One can solve the control problem by verifying that the function given by the limit of (3.6) as
u → ∞ coincides with the value function. Alternatively, one can solve the HJB equation as in
Section 3 by assuming that V is convex on (−∞, l) and concave otherwise, and verify that the
solution coincides with the value function. In both cases, we deduce that

V (x) =

 σ2
σ1+σ2

1
λe

√
2λ
σ2

(x−l)
, x < l,

1
λ −

1
λ

σ1
σ1+σ2

e
−
√
2λ
σ1

(x−l)
, x ≥ l.

Moreover, the optimal control is given by the feedback function

b(x) := σ11[l,∞)(x) + σ21(−∞,l)(x), x ∈ R.
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Now, to solve our original problem (6.1), we observe that the inverse Laplace transform of V is
given by

Q̂(t, x) := L−1[V (x)](t) =


2σ2

σ1+σ2
Φ
(
x−l
σ2
√
t

)
, x < l,

1− 2σ1
σ1+σ2

Φ
(
l−x
σ1
√
t

)
, x ≥ l.

We see that w, given by w(t, x) :=
∫ t
0 Q̂(s, x) ds, solves the HJB equation (6.2) by standard

results for Laplace transforms. Then, it is straightforward to show that v = w and the optimal
control is given by the feedback function b.

We remark that the solution in the unbounded case can also be derived from [9], Remark 8.

A Auxiliary results

Proof of Lemma 4.4

Proof of Lemma 4.4. Part (i). Recall that for all x, y ∈ R

√
x+ iy =

√√
x2 + y2 + x

2
+ i · sgn+(y)

√√
x2 + y2 − x

2
, (A.1)

see Equation (4.3). We rewrite the complex hyperbolic cotangent function as follows:

coth(x+ iy) =
sinh(2x)

cosh(2x)− cos(2y)
− i sin(2y)

cosh(2x)− cos(2y)
, (A.2)

for any x, y ∈ R such that y 6= kπ, k ∈ Z, if x = 0. Hence, for z ∈ C and x+ iy := u−l√
2σ1

√
z∣∣∣∣σ1σ2 coth

(
u− l√

2σ1

√
z

)
+ 1

∣∣∣∣2
=

(
1 +

σ1
σ2

sinh(2x)

cosh(2x)− cos(2y)

)2

+

(
−σ1
σ2

sin(2y)

cosh(2x)− cos(2y)

)2

(A.3)

≥ 1 +

(
−σ1
σ2

sin(2y)

cosh(2x)− cos(2y)

)2

≥ 1, (A.4)

where we use that x = u−l√
2σ1

Re (
√
z) > 0. We emphasize that the inequalities in (A.4) extend

to the case where x = 0 and y = kπ, k ∈ Z, because coth(x+ iy) has a pole in those points. It
follows that

|F (z)| = 1

|z|
1∣∣∣σ1σ2 coth

(
m−l
σ1

√
2z
)

+ 1
∣∣∣ ≤ 1

|z|
, z ∈ C. (A.5)

Part (ii). The complex square root
√
· is holomorphic on D. Equation (A.1) implies that

for all z ∈ D, Re (
√
z) > 0. Moreover, the complex hyperbolic cotangent function coth is

holomorphic on C \ {ikπ : k ∈ Z}. Hence, F is holomorphic on D by the chain rule.

Part (iii). Let b > 0, ε > 0 sufficiently small, and r > ε. Fix t > 0. By Cauchy’s theorem,
we deduce that the integral over the contour shown in Figure 1 below is equal to zero, i.e.,∫ r

−r
F (b+ is)e(b+is)t ds = −

7∑
i=1

∫
γi(r,ε)

F (z)ezt dz. (A.6)
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γ1

γ2

γ3

γ7

γ6

γ5 γ4

+ir

−ir

b

ε

−r
−r + i ε2

Figure 1: Contour for Cauchy’s theorem

We want to consider the behavior of the integral in the limit as ε→ 0 and r → +∞. We consider
the line integrals separately.

Step 1. The line integrals along γ1 and γ7 do not depend on ε and converge to zero as r →∞:
one can bound |F (z)| by 1

r for z ∈ Ran(γi) because of (A.5). Here Ran(γi) denotes the range
or image of γi. We have, e.g.,∣∣∣∣∫

γ1

F (z)ezt dz

∣∣∣∣ =

∣∣∣∣∫ b+r

0
F (b− s+ ir)e(b−s+ir)t ds

∣∣∣∣ ≤ eb

r

∫ b+r

0
e−st ds =

eb

rt

(
1− e−(b+r)t

)
→ 0,

as r →∞. The line integral along γ7 can be estimated similarly. Hence,

lim
r→∞

∫
γi

F (z)ezt dz = 0, i = 1, 7.

Step 2. The line integrals along γ2 and γ6 can be estimated as the integrals in Step 1. We
see, e.g., that ∫

γ2(r,ε)
F (z)ezt dz = −

∫ r− ε
2

0
F (−r + i(r − s))e(−r+i(r−s))t ds.

The integral on the right-hand side also exists for ε = 0, and hence,

lim
ε↓0

∫
γ2(r,ε)

F (z)ezt dz = −
∫ r

0
F (−r + i(r − s))e(−r+i(r−s))t ds.

Finally, we conclude as in Step 1 that

lim
r→∞

lim
ε↓0

∫
γ2(r,ε)

F (z)ezt dz = 0.
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The arguments hold for γ6 as well, i.e.,

lim
r→∞

lim
ε↓0

∫
γ6(r,ε)

F (z)ezt dz = 0.

Step 3. For the line integral along γ4, we find that∣∣∣∣∫
γ4

F (z)ezt dz

∣∣∣∣ 6 ≤ ( max
z∈Ran(γ4)

|F (z)ezt|
)
L (γ4) ≤ 2πεmax

|z|=ε

|ezt|
|z|

1∣∣∣σ1σ2 coth
(
u−l√
2σ1

√
z
)

+ 1
∣∣∣

≤ 2πeεt max
|z|=ε

1∣∣∣σ1σ2 coth
(
u−l√
2σ1

√
z
)

+ 1
∣∣∣ ,

where L (γ4) denotes the length of the curve γ4. Using Equation (A.1), we see for z = x+ iy ∈
C, |z| = ε, that

√
z =

√√
x2 + y2 + x

2
+ i · sgn+(y)

√√
x2 + y2 − x

2
=

1√
2

(√
ε+ x+ i · sgn+(y)

√
ε− x

)
,

and thus, with (A.3) and L’Hôpital’s rule

1

|σ1σ2 coth
(
u−l√
2σ1

√
z
)

+ 1|
≤ σ2
σ1

cosh
(
u−l
σ1

√
ε+ x

)
− cos

(
u−l
σ1

√
ε− x

)
sinh

(
u−l
σ1

√
ε+ x

)
≤

cosh
(
u−l
σ1

√
ε
)
− cos

(
u−l
σ1

√
ε
)

sinh
(
u−l
σ1

√
ε
) ε↓0−−→ 0.

From the first to the second line, we use that the term is monotonically decreasing in x. To
summarize, the line integral along γ4 converges to zero as ε ↓ 0.

Step 4. We consider the line integrals along γ3 and γ5: one can parametrize γ3, e.g., by

γ3(s) = −s+ i ε2 for s ∈ [
√
3
2 ε, r]. Therefore,∫

γ3

F (z)ezt dz = −
∫ r

√
3

2
ε
F
(
−s+ i

ε

2

)
e(−s+i

ε
2)t ds.

First, we want to take the limit ε ↓ 0. We observe with C := u−l
2σ1

,

x := C

√√
s2 +

ε2

4
− s, y := C

√√
s2 +

ε2

4
+ s,

and Equation (A.2) that: for ε > 0 sufficiently small and
√
3
2 ε ≤ s ≤ s∗ := π2

12C2 , it holds
0 ≤ y ≤ π

2 and∣∣∣∣coth

(
u− l√

2σ1

√
−s+ i

ε

2

)
+
σ2
σ1

∣∣∣∣2 =

∣∣∣∣coth (x+ iy) +
σ2
σ1

∣∣∣∣2
=

(
σ2
σ1

+
sinh (2x)

cosh(2x)− cos(2y)

)2

+

(
sin(2y)

cosh(2x)− cos(2y)

)2

≥
(
σ2
σ1

)2

+

(
sin(2y)

1− cos(2y)

)2
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≥ 1 +

(
sin(2y)

1− cos(2y)

)2

= 1 + cot2(y) =
1

sin2(y)
=

1

sin2

(
C

√√
s2 + ε2

4 + s

) .

Hence,

∣∣∣F (−s+ i
ε

2

)∣∣∣ ≤ 1

s

∣∣∣∣∣∣sin
C

√√
s2 +

ε2

4
+ s

∣∣∣∣∣∣ ≤ sin
(
C
√

2s+ ε
2

)
s

≤
sin
(
C
√

3s
)

s
,

because sin(C
√
·) is increasing and positive on [0, π2

4C2 ]. The function s 7→ 1
s sin

(
C
√

3s
)

is
integrable on [0, s∗]. Therefore,∣∣∣F (−s+ i

ε

2

)
e(−s+i

ε
2)t
∣∣∣ ≤ 1

s
sin
(
C
√

3s
)
1[0,s∗](s) +

1

s
e−st1[s∗,r](s),

with integrable right-hand side. Dominated convergence yields

lim
ε↓0

∫
γ3(r,ε)

F (z)ezt dz = lim
ε↓0

∫ r

√
3
2
ε
F
(
−s+ i

ε

2

)
e(−s+i

ε
2)t ds =

∫ r

0
F (−s)e−st ds.

In particular, the integral on the right-hand side exists. Now, we consider the limit r → ∞:
because |F (−s)| ≤ 1 for s ≥ 1 according to (A.5), the integral

∫∞
1 F (−s)e−st ds exists. Conse-

quently, also the integral
∫∞
0 F (−s)e−st ds exists and

lim
r→∞

lim
ε↓0

∫
γ3(r,ε)

F (z)ezt dz =

∫ ∞
0
F (−s)e−st ds

= −
∫ ∞
0
e−st

1

s

1

σ1
σ2

coth
(
i u−l√

2σ1

√
s
)

+ 1
ds

= −
∫ ∞
0
e−st

1

s

1

−iσ1σ2 cot
(
u−l√
2σ1

√
s
)

+ 1
ds.

In the same way, one can show that the line integral along γ5 converges. We find that

lim
r→∞

lim
ε↓0

∫
γ5(r,ε)

F (z)ezt dz = lim
r→∞

lim
ε↓0

∫ r

√
3

2
ε
F
(
−s− i ε

2

)
e(−s−i

ε
2)t ds

=

∫ ∞
0

e−st

s

1

σ1
σ2

coth
(
u−l√
2σ1

(−i)
√
s
)

+ 1
ds

=

∫ ∞
0

e−st

s

1

iσ1σ2 cot
(
u−l√
2σ1

√
s
)

+ 1
ds.
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Step 5. The results above show that the right-hand side of Equation (A.6) converges as
r → +∞. Hence, also the limit of the left-hand side of Equation (A.6) exists and we see that

lim
r→∞

∫ r

−r
F (b+ is)e(b+is)t ds

=

∫ ∞
0
e−st

1

s

1

−iσ1σ2 cot
(
u−l√
2σ1

√
s
)

+ 1
ds−

∫ ∞
0

e−st

s

1

iσ1σ2 cot
(
u−l√
2σ1

√
s
)

+ 1
ds

=

∫ ∞
0

e−st

s

 1

−iσ1σ2 cot
(
u−l√
2σ1

√
s
)

+ 1
− 1

iσ1σ2 cot
(
u−l√
2σ1

√
s
)

+ 1

 ds

=

∫ ∞
0

e−st

s

2iσ1σ2 cot
(
u−l√
2σ1

√
s
)

(
σ1
σ2

cot
(
u−l√
2σ1

√
s
))2
− 1

ds

= 2i

∫ ∞
0

e−st

s

1

σ1
σ2

cot
(
u−l√
2σ1

√
s
)

+ σ2
σ1

tan
(
u−l√
2σ1

√
s
) ds, t > 0.

Now, we consider the limit b ↓ 0: using the arguments above, we find for the limit ε ↓ 0 in (A.6)
that∫ r

−r
F (b+ is)e(b+is)t ds =

∫ b+r

0
F (b− s+ ir)e(b−s+ir)t ds−

∫ b+r

0
F (s− r − ir)e(s−r−ir)t ds

+

∫ r

0
F (−r + i(r − s))e(−r+i(r−s))t ds+

∫ r

0
F (−r − is)e(−r−is)t ds

+ 2i

∫ r

0

e−st

s

1

σ1
σ2

cot
(
u−l√
2σ1

√
s
)

+ σ2
σ1

tan
(
u−l√
2σ1

√
s
) ds.

The integrals on the right-hand side are derived (in the order of appearance) from the curves γ1,
γ7, γ2, γ6, and the last one from both γ3 and γ5. The line integral along γ4 vanishes as ε → 0.
We use dominated convergence on both sides for the limit b ↓ 0 (similar to Step 4) and see that∫ r

−r
F (is)eist ds =

∫ r

0
F (−s+ ir)e(−s+ir)t ds−

∫ r

0
F (s− r − ir)e(s−r−ir)t ds

+

∫ r

0
F (−r + i(r − s))e(−r+i(r−s))t ds+

∫ r

0
F (−r − is)e(−r−is)t ds

+ 2i

∫ r

0

e−st

s

1

σ1
σ2

cot
(
u−l√
2σ1

√
s
)

+ σ2
σ1

tan
(
u−l√
2σ1

√
s
) ds.

The first four integrals vanish in the limit r →∞. We conclude for r →∞ that

lim
r→∞

∫ r

−r
F (is)eist ds = 2i

∫ ∞
0

e−st

s

1

σ1
σ2

cot
(
u−l√
2σ1

√
s
)

+ σ2
σ1

tan
(
u−l√
2σ1

√
s
) ds.

The limit exists because the convergence of the right-hand side can be shown similar to Steps
1-4.

21



Proof of Lemma 4.5

Proof of Lemma 4.5. Part (i). The result follows from Lemma 4.4 (ii) by the product rule.

Part (ii). Let x > 0 and y ∈ R be fixed for the following estimates. We want to estimate
|Γ(x + iy)| to show the absolute integrability of Γ(x + i ·). We denote by r and s the real and
imaginary part of

√
2(u− l)σ−11

√
x+ iy, i.e., r + is :=

√
2(u− l)σ−11

√
x+ iy. In particular,

r =
u− l
σ1

√√
x2 + y2 + x > 0, s = sgn+(y)

u− l
σ1

√√
x2 + y2 − x,

(recall Equation (A.1)). Using the representation (A.2) of the complex hyperbolic cotangent,
we have∣∣∣∣σ1σ2 coth

(
u− l√

2σ1

√
x+ iy

)
+ 1

∣∣∣∣ =

∣∣∣∣σ1σ2 coth

(
r + is

2

)
+ 1

∣∣∣∣ ≥ 1 +
σ1
σ2

sinh (r)

cosh (r)− cos (s)
.

Moreover, we conclude that∣∣∣∣1− coth

(
u− l√

2σ1

√
x+ iy

)∣∣∣∣2 =

∣∣∣∣1− coth

(
r + is

2

)∣∣∣∣2
=

(
1− sinh (r)

cosh (r)− cos (s)

)2

+

(
sin (s)

cosh (r)− cos (s)

)2

=
sinh2(r)− 2 sinh(r)(cosh(r)− cos(s)) + (cosh(r)− cos(s))2 + sin2(s)

(cosh (r)− cos (s))2

=
(cosh(r)− sinh(r))2 + 2 sinh(r) cos(s)− 2 cosh(r) cos(s) + cos2(s) + sin2(s)

(cosh (r)− cos (s))2

≤ 2− 2 cos(s)(cosh(r)− sinh(r))

(cosh (r)− cos (s))2
≤ 2

(cosh (r)− cos(s))2
.

Combining the estimates above, we see that

|Γ(x+ iy)| =

∣∣∣∣∣∣ 1

σ1
σ2

coth
(
u−l√
2σ1

√
x+ iy

)
+ 1
− σ2
σ1 + σ2

∣∣∣∣∣∣
=

∣∣∣∣∣∣
1− σ2

σ1+σ2

(
σ1
σ2

coth
(
u−l√
2σ1

√
x+ iy

)
+ 1
)

σ1
σ2

coth
(
u−l√
2σ1

√
x+ iy

)
+ 1

∣∣∣∣∣∣
=

σ1
σ1 + σ2

∣∣∣1− coth
(
u−l√
2σ1

√
x+ iy

)∣∣∣∣∣∣σ1σ2 coth
(
u−l√
2σ1

√
x+ iy

)
+ 1
∣∣∣

≤ σ1
σ1 + σ2

√
2

cosh (r)− cos(s)

(
1 +

σ1
σ2

sinh (r)

cosh (r)− cos(s)

)−1
=

√
2σ1

σ1 + σ2

(
cosh (r)− cos(s) +

σ1
σ2

sinh (r)

)−1
≤
√

2σ1
σ1 + σ2

(
σ1
σ2

sinh (r)

)−1
≤
√

2σ2
σ1 + σ2

1

sinh

(
u−l
σ1

√√
x2 + y2 + x

) ≤ √
2σ2

σ1 + σ2

1

sinh
(
u−l
σ1

√
|y|
) .
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We apply the inequalities cosh(r) − cos(s) > 0 (because r > 0) and
√
|y| ≤

√√
x2 + y2 + x in

the last steps. We conclude that∫ ∞
0
|Γ(x+ iy)| dy ≤

√
2σ2

σ1 + σ2

∫ ∞
0

1

sinh
(
u−l
σ1

√
y
) dy =

√
2σ2

σ1 + σ2

2σ21
(u− l)2

∫ ∞
0

y

sinh (y)
dy <∞,

because y 7→ y
sinh(y) is continuous and integrable on [0,∞). Hence,

∫∞
0 |Γ(x + iy)| dy < ∞. In

exactly the same way, one can argue that
∫ 0
−∞|Γ(x + iy)| dy < ∞. Therefore, we deduce that

Γ(x+ i ·) is integrable for all x > 0.
The convergence of Γ(z) to zero as z tends two-dimensionally to infinity follows from the

estimates above: let ε > 0. Because sinh(a) converges to +∞ as a→ +∞, there exists an R > 0
such that

|Γ(z)| = |Γ(x+ iy)| ≤
√

2σ2
σ1 + σ2

1

sinh

(
u−l
σ1

√√
x2 + y2 + x

) < ε,

for all z = x+ iy ∈ C with |z| =
√
x2 + y2 > R and x > 0.

Part (iii). Theorem 28.2 in [4] implies that there exists a continuous γ : R → R such that
L[γ] = Γ and

γ(t) =
1

2π

∫ ∞
−∞

Γ(x+ is)eits ds, t ∈ R. (A.7)

Parts (i) and (ii) yield sufficient conditions for Theorem 28.2 in [4]. The right-hand side does
not depend on the choice of x, and γ(t) = 0, t ≤ 0. Dominated convergence with dominating

function given by the integrable function R → R, y 7→
√
2σ2

σ1+σ2
1

sinh
(
u−l
σ1

√
|y|

) , implies that we can

take the limit x→ 0 on the right-hand side of (A.7). We conclude that

γ(t) =
1

2π

∫ ∞
−∞

Γ(is)eits ds, t ∈ R.

Note that

Γ(−is) =
1

σ1
σ2

coth
(
u−l√
2σ1

√
−is

)
+ 1
− σ2
σ1 + σ2

=
1

σ1
σ2

coth
(
u−l√
2σ1

√
is
)

+ 1
− σ2
σ1 + σ2

= Γ(is),

for s ∈ R, because
√
−is =

√
is and coth(z) = coth(z), z ∈ C. This implies, together with the

property γ(−t) = 0 for t ≥ 0, that

γ(t) = γ(t) + γ(−t) =
1

2π

∫ ∞
−∞

Γ(is)
(
eits − e−its

)
ds =

1

π

∫ ∞
−∞

Γ(is) cos(ts) ds

=
1

π

∫ ∞
0

Γ(is) cos(ts) ds+
1

π

∫ 0

−∞
Γ(is) cos(ts) ds

=
1

π

∫ ∞
0

Γ(is) cos(ts) ds+
1

π

∫ ∞
0

Γ(is) cos(ts) ds =
2

π

∫ ∞
0

Re (Γ(is)) cos(ts) ds, t > 0.
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Proof of Lemma 4.9

Proof of Lemma 4.9. Part (ii) follows from the symmetry of Q (see Remark 2.3) and the defini-
tion in Equation (4.8). We show Part (i) and argue why we can interchange limits or differen-
tiation with integration or summation to show continuity and differentiability. We employ the
uniform convergence of the series h defined in (1.2), dominated convergence, and the Leibniz
integral rule.

Step 1. We show continuity of Q̂: one can show that Q̂ is continuous on (0,∞)× R \ {l, u},
using dominated convergence, g ∈ C((0,∞)), and h ∈ C((0,∞) × R). For example, let (t, x) ∈
(0,∞) × (l, u) and ((tn, xn))n∈N be a sequence with limn→∞(tn, xn) = (t, x). Let ε > 0. Then,
choose Nε ∈ N such that for all n ≥ Nε, it holds |(tn, xn) − (t, x)| < ε and xn ∈ (l, u). We can
estimate for s > 0

1[0,tn](s)|(ĝ(tn − s)− 1)h(s, xn)| ≤ 1[0,t+ε](s) max
r∈[0,t+ε]

|ĝ(r)− 1|
∞∑

k=−∞

u−l+|k|(u−l)√
2πσ1s3/2

e
− (k(u−l))2

2σ21s .

The right-hand side is an integrable function in s on [0,∞). Hence, dominated convergence
implies that limn→∞ Q̂(tn, xn) = Q̂(t, x), i.e., Q̂ is continuous on (0,∞)× (l, u). The continuity
of Q̂ on (0,∞)× R \ [l, u] can be shown similarly.

We show the continuity of Q̂ in the point x = u. Let t > 0 and ((tn, xn))n∈N be a sequence
with limn→∞(tn, xn) = (t, u) and xn > u. Then, using integration by parts, we see that

Q̂(tn, xn) = 2ĝ(tn)− 2ĝ(0+)Φ
(
xn−u
σ2
√
t

)
−
∫ tn

0
2ĝ′(tn − s)Φ

(
xn−u
σ2
√
s

)
ds.

Dominated convergence implies that

lim
n→∞

Q̂(tn, xn) = 2ĝ(t)− 2ĝ(0+)Φ
(
x−u
σ2
√
t

)
−
∫ t

0
ĝ′(t− s) ds

= 2ĝ(t)− ĝ(0+)− (ĝ(t)− ĝ(0+)) = ĝ(t).

Similarly, let t > 0 and ((tn, xn))n∈N be a sequence with limn→∞(tn, xn) = (t, u), xn < u. Then

lim
n→∞

Q̂(tn, xn)

= 1 + lim
n→∞

∫ tn

0
(ĝ(tn − s)− 1) u−xn√

2πσ1s3/2
exp

(
− (u−xn)2

2σ2
1s

)
ds

+ lim
n→∞

∫ tn

0
(ĝ(tn − s)− 1)

∑
k 6=0

(−1)k u−xn+k(u−l)√
2πσ1s3/2

exp
(
− (u−xn+k(u−l))2

2σ2
1s

)
ds

= 1 + lim
n→∞

(
2(ĝ(tn)− 1)− 2(ĝ(0+)− 1)Φ

(
un−x
σ1
√
tn

)
−
∫ tn

0
2ĝ′(tn − s)Φ

(
un−x
σ1
√
s

)
ds

)
+

∫ t

0
(ĝ(t− s)− 1)

∑
k 6=0

(−1)k k(u−l)√
2πσ1s3/2

exp
(
− (k(u−l))2

2σ2
1s

)
ds

= ĝ(t) = Q̂(t, u),

using integration by parts, dominated convergence, and the identity∑
k 6=0

(−1)k k(u−l)√
2πσ1s3/2

exp
(
− (k(u−l))2

2σ2
1s

)
= 0.
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Hence, Q̂ is continuous in (t, u). Symmetry implies that Q̂ is also continuous in (t, l). Thus,
Q̂ ∈ C((0,∞)× R).

Step 2. We show differentiability of Q̂ w.r.t. t: consider first the case x < l. Then, Q̂(·, x) is
differentiable because of the Leibniz integral rule. We have

∂tQ̂(t, x) = l−x√
2πσ2

∫ t

0
ĝ′(t− s)s−

3
2 exp

(
− (x−l)2

2sσ2
2

)
ds+ l−x√

2πσ2
ĝ(0+)t−

3
2 exp

(
− (x−l)2

2tσ2
2

)
= l−x√

2πσ2

∫ t

0
ĝ(t− s)s−

7
2

(
(l−x)2
2σ2

2
− 3

2s
)

exp
(
− (x−l)2

2sσ2
2

)
ds, t > 0.

Moreover, we observe for t > 0 and x ∈ (l, u) that

∂tQ̂(t, x) =

∫ t

0
ĝ′(t− s)

∞∑
k=−∞

(−1)k u−x+k(u−l)√
2πσ1s3/2

e
− (u−x+k(u−l))2

2σ21s ds

+ (ĝ(0+)− 1)
∞∑

k=−∞
(−1)k u−x+k(u−l)√

2πσ1t3/2
e
− (u−x+k(u−l))2

2σ21t

=

∫ t

0
(ĝ(t− s)− 1)s−

7
2

∞∑
k=−∞

(−1)k u−x+k(u−l)√
2πσ1

(
(u−x+k(u−l))2

2σ2
1s

3/2 − 3
2s
)
e
− (u−x+k(u−l))2

2σ21s ds,

using again the Leibniz integral rule and the uniform convergence of the series (see Remark 4.3).
The symmetry of Q̂ in l+u

2 implies that for x > u

∂tQ̂(t, x) = x−u√
2πσ2

∫ t

0
ĝ(t− s)s−

7
2

(
(x−u)2
2σ2

2
− 3

2s
)

exp
(
− (x−u)2

2sσ2
2

)
ds, t > 0.

For x ∈ {l, u}, we have
∂tQ̂(t, x) = ĝ′(t), t > 0.

All derivatives above are continuous on (0,∞)× R \ {l, u}, which can be shown as in Step 1.

Step 3. We show differentiabiliy of Q̂ w.r.t. x on R\{l, u}: Similar to Step 2, we see for x < l
and t > 0 that

∂xQ̂(t, x) = 1√
2πσ2

∫ t

0
ĝ(t− s)s−

3
2

(
(l−x)2
sσ2

2
− 1
)

exp
(
− (x−l)2

2sσ2
2

)
ds, (A.8)

∂xxQ̂(t, x) = (l−x)3√
2πσ5

2

∫ t

0
ĝ(t− s)s−

7
2

(
1− 3sσ2

2
(l−x)2

)
exp

(
− (x−l)2

2sσ2
2

)
ds,

using that the integrands in (4.8) are differentiable w.r.t. x and the derivatives are dominated
by integrable functions locally in x. In the same way, we conclude for x ∈ (l, u) and t > 0 that

∂xQ̂(t, x) =

∫ t

0

g(t−s)−1√
2πσ1s3/2

∞∑
k=−∞

(−1)k
(
(u−x+k(u−l))2

σ2
1s

− 1
)
e
− (u−x+k(u−l))2

2σ21s ds, (A.9)

∂xxQ̂(t, x) =

∫ t

0

g(t−s)−1
s5/2

∞∑
k=−∞

(−1)k u−x+k(u−l)√
2πσ3

1

(
(u−x+k(u−l))2

σ2
1s

− 3
)
e
− (u−x+k(u−l))2

2σ21s ds.

For x > u, we can again use the symmetry of Q̂ and see for t > 0 that

∂xQ̂(t, x) = 1√
2πσ2

∫ t

0
ĝ(t− s)s−

3
2

(
(x−u)2
2sσ2

2
− 1
)

exp
(
− (x−u)2

2sσ2
2

)
ds,
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∂xxQ̂(t, x) = (x−u)3√
2πσ5

2

∫ t

0
ĝ(t− s)s−

7
2

(
1− 3sσ2

2
(x−u)2

)
exp

(
− (x−u)2

2sσ2
2

)
ds.

The continuity of the derivatives on (0,∞)× R \ {l, u} follows as in Step 1.

Step 4. We show differentiability of Q̂ in x ∈ {l, u}: for (t, x) ∈ (0,∞) × (−∞, l), we have,
using Equation (A.8) and integration by parts,

∂xQ̂(t, x) =
2√

2πσ2

(
ĝ(0+)t−

1
2 exp

(
− (l−x)2

2tσ2
2

)
+

∫ t

0
ĝ′(t− s)s−

1
2 exp

(
− (l−x)2

2sσ2
2

)
ds

)
.

One can show that ∂xQ̂(t, x) converges as x ↑ l and

lim
x↑l

∂xQ̂(t, x) =
2√

2πσ2

(
ĝ(0+)t−

1
2 +

∫ t

0
ĝ′(t− s)s−

1
2 ds

)
, t > 0.

The convergence is uniform in t (on compact sets). The Laplace transform of the right-hand
side is given by

L
[
lim
x↑l

∂xQ̂(·, x)

]
(λ) =

2√
2πσ2

L
[
(·)−

1
2

]
(λ)
(
ĝ(0+) + L[ĝ′](λ)

)
=

2√
2σ2

1√
λ

(ĝ(0+) + λF (λ)− ĝ(0+)) =
1

σ2

√
2

λ
λF (λ) =

1

σ2

√
2

λ

1

σ1
σ2

coth
(
u−l√
2σ1

√
λ
)

+ 1
,

for λ > 0. In the case x ∈ (l, u), we apply integration by parts to Equation (A.9) and see that

∂xQ̂(t, x) =
∞∑

k=−∞
(−1)k

(
2 (ĝ(0+)− 1)√

2πtσ1
e
− (u−x+k(u−l))2

2tσ21 +

∫ t

0

2ĝ′(t− s)√
2πsσ1

e
− (u−x+k(u−l))2

2sσ21 ds

)
,

for t > 0. One can show that ∂xQ̂(t, x) converges as x ↓ l and

lim
x↓l

∂xQ̂(t, x)

=
2 (ĝ(0+)− 1)√

2πtσ1

∞∑
k=−∞

(−1)ke
− ((k+1)(u−l))2

2tσ21 +

∫ t

0

2ĝ′(t− s)√
2πsσ1

∞∑
k=−∞

(−1)ke
− ((k+1)(u−l))2

2sσ21 ds

= −2 (ĝ(0+)− 1)√
2πtσ1

∞∑
k=−∞

(−1)ke
− (k(u−l))2

2tσ21 − 2

∫ t

0

ĝ′(t− s)√
2πsσ1

∞∑
k=−∞

(−1)ke
− (k(u−l))2

2sσ21 ds

= −2 (ĝ(0+)− 1)√
2πtσ1

− 4 (ĝ(0+)− 1)√
2πtσ1

∞∑
k=1

(−1)ke
− (k(u−l))2

2tσ21 − 2√
2πσ1

∫ t

0
ĝ′(t− s)s−

1
2 ds

− 4√
2πσ1

∫ t

0
ĝ′(t− s)s−

1
2

∞∑
k=1

(−1)ke
− (k(u−l))2

2sσ21 ds, t > 0.

The convergence is uniform in t (on compact sets). The Laplace transformation of this identity
is given by

−L
[
lim
x↓l

∂xQ̂(·, x)

]
(λ)

=
2 (ĝ(0+)− 1)√

2πσ1
L
[
(·)−

1
2

]
(λ) +

4 (ĝ(0+)− 1)√
2πσ1

∞∑
k=1

(−1)kL
[
(·)−

1
2 exp

(
− (k(u−l))2

2σ2
1(·)

)]
(λ)
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+
2√

2πσ1
L
[
ĝ′
]

(λ)L
[
(·)−

1
2

]
+

4√
2πσ1

∞∑
k=1

(−1)kL
[
ĝ′
]

(λ)L
[
(·)−

1
2 exp

(
− (k(u−l))2

2σ2
1(·)

)]
(λ)

=
ĝ(0+)− 1

σ1

√
2

λ

(
1 + 2

∞∑
k=1

(−1)k exp
(
−k(u−l)

σ1

√
2λ
))

+
1

σ1

√
2

λ
(λF (λ)− ĝ(0+))

(
1 + 2

∞∑
k=1

(−1)k exp
(
−k(u−l)

σ1

√
2λ
))

=

√
2

λ

1

σ1
(ĝ(0+)− 1 + λF (λ)− ĝ(0+))

(
1 + 2

∞∑
k=1

(−1)k exp
(
−k(u−l)

σ1

√
2λ
))

=

√
2

λ

1

σ1
(λF (λ)− 1)

(
1 + 2

∞∑
k=1

(−1)k exp
(
−k(u−l)

σ1

√
2λ
))

=

√
2

λ

1

σ1
(λF (λ)− 1)

−1 +
2

1 + exp
(
−u−l

σ1

√
2λ
)


=

√
2

λ

1

σ1
(λF (λ)− 1) tanh

(
u− l√

2σ1

√
λ

)

=

√
2

λ

1

σ1

−σ1
σ2

coth
(
u−l√
2σ1

√
λ
)

σ1
σ2

coth
(
u−l√
2σ1

√
λ
)

+ 1
tanh

(
u− l√

2σ1

√
λ

)
= −

√
2

λ

1

σ2

1

σ1
σ2

coth
(
u−l√
2σ1

√
λ
)

+ 1
,

for λ > 0. Hence, we conclude L[limx↓l ∂xQ̂(·, x)] = L[limx↑l ∂xQ̂(·, x)]. The injectivity of the
Laplace transformation implies that

lim
x↓l

∂xQ̂(t, x) = lim
x↑l

∂xQ̂(t, x), t > 0,

(see, e.g., [4], Theorem 5.4) because ∂xQ̂ is continuous on (0,∞)× R \ {l, u} and the limits are
uniform in t (on compact sets). Hence, the derivative ∂xQ̂(t, l) exists and ∂xQ̂ is continuous on
(0,∞)×R \ {l, u}. Symmetry implies that limx↑u ∂xQ̂(t, x) = limx↓u ∂xQ̂(t, x). Finally, we have

Q̂ ∈ C1,2((0,∞)× R \ {l, u}) ∩ C0,1((0,∞)× R).
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