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#### Abstract

We consider Brownian integral processes with integrands that are bounded and bounded away from zero. We provide an upper estimate for the expected occupation time in an interval. The estimate does not depend on the integrand but only on its bounds. We derive the estimate by solving a stochastic control problem that consists in maximizing the expected occupation time in an interval.


## 1 Introduction and main result

Let $W$ be a Brownian motion defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and let $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ be its augmented Brownian filtration. Let $0<\sigma_{1} \leq \sigma_{2}$. We denote by $\mathcal{A}$ the set of progressively measurable processes with values in the interval $\left[\sigma_{1}, \sigma_{2}\right]$.

Let $l, u \in \mathbb{R}$ with $l<u$, and $x \in \mathbb{R}$. Consider the class of Brownian martingales

$$
\begin{equation*}
X_{t}=x+\int_{0}^{t} \alpha_{s} d W_{s}, \quad t \in[0, \infty), \tag{1}
\end{equation*}
$$

with $\alpha \in \mathcal{A}$. We provide a bound, independent of $\alpha$, for the expected time the Brownian martingale $X$ spends in the interval $[l, u]$ until some time $t \in(0, \infty)$. The bound depends only on $\sigma_{1}, \sigma_{2}, l, u, x$ and the time horizon $t$.

To describe the bound, we define a function $h:(0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
h(s, x)=\sum_{k=-\infty}^{\infty}(-1)^{k} \frac{u-x+k(u-l)}{\sqrt{2 \pi} \sigma_{1} s^{\frac{3}{2}}} \exp \left(-\frac{(u-x+k(u-l))^{2}}{2 \sigma_{1}^{2} s}\right) \tag{2}
\end{equation*}
$$

and a function $\hat{g}:(0, \infty) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\hat{g}(t):=\frac{1}{\pi} \int_{0}^{\infty} \frac{e^{-s t}}{s} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+\frac{\sigma_{2}}{\sigma_{1}} \tan \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)} d s, t>0 . \tag{3}
\end{equation*}
$$

The following is the main result.
Theorem 1.1. Let $\alpha \in \mathcal{A}$ and $X_{t}=x+\int_{0}^{t} \alpha_{s} d W_{s}$. Then

$$
\int_{0}^{t} P\left(X_{s} \in[l, u]\right) d s \leq \begin{cases}t-\int_{0}^{t} \int_{0}^{r}(1-\hat{g}(r-s)) h(s, x) d s d r, & \text { if } x \in(l, u),  \tag{4}\\ \frac{d(x, I)}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} \int_{0}^{r} \hat{g}(r-s) s^{-\frac{3}{2}} \exp \left(-\frac{d(x, I)^{2}}{2 \sigma_{2}^{2} r}\right) d r d s, & \text { if } x \notin(l, u), \\ \int_{0}^{t} \hat{g}(s) d s, & \text { if } x \in\{l, u\},\end{cases}
$$

where $d(x, I):=\inf _{y \in[l, u]}|x-y|$ denotes the usual distance of the point $x$ to the interval $I=[l, u]$. Moreover, the bound is sharp, i.e. there exists an $\alpha \in \mathcal{A}$ for which the inequality is an equality.

We prove Theorem 1.1 by studying the control problem with control set $\mathcal{A}$, with controlled dynamics (1) and with the target to maximize the expected occuption time of $X$ in the interval $[l, u]$. We compute an explicit solution of the associated HJB equation and solve the control problem via a verification method. We also prove that the optimal control is a Markov control that consists in choosing the maximal volatility outside the interval $[l, u]$ and the minimal volatility inside. In Section 2 below we describe the control problem in more detail.

The problem of maximizing the occupation time in unbounded intervals of the form $[l, \infty)$ or $(-\infty, u]$ has been studied in the literature already: for Brownian martingale in [6] (see Remark 8), and for exponential martingales in [1]. In the current paper we analyze the expected occupation time within bounded intervals.

As in [1], we first describe a candidate for the value function in terms of its Laplace transform in Section 3 and we use the Laplace transform for verifying that the candidate coincides with the value function. By inverting the Laplace transform we arrive at the bound provided in Theorem 1.1.

## 2 The control problem

In this section we describe the control problem that we use for deriving the occupation time bound given in Theorem 1.1.

We use the same notation and make the same assumptions as in Section 1. For every $x \in \mathbb{R}$, $s \in[0, \infty)$ and $\alpha \in \mathcal{A}$ we denote by $X^{s, x, \alpha}$ the process on $[s, \infty)$ defined by

$$
\begin{equation*}
X_{r}^{s, x, \alpha}=x+\int_{s}^{r} \alpha_{u} d W_{u}, \quad r \in[s, \infty) . \tag{5}
\end{equation*}
$$

For a fixed time horizon $t>0$ and $l, u \in \mathbb{R}, l<u$, we consider the problem of maximizing the occupation time of the process $X^{0, x, \alpha}$ in the interval $[l, u]$ up to time $t$. In other words, we want to maximize the target function

$$
J(t, x, \alpha):=\int_{0}^{t} \mathbb{P}\left(X_{s}^{0, x, \alpha} \in[l, u]\right) d s
$$

over all $\alpha \in \mathcal{A}$, and determine the value function

$$
\begin{equation*}
v(t, x):=\sup _{\alpha \in \mathcal{A}} J(t, x, \alpha) . \tag{6}
\end{equation*}
$$

We call a strategy $\alpha \in \mathcal{A}$ feedback control if there exist a function $a: \mathbb{R} \rightarrow\left[\sigma_{1}, \sigma_{2}\right]$ such that $\alpha_{s}=a\left(X_{s}^{0, x, a}\right)$, where $X^{0, x, a}$ denotes the solution to the SDE

$$
\begin{equation*}
d X_{r}=a\left(X_{r}\right) d W_{r}, \quad X_{0}=x . \tag{7}
\end{equation*}
$$

Note that a strong solution of (7) exists if the function $a$ is of bounded variation on any compact interval: Since $a$ is uniformly bounded away from zero there exists a weak solution to (7) according to Theorem 2.6.1 in [5]; moreover, due to results in [7] pathwise uniqueness applies, and hence there exists a unique strong solution to (7) (cf. Section 5.3 in [4]).

We show that the optimal control is to choose the maximal volatility if the process is outside the interval $[l, u]$, and to choose the minimal volatility if the processes is inside the interval $[l, u]$. To give a rigoros definition, let $\hat{a}: \mathbb{R} \rightarrow\left[\sigma_{1}, \sigma_{2}\right]$ be defined by

$$
\hat{a}(x)= \begin{cases}\sigma_{1}, & x \in[l, u], \\ \sigma_{2}, & \text { else },\end{cases}
$$

and set $\hat{\alpha}_{s}:=\hat{a}\left(X_{s}^{0, x, \hat{a}}\right), s \geq 0$. Note that $\hat{\alpha}$ is a feedback control of bang-bang type.
The solution of the control problem is provided by the following theorem.

Theorem 2.1. The control $\hat{\alpha}$ is an optimal control for problem (6). The Laplace transform of the value function satisfies

$$
\mathcal{L}[v(\cdot, x)](\lambda)= \begin{cases}\frac{1}{\lambda^{2}} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 \lambda}\right)+1} \exp \left(\frac{\sqrt{2 \lambda}}{\sigma_{2}}(x-l)\right), & x<l,  \tag{8}\\ \frac{1}{\lambda^{2}}\left(1-\frac{\cosh \left(\frac{2 x-(u+l)}{2 \sigma_{1}} \sqrt{2 \lambda}\right)}{\cosh \left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 \lambda}\right)+\frac{\sigma_{2}}{\sigma_{1}} \sinh \left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 \lambda}\right)}\right), & x \in[l, u], \\ \frac{1}{\lambda^{2}} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 \lambda}\right)+1} \exp \left(-\frac{\sqrt{2 \lambda}}{\sigma_{2}}(x-u)\right), & x>u .\end{cases}
$$

Remark 2.2. We stress that the control $\hat{\alpha}$ does not maximize the probability for the state to be in the interval $[l, u]$ at the terminal time $t$. In other words, it is not an optimal control in the case of maximizing the probability $\mathbb{P}\left(X_{t}^{0, x, \alpha} \in[l, u]\right)$. One can show by numerical calculations that the candidate for the value function obtained with the feedback control function $\hat{a}$ does not have the required convexity and concavity properties to satisfy the HJB equation.
We postpone the proof of Theorem 2.1 to Section 5. We apply standard verification techniques to establish the optimality of $\hat{\alpha}$ and to determine the value function. However, since it is difficult to solve the HJB equation of the control problem (6) directly, we use a Laplace transform in order to turn the HJB equation into a second order ODE. The ODE coincides with the HJB equation of a control problem version with an infinite time horizon. We first solve the infinite time horizon problem. The inverse Laplace transformation then allows us to derive a candidate for the value function with which one can perform the verification.

We define

$$
\begin{equation*}
Q(t, x):=\mathbb{P}\left(X_{t}^{0, x, \hat{a}} \in[l, u]\right),(t, x) \in[0, \infty) \times \mathbb{R} . \tag{9}
\end{equation*}
$$

The function $Q$ will help to determine a candidate for the value function. In particular, we aim at showing that $w(x)=\int_{0}^{t} Q(s, x) d s$ equals the value function by verification arguments. Hence, it is sufficient to determine $Q$ (or a suitable version $\hat{Q}$ ) and perform a verification using this identity in order show that $\hat{\alpha}$ is optimal. To this end, we study the Laplace transform $\mathcal{L}[Q(\cdot, x)]$. Note that

$$
\begin{equation*}
\mathcal{L}[Q(\cdot, x)](\lambda)=\int_{0}^{\infty} e^{-\lambda t} Q(t, x) d t=\int_{0}^{\infty} e^{-\lambda t} \mathbb{P}\left(X_{t}^{0, x, \hat{a}} \in[l, u]\right) d t \tag{10}
\end{equation*}
$$

The right-hand side of this equation reminds of a discounted infinite time horizon control problem. We study this problem in the next section.

At last, we have the following remark:
Remark 2.3. The function $Q(t, \cdot)$ is symmetric in the point $\frac{l+u}{2}$, i.e. $Q\left(t, \frac{l+u}{2}+x\right)=Q\left(t, \frac{l+u}{2}-x\right)$ for all $(t, x) \in[0, \infty) \times \mathbb{R}$.

## 3 A control problem with infinite time horizon

Let $\lambda>0$. We define for any control $\alpha \in \mathcal{A}$ the target function

$$
\begin{equation*}
K(x, \alpha, \lambda):=\int_{0}^{\infty} e^{-\lambda t} \mathbb{P}\left(X_{t}^{x, \alpha} \in[l, u]\right) d t, \tag{11}
\end{equation*}
$$

where the process $X^{x, \alpha}$ is governed by the stochastic differential equation

$$
d X_{t}^{x, \alpha}=\alpha_{t} d W_{t}, \quad X_{0}=x, \alpha \in \mathcal{A} .
$$

Moreover, we define the value function by

$$
\begin{equation*}
V(x, \lambda):=\sup _{\alpha \in \mathcal{A}} K(x, \alpha, \lambda) . \tag{12}
\end{equation*}
$$

For the sake of simplicity we sometimes write $V(x)$ and $K(x, \alpha)$ and omit the dependence on the parameter $\lambda$ when it is convenient. The control problem consists of maximizing the target function $K$ over all admissible controls $\alpha \in \mathcal{A}$, i.e. we want to find a control $\alpha \in \mathcal{A}$ such that $K(x, \alpha)=V(x)$. A control satisfying this property is called optimal.
Remark 3.1. Note that one can also study the control problem of maximizing $\mathbb{P}\left(X_{\tau}^{x, \alpha} \in[l, u]\right)$, where $T>0$ and $\tau \sim \operatorname{Exp}(\lambda)$ is independent of the Brownian motion $W$. Then one can write the cost functional as

$$
\mathbb{P}\left(X_{\tau}^{x, \alpha} \in[l, u]\right)=\int_{0}^{\infty} \lambda e^{-\lambda t} \mathbb{P}\left(X_{t}^{x, \alpha} \in[l, u]\right) d t
$$

This term is equal to the target function $K$ defined in (11) except for the factor $\lambda$. Hence, solving the problem above also yields an optimal control for the problem with exponential stopping.
As in the previous section, we suspect that the feedback control $\hat{\alpha}_{t}=\hat{a}\left(X_{t}^{x, a}\right)$ is the optimal control for (12). To verify this conjecture we consider the HJB equation of (12), which is given by

$$
\begin{equation*}
\lambda V(x)-\mathbb{1}_{[l, u]}(x)-\sup _{b \in\left[\sigma_{1}, \sigma_{2}\right]} \frac{b^{2}}{2} V^{\prime \prime}(x)=0 \tag{13}
\end{equation*}
$$

Note that (13) is an ODE, in contrast to the HJB equation of the control problem (6), which is a PDE. We can even determine the solution explicitly and confirm that $\hat{\alpha}$ is really optimal. We derive a candidate for value function and perform a classical verification with this candidate.

Assume that the value function $V$ satisfies the HJB equation (13). The definition of $K$ in (11) implies that $\lambda V(x) \leq 1$ for all $x \in \mathbb{R}$. This yields that $V$ is concave on $[l, u]$, and convex otherwise. Moreover, $V$ solves the following equations

$$
\begin{align*}
\lambda V(x)-1-\frac{\sigma_{1}^{2}}{2} V^{\prime \prime}(x)=0, & x \in(l, u),  \tag{14}\\
\lambda V(x)-\frac{\sigma_{2}^{2}}{2} V^{\prime \prime}(x)=0, & x \notin[l, u] . \tag{15}
\end{align*}
$$

This implies that we have to solve (14) and (15) with appropriate constraints. We have the following:

Lemma 3.2. Let $\beta_{i}:=\frac{\sqrt{2 \lambda}}{\sigma_{i}}$ for $i=1,2$. A general solution of (14) and (15) is given by

$$
G(x)= \begin{cases}C_{1} e^{+\beta_{2} x}+C_{2} e^{-\beta_{2} x}, & x<l \\ \frac{1}{\lambda}+C_{3} e^{+\beta_{1} x}+C_{4} e^{-\beta_{1} x}, & x \in[l, u] \\ C_{5} e^{+\beta_{2} x}+C_{6} e^{-\beta_{2} x}, & x>u\end{cases}
$$

Proof. Straightforward calculations.
Now, it remains to determine the right constants in order to construct a candidate for the value function. The boundedness of the value function which follows directly from its definition implies that $C_{2}=C_{5}=0$. Moreover, the symmetry of $Q(t, \cdot)$ in $\frac{u+l}{2}$ implies that also the value function
inherits this symmetry (see Remark 2.3). In addition, we require $G \in \mathcal{C}^{1}(\mathbb{R}) \cap \mathcal{C}^{2}(\mathbb{R} \backslash\{l, u\})$. All these conditions uniquely determine the constants $C_{1}, \ldots, C_{6}$ above entailing the definition

$$
G(x, \lambda):= \begin{cases}\frac{1}{\lambda} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 \lambda}\right)+1} \exp \left(\frac{\sqrt{2 \lambda}}{\sigma_{2}}(x-l)\right), & x<l,  \tag{16}\\ \frac{1}{\lambda}\left(1-\frac{\cosh \left(\frac{2 x-(u+l)}{2 \sigma_{1}} \sqrt{2 \lambda}\right)}{\cosh \left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 \lambda}\right)+\frac{\sigma_{2}}{\sigma_{1}} \sinh \left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 \lambda}\right)}\right), & x \in[l, u], \\ \frac{1}{\lambda} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 \lambda}\right)+1} \exp \left(-\frac{\sqrt{2 \lambda}}{\sigma_{2}}(x-u)\right), & x>u .\end{cases}
$$

Then the following holds true:
Proposition 3.3. We have $V(x, \lambda)=G(x, \lambda)$. Moreover, the feedback control $\hat{\alpha}_{t}=a\left(X_{t}\right)$ is optimal for (12).

Proof. Let $\alpha \in \mathcal{A}$ be an arbitrary control and $X$ be the associated controlled process. By Itô's formula for $\mathcal{C}^{1}$ functions with absolutely continuous derivatives (see e.g. Section 3.7 in [4]) we obtain

$$
e^{-\lambda t} G\left(X_{t}\right)=G(x)+\int_{0}^{t} e^{-\lambda s} \alpha_{s} G^{\prime}\left(X_{s}\right) d W_{s}+\int_{0}^{t} e^{-\lambda s}\left(\frac{\alpha_{s}^{2}}{2} G^{\prime \prime}\left(X_{s}\right)-\lambda G\left(X_{s}\right)\right) d s
$$

Localizing the terms and taking expectations implies that

$$
\begin{equation*}
\mathbb{E}\left[e^{-\lambda t} G\left(X_{t}\right)\right]=G(x)+\mathbb{E}\left[\int_{0}^{t} e^{-\lambda s}\left(\frac{\alpha_{s}^{2}}{2} G^{\prime \prime}\left(X_{s}\right)-\lambda G\left(X_{s}\right)\right) d s\right] . \tag{17}
\end{equation*}
$$

Since $G$ is concave on $[l, u]$ and convex on $\mathbb{R} \backslash[l, u]$ we see that

$$
\frac{\alpha_{s}^{2}}{2} G^{\prime \prime}(x)-\lambda G(x) \leq-\mathbb{1}_{[l, u]}(x), \quad(s, x) \in[0, \infty) \times \mathbb{R} \backslash\{l, u\},
$$

using that $G$ solves the ODEs (14) and (15). Thus, we can plug this estimate into (17) and obtain

$$
\begin{equation*}
\mathbb{E}\left[e^{-\lambda t} G\left(X_{t}\right)\right] \leq G(x)-\left[\int_{0}^{t} e^{-\lambda s} \mathbb{P}\left(X_{s} \in[l, u]\right) d s\right] . \tag{18}
\end{equation*}
$$

Dominated convergence implies that the left-hand side of (18) converges to zero when $t \rightarrow \infty$ since $|G|$ is bounded by the constant $\frac{1}{\lambda}$. Consequently, $V(x) \leq G(x)$ because the choice of $\alpha$ was arbitrary.

Repeating the above reasoning for $\hat{\alpha}$ we obtain equality in (18) and $G(x)=K(x, \hat{\alpha}) \leq V(x)$. Finally, $G=V$ and $\hat{\alpha}$ is optimal.

## 4 Transferring the results to the original problem

Now, we want to connect the control problems from Section 2 and 3. The definition of $Q$ in (9) and Proposition 3.3 immediately entail:

Corollary 4.1. $\mathcal{L}[Q(\cdot, x)](\lambda)=V(x, \lambda)$ for all $(x, \lambda) \in \mathbb{R} \times(0, \infty)$.

This Corollary implies that we can deduce a formula for $Q$ via the inverse Laplace transform. Let $X^{s, x}$ denote the solution of (7) controlled by the feedback control $\hat{a}\left(X_{t}^{s, x}\right)$ and starting at time $s \geq 0$ in $x \in \mathbb{R}$. We define $g(t):=Q(t, l)$ for $t \geq 0$. Note that due to symmetry we also have $g(t)=Q(t, u), t \geq 0$, (see Remark 2.3). The strong Markov property of $X^{s, x}$ (see, e.g., Theorem 4.20, Chapter 5 in [4]) entails that it is enough to calculate the Laplace inverse of $V(l, \lambda)$. This significantly reduces the complexity of the calculation of $Q$. Nevertheless, the results are not immediate.

Lemma 4.2. For all $(t, x) \in[0, \infty) \times \mathbb{R} \backslash\{l, u\}$ we have

$$
Q(t, x)= \begin{cases}\frac{l-x}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} g(t-s) s^{-\frac{3}{2}} \exp \left(-\frac{(x-l)^{2}}{2 \sigma_{2}^{2} s}\right) d s, & x<l,  \tag{19}\\ 1+\int_{0}^{t}(g(t-s)-1) \mathcal{L}^{-1}\left[\frac{\cosh \left(\frac{1}{2 \sigma_{1}}(u+l-2 x) \sqrt{2}\right)}{\cosh \left(\frac{1}{2 \sigma_{1}}(u-l) \sqrt{2 \cdot}\right)}\right](s) d s, & x \in(l, u), \\ \frac{x-u}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} g(t-s) s^{-\frac{3}{2}} \exp \left(-\frac{(x-u)^{2}}{2 \sigma_{2}^{2} s}\right) d s, & x>r .\end{cases}
$$

Remark 4.3. Note that we can write the Laplace inverse in (19) as the two-sided series (2), i.e. we have

$$
\begin{equation*}
\mathcal{L}^{-1}\left[\frac{\cosh \left(\frac{1}{2 \sigma_{1}}(u+l-2 x) \sqrt{2 \cdot}\right)}{\cosh \left(\frac{1}{2 \sigma_{1}}(u-l) \sqrt{2 \cdot}\right)}\right](s)=h(s, x), x \in(l, u), \tag{20}
\end{equation*}
$$

see e.g. [2], Appendix 3. This series converges uniformly, and even the series over the differentiated summands converges uniformly. Therefore, we can calculate integrals or derivatives of this series by just integrating or differentiating the summands, respectively.

Proof of Lemma 4.2. 1. Let $x \in(l, u)$ and $\tau(x)$ be the first exit time of $X^{0, x}$ of the interval $[l, u]$, i.e. $\tau(x):=\inf \left\{s \geq 0: X_{s}^{0, x} \notin(l, u)\right\}$. Note that $X^{0, x}$ is a BM with volatility $\sigma_{1}$ up to time $\tau(x)$ and $\tau(x)$ has the density function

$$
p_{\tau(x)}(s)=\left[\mathcal{L}^{-1}\left(\frac{\cosh \left(\frac{1}{2 \sigma_{1}}(u+l-2 x) \sqrt{2 \cdot}\right)}{\cosh \left(\frac{1}{2 \sigma_{1}}(u-l) \sqrt{2 \cdot}\right)}\right)\right](s)
$$

(see e.g. [2], Section II.1.3). By the strong Markov property of $X^{0, x}$ we then have for $t>0$

$$
\begin{aligned}
Q(t, x)= & \mathbb{P}\left(\tau(x) \leq t, X_{t}^{0, x} \in[l, u]\right)+\mathbb{P}\left(\tau(x)>t, X_{t}^{0, x} \in[l, u]\right) \\
= & \mathbb{E}\left[\mathbb{1}_{\{\tau(x) \leq t\}} \mathbb{E}\left[\mathbb{1}_{[l, u]}\left(X_{t}^{0, x}\right) \mid \mathcal{F}_{\tau}\right]\right]+\mathbb{P}(\tau(x)>t) \\
= & \mathbb{E}\left[\left.\mathbb{1}_{\{\tau(x) \leq t\}} \mathbb{E}\left[\mathbb{1}_{[l, u]}\left(X_{t}^{s, y}\right)\right]\right|_{s=\tau(x), y=X_{\tau}}\right]+\mathbb{P}(\tau(x)>t) \\
= & \mathbb{E}\left[\left.\mathbb{1}_{\{\tau(x) \leq t\}} \mathbb{E}\left[\mathbb{1}_{[l, u]}\left(X_{t-s}^{0, y}\right)\right]\right|_{s=\tau(x), y=X_{\tau}}\right]+\mathbb{P}(\tau(x)>t) \\
= & \mathbb{E}\left[\left.\mathbb{1}_{\left\{\tau(x) \leq t, X_{\tau}=l\right\}} \mathbb{E}\left[\mathbb{1}_{[l, u]}\left(X_{t-s}^{0, l}\right)\right]\right|_{s=\tau(x)}\right]+\mathbb{E}\left[\left.\mathbb{1}_{\left\{\tau(x) \leq t, X_{\tau}=u\right\}} \mathbb{E}\left[\mathbb{1}_{[l, u]}\left(X_{t-s}^{0, u}\right)\right]\right|_{s=\tau(x)}\right] \\
& +\mathbb{P}(\tau(x)>t) \\
= & \mathbb{E}\left[\mathbb{1}_{\left\{\tau(x) \leq t, X_{\tau}=l\right\}} g(t-\tau(x)]+\mathbb{E}\left[\mathbb{1}_{\left\{\tau(x) \leq t, X_{\tau}=u\right\}} g(t-\tau(x)]+\mathbb{P}(\tau(x)>t)\right.\right. \\
= & \mathbb{E}\left[\mathbb{1}_{\{\tau(x) \leq t\}} g(t-\tau(x))\right]+\mathbb{P}(\tau(x)>t) \\
= & \int_{0}^{t} g(t-s) p_{\tau(x)}(s) d s+\mathbb{P}(\tau(x)>t)
\end{aligned}
$$

$$
\begin{aligned}
& =1+\int_{0}^{t}(g(t-s)-1) p_{\tau(x)}(s) d s \\
& =1+\int_{0}^{t}(g(t-s)-1) \mathcal{L}^{-1}\left[\frac{\cosh \left(\frac{1}{2 \sigma_{1}}(u+l-2 x) \sqrt{2 \cdot}\right)}{\cosh \left(\frac{1}{2 \sigma_{1}}(u-l) \sqrt{2 \cdot}\right)}\right](s) d s
\end{aligned}
$$

2. Let $x<l$ and $\tau_{l}(x)$ be the first hitting time of $l$ of the process $X^{0, x}$. Note that $X^{0, x}$ is a Brownian motion with volatility $\sigma_{2}$ up to time $\tau_{l}(x) . \tau_{l}(x)$ has the density

$$
p_{\tau_{l}(x)}(t)=\frac{l-x}{\sqrt{2 \pi} \sigma_{2} t^{\frac{3}{2}}} \exp \left(-\frac{(x-l)^{2}}{2 \sigma_{2}^{2} t}\right)
$$

(see e.g. [2], Section II.1.2). Again the strong Markov property implies that for $t>0$

$$
\begin{aligned}
Q(t, x) & =\mathbb{P}\left(\tau_{l}(x) \leq t, X_{t}^{0, x} \in[l, u]\right)+\mathbb{P}\left(\tau_{l}(x)>t, X_{t}^{0, x} \in[l, u]\right) \\
& =\mathbb{E}\left[\mathbb{1}_{\left\{\tau_{l}(x) \leq t\right\}} g\left(t-\tau_{l}(x)\right)\right] \\
& =\frac{l-x}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} g(t-s) s^{-\frac{3}{2}} \exp \left(-\frac{(x-l)^{2}}{2 \sigma_{2}^{2} s}\right) d s
\end{aligned}
$$

3. Let $x>u$ and $\tau_{u}(x)$ be the first hitting time of $u$ of the process $X^{0, x}$. The stopping time $\tau_{u}$ has the density

$$
p_{\tau_{u}(x)}(t)=\frac{|x-u|}{\sqrt{2 \pi} \sigma_{2} t^{\frac{3}{2}}} \exp \left(-\frac{(x-u)^{2}}{2 \sigma_{2}^{2} t}\right)
$$

We have for $t>0$

$$
\begin{aligned}
Q(t, x) & =\mathbb{P}\left(\tau_{u}(x) \leq t, X_{t}^{0, x} \in[l, u]\right)+\mathbb{P}\left(\tau_{u}(x)>t, X_{t}^{0, x} \in[l, u]\right) \\
& =\mathbb{E}\left[\mathbb{1}_{\left\{\tau_{u}(x) \leq t\right\}} g\left(t-\tau_{u}(x)\right)\right] \\
& =\frac{x-u}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} g(t-s) s^{-\frac{3}{2}} \exp \left(-\frac{(x-u)^{2}}{2 \sigma_{2}^{2} s}\right) d s
\end{aligned}
$$

Finally, note that the equations for $Q$ shown above also extend to $t=0$.
Lemma 4.2 implies that it enough to study the function $g$ since we can represent $Q$ via (19). Moreover, we see that $\mathcal{L}[g]=V(l, \cdot)$ by Corollary 4.1. Therefore, we can characterize $g$ by the inverse Laplace transform of $V(l, \cdot)$. In order to identify $g$, we introduce $D:=\mathbb{C} \backslash(-\infty, 0]$ and define the function

$$
F(z):=\frac{1}{z} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{z}\right)+1}, z \in D
$$

Since the complex square root is not uniquely determined, we define

$$
\begin{equation*}
\sqrt{z}=\sqrt{x+i y}:=\sqrt{\frac{\sqrt{x^{2}+y^{2}}+x}{2}}+i \cdot \operatorname{sgn}^{+}(y) \sqrt{\frac{\sqrt{x^{2}+y^{2}}-x}{2}}, z=x+i y \in \mathbb{C} \tag{21}
\end{equation*}
$$

where $\operatorname{sgn}^{+}(y):=\mathbb{1}_{[0, \infty)}(y)-\mathbb{1}_{(-\infty, 0)}(y)$. From now on, we always understand $\sqrt{z}$ in the sense of (21).

Observe that $F(\lambda)=V(l, \lambda), \lambda>0$. Hence, $F$ is an extension of $V(l, \cdot)$ to the complex domain $D$. We emphasize that $F$ is well-defined and holomorphic on the domain $D$ (see Lemma A.1). Recall that the function $\hat{g}$, defined in (3), is given by

$$
\begin{equation*}
\hat{g}(t)=\frac{1}{\pi} \int_{0}^{\infty} \frac{e^{-s t}}{s} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+\frac{\sigma_{2}}{\sigma_{1}} \tan \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)} d s, t>0 \tag{22}
\end{equation*}
$$

We set

$$
\begin{equation*}
\Gamma(z):=z F(z)-\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}} \tag{23}
\end{equation*}
$$

Now, we can show the following:
Proposition 4.4. We have $\mathcal{L}[g]=\mathcal{L}[\hat{g}]=F$, and $g(t)=\hat{g}(t)$ for almost every $t>0$. In addition, $\hat{g} \in \mathcal{C}^{1}((0, \infty))$ with derivative given by

$$
\begin{equation*}
\hat{g}^{\prime}(t)=-\frac{1}{\pi} \int_{0}^{\infty} e^{-s t} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 s}\right)+\frac{\sigma_{2}}{\sigma_{1}} \tan \left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 s}\right)} d s \tag{24}
\end{equation*}
$$

The Laplace transform of $\hat{g}^{\prime}$ is given by $\Gamma$, i.e. $\mathcal{L}\left[\hat{g}^{\prime}\right](\lambda)=\Gamma(\lambda)=\lambda \mathcal{L}[\hat{g}](\lambda)-\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}, \lambda>0$. Moreover, $\hat{g}(0+)=\lim _{t \downarrow 0} \hat{g}(t)=\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}$.

Remark 4.5.
(a) We have chosen the constant $\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}$ in (23) since

$$
\lim _{\lambda \rightarrow \infty} \lambda F(\lambda)=\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}
$$

motivated by the the identity $g(0+)=\lim _{\lambda \rightarrow \infty} \lambda F(\lambda)$, which holds true if the limit exists (see e.g. Theorem 33.5 in [3]).
(b) $\hat{g}(0+)=\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}$ implies that $\lim _{t \downarrow 0} \mathbb{P}\left(X_{t}^{l} \in[l, u]\right)=\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}$.
(c) We can rewrite the term in the integrand of (24) as follows:

$$
\begin{aligned}
\frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 s}\right)+\frac{\sigma_{2}}{\sigma_{1}} \tan \left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 s}\right)} & =\frac{\frac{1}{2} \sin \left(\frac{u-l}{\sigma_{1}} \sqrt{2 s}\right)}{\frac{\sigma_{1}}{\sigma_{2}} \cos ^{2}\left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 s}\right)+\frac{\sigma_{2}}{\sigma_{1}} \sin ^{2}\left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 s}\right)} \\
& =\frac{\frac{1}{2} \sin \left(\frac{u-l}{\sigma_{1}} \sqrt{2 s}\right)}{\frac{\sigma_{1}}{\sigma_{2}}+\frac{\sigma_{2}^{2}-\sigma_{1}^{2}}{\sigma_{1} \sigma_{2}} \sin ^{2}\left(\frac{u-l}{2 \sigma_{1}} \sqrt{2 s}\right)}, s \in(0, \infty)
\end{aligned}
$$

Proof of Proposition 4.4. Note that $\hat{g} \in \mathcal{C}^{1}((0, \infty))$ follows directly from the definition in (22) and (24) follows from differentiation. Moreover, according to Lemma A. 2 there exists a continuous function $\gamma$, given by (39) in the Appendix below, such that $\mathcal{L}[\gamma]=\Gamma$. We want to show that $\hat{g}^{\prime}=\gamma$. Theorem 27.1 in [3] and Lemma A. 1 imply that for $b>0$

$$
\begin{aligned}
\int_{0}^{t} \gamma(s) d s & =\lim _{r \rightarrow \infty} \frac{1}{2 \pi} \int_{-r}^{r} e^{b+i s} \frac{\Gamma(b+i s)}{b+i s} d s \\
& =\lim _{r \rightarrow \infty} \frac{1}{2 \pi} \int_{-r}^{r} e^{b+i s} F(b+i s) d s-\lim _{r \rightarrow \infty} \frac{1}{2 \pi} \int_{-r}^{r} e^{b+i s} \frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{b+i s} d s \\
& =\hat{g}(t)-\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}, t>0
\end{aligned}
$$

Here we have used the fact that $\mathcal{L}\left[\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}\right](\lambda)=\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{\lambda}, \lambda>0$, and Theorem 24.4 in [3] to determine the second integral in the second line. Hence,

$$
\hat{g}(t)=\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}+\int_{0}^{t} \gamma(s) d s
$$

We observe that $\hat{g}(0+)=\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}, \hat{g}^{\prime}(t)=\gamma(t), t>0$, and $\mathcal{L}\left[\hat{g}^{\prime}\right]=\Gamma$. Now, since $\mathcal{L}\left[\hat{g}^{\prime}\right](\lambda)$ exists for $\lambda>0$ also $\mathcal{L}[\hat{g}](\lambda)$ exists for $\lambda>0$ and

$$
\mathcal{L}[\hat{g}](\lambda)=\frac{1}{\lambda} \mathcal{L}\left[\hat{g}^{\prime}\right](\lambda)+\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{\lambda}=\frac{1}{\lambda} \Gamma(\lambda)+\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{\lambda}=F(\lambda), \lambda>0
$$

(see e.g. Theorem 8.1 in [3]). Finally, we obtain that $g=\hat{g}$, a.e., since both function have the same Laplace transform (see e.g. Theorem 5.4 in [3]).

Proposition 4.4 only yields a formula for $g$ for almost all $t>0$. The reason for this is that functions with equal Laplace transform only coincide up to null sets. Since we do not know a priori that $g$ is continuous, we work for simplicity with the version $\hat{g}$ of $g$ that is equal to the right-hand side of (22) for all $t>0$. Additionally, we introduce a version $\hat{Q}$ of $Q$ that makes a definition of a candidate for the value function of our original control problem (6) possible. With this candidate we perform a verification in the proof of Theorem 2.1. For $(t, x) \in(0, \infty) \times \mathbb{R}$ we define the function $\hat{Q}$ by

$$
\hat{Q}(t, x):= \begin{cases}\frac{l-x}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} \hat{g}(t-s) s^{-\frac{3}{2}} \exp \left(-\frac{(x-l)^{2}}{2 \sigma_{2}^{2} s}\right) d s, & x<l  \tag{25}\\ 1+\int_{0}^{t}(\hat{g}(t-s)-1) \mathcal{L}^{-1}\left[\frac{\cosh \left(\frac{1}{2 \sigma_{1}}(u+l-2 x) \sqrt{2 \cdot}\right)}{\cosh \left(\frac{1}{2 \sigma_{1}}(u-l) \sqrt{2 \cdot}\right)}\right](s) d s, & x \in(l, u) \\ \frac{x-u}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} \hat{g}(t-s) s^{-\frac{3}{2}} \exp \left(-\frac{(x-u)^{2}}{2 \sigma_{2}^{2} s}\right) d s, & x>u \\ \hat{g}(t), & x=l, u\end{cases}
$$

and we set $\hat{Q}(0, x):=\mathbb{1}_{[l, u]}(x)$. We have the following:
Lemma 4.6. The function $\hat{Q}$ has the following properties:
(a) $\hat{Q} \in \mathcal{C}^{1,2}((0, \infty) \times \mathbb{R} \backslash\{l, u\}) \cap \mathcal{C}^{0,1}((0, \infty) \times \mathbb{R})$.
(b) $\hat{Q}(t, \cdot)$ is symmetric in $x=\frac{u+l}{2}$.

Proof. (a) Follows from Lemma A. 4 in the Appendix below.
(b) Follows from the symmetry of $Q$ and the definition.

We can turn to the proof of the main result of this paper, which is presented in the next section.

## 5 Proof of the main result

In this section we first prove, via a classical verification, Theorem 2.1. We then prove Theorem 1.1.

Note that the HJB equation of the control problem (6) is given by

$$
\begin{equation*}
\partial_{t} v(t, x)-\mathbb{1}_{[l, u]}(x)-\sup _{b \in\left[\sigma_{1}, \sigma_{2}\right]} \frac{b^{2}}{2} \partial_{x x} v(t, x)=0, \quad v(0, x)=0 . \tag{26}
\end{equation*}
$$

Proof of Theorem 2.1. 1. Let $w(t, x):=\int_{0}^{t} \hat{Q}(s, x) d s$. We show that $w$ solves the HJB equation (26). Since $\mathcal{L}[\hat{Q}(\cdot, x)]$ exists on $(0, \infty)$ we know by Theorem 8.1 in [3] that also the Laplace transform of $w$ exists and that

$$
\mathcal{L}[w(\cdot, x)](\lambda)=\frac{1}{\lambda} \mathcal{L}[\hat{Q}(\cdot, x)](\lambda), \quad \lambda>0
$$

Moreover, $\mathcal{L}[\hat{Q}(\cdot, x)](\lambda)=V(x, \lambda)$ and $V$ satisfies (13), (14) and (15). Therefore, by multiplying (14) and (15) with $\frac{1}{\lambda}$ we see that the Laplace transform of $w$ solves the equations

$$
\begin{align*}
& \lambda \mathcal{L}[w(\cdot, x)](\lambda)-\frac{1}{\lambda}-\frac{\sigma_{1}^{2}}{2} \partial_{x x} \mathcal{L}[w(\cdot, x)](\lambda)=0, \quad x \in(l, u)  \tag{27}\\
& \lambda \mathcal{L}[w(\cdot, x)](\lambda)-\frac{\sigma_{2}^{2}}{2} \partial_{x x} \mathcal{L}[w(\cdot, x)](\lambda)=0, \quad x \notin[l, u] \tag{28}
\end{align*}
$$

We have that $\mathcal{L}\left[\partial_{t} w(\cdot, x)\right](\lambda)=\lambda \mathcal{L}[w(\cdot, x)](\lambda)$ and $\mathcal{L}\left[\partial_{x x} w(\cdot, x)\right](\lambda)=\partial_{x x} \mathcal{L}[w(\cdot, x)](\lambda)$ for all $\lambda>0$. Consequently, the injectivity of the Laplace transform implies that $w$ satisfies the equations

$$
\begin{align*}
& \partial_{t} w(t, x)-1-\frac{\sigma_{1}^{2}}{2} \partial_{x x} w(t, x)=0, \\
& \partial_{t} w(t, x)-\frac{\sigma_{2}^{2}}{2} \partial_{x x} w(l, x)=0,  \tag{29}\\
& x \notin[l, u] .
\end{align*}
$$

for all $(t, x) \in(0, \infty) \times \mathbb{R}$. Note that the injectivity of the Laplace transform only implies that (29) is satisfies for almost all $t>0$, but the continuity of $\partial_{t} w$ and $\partial_{x x} w$ in $t$ implies that (29) holds true for all $t>0$.

Now, we observe that $\partial_{t} w(t, x)=\hat{Q}(t, x) \in[0,1]$ for all $(t, x) \in(0, \infty) \times \mathbb{R}$. Hence, (29) implies that $w(t, \cdot)$ is concave on $[l, u]$, and convex on $\mathbb{R} \backslash[l, u]$ for all $t>0$. As a direct consequence we obtain that $w$ solves the HJB equation (26).
2. We show that $w=v$. Note that we know by the definition of $w$ that

$$
w(t, x)=\int_{0}^{t} \mathbb{P}\left(X_{s}^{x, \hat{\alpha}} \in[l, u]\right) d s=J(t, x, \hat{\alpha}) \leq v(t, x),(t, x) \in(0, \infty) \times \mathbb{R}
$$

where $X^{x, \hat{\alpha}}$ is the solution of (7) controlled by the feedback control $\hat{\alpha}_{s}=\hat{a}\left(X_{s}^{x, \hat{\alpha}}\right)$ and starting at time 0 in $x$. Hence, it suffices to show that $w(t, x) \geq v(t, x)$. Let $(t, x) \in(0, \infty) \times \mathbb{R}$ and $\alpha \in \mathcal{A}$ be an arbitrary control. We denote by $X^{x, \alpha}$ the process governed by (1) and controlled by $\alpha$. We can apply Itô's formula to $(s, x) \mapsto w(t-s, x)$ between 0 and $t$ and obtain after taking expectations and localizing the terms

$$
\begin{equation*}
0=w(t, x)+\mathbb{E}\left[\int_{0}^{t}\left(-\partial_{t} w\left(t-s, X_{s}^{x, \alpha}\right)+\frac{\alpha_{s}^{2}}{2} \partial_{x x} w\left(t-s, X_{s}^{x, \alpha}\right)\right) d s\right] \tag{30}
\end{equation*}
$$

The application of Itô's formula is possible, because $w \in \mathcal{C}^{1,2}((0, \infty) \times \mathbb{R} \backslash\{l, u\}) \cap \mathcal{C}^{1,1}((0, \infty) \times \mathbb{R})$ and $\partial_{x} w(t, \cdot)$ is absolutely continuous for all $t>0$ (see e.g. Section 3.7 in [4]). Since $w$ solves $(26)$, and $w(t, \cdot)$ is concave on $[l, u]$ and convex otherwise, we can estimate the integrand on the right-hand side of $(30)$ from above by $-\mathbb{1}_{[l, u]}\left(X_{s}^{x, \alpha}\right)$. It follows that

$$
0 \leq w(t, x)-\int_{0}^{t} \mathbb{P}\left(X_{s}^{x, \alpha} \in[l, u]\right) d s
$$

Since the choice of $\alpha$ was arbitrary it follows that $v(t, x) \leq w(t, x)$. Finally, $w=v$ and $\hat{\alpha}$ is an optimal control.

Proof of Theorem 1.1. From the proof of Theorem 2.1 we know that $v(t, x)=\int_{0}^{t} \hat{Q}(s, x) d s$. Now from Equation (20) and the definition of $\hat{Q}$ in (25) we obtain the occupation time bound given in (4).

## 6 Limiting cases

In this section we study the limiting cases $u \rightarrow \infty$ and $l \rightarrow-\infty$. Note that it suffices to consider the case $u \rightarrow \infty$, since the other case can be derived from it. then the control problem reformulates to

$$
\begin{equation*}
v(t, x)=\sup _{\alpha \in \mathcal{A}} \int_{0}^{t} \mathbb{P}\left(X_{s}^{x, \alpha} \geq l\right) d s \tag{31}
\end{equation*}
$$

and the HJB equation is given by

$$
\begin{equation*}
\partial_{t} v(t, x)-\mathbb{1}_{[l, \infty)}(x)-\sup _{b \in\left[\sigma_{1}, \sigma_{2}\right]} \frac{b^{2}}{2} \partial_{x x} v(t, x)=0, \quad v(0, x)=0 . \tag{32}
\end{equation*}
$$

As in the previous sections we consider in the beginning the infinite time horizon problem

$$
V(x)=\sup _{\alpha \in \mathcal{A}} \int_{0}^{\infty} e^{-\lambda t} \mathbb{P}\left(X_{t}^{x, \alpha} \geq l\right) d t
$$

in order to derive a solution to the original problem (31). For the infinite time horizon control problem the HJB equation is given by

$$
\lambda V(x)-\mathbb{1}_{[l, \infty)}(x)-\sup _{b \in\left[\sigma_{1}, \sigma_{2}\right]} \frac{b^{2}}{2} V^{\prime \prime}(x)=0 .
$$

One can solve the control problem by performing a verification with the function, given by the limit of (16) as $u \rightarrow \infty$. Another way is to solve the HJB equation as in Section 3, by assuming that $V$ is convex on $(-\infty, l)$ and concave otherwise, and show by verification that the solution equals the value function. In both cases we obtain that

$$
V(x)= \begin{cases}\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{\lambda} e^{\frac{\sqrt{2 \lambda}}{\sigma_{2}}(x-l)}, & x<l, \\ \frac{1}{\lambda}-\frac{1}{\lambda} \frac{\sigma_{1}}{\sigma_{1}+\sigma_{2}} e^{-\frac{\sqrt{2 \lambda}}{\sigma_{1}}(x-l)}, & x \geq l .\end{cases}
$$

Moreover, the optimal control is given by the feedback function $b(x):=\sigma_{1} \mathbb{1}_{[l, \infty)}(x)+\sigma_{2} \mathbb{1}_{(-\infty, l)}(x)$. Now, to solve our original problem (31) we observe that the inverse Laplace transform of $V$ is given by

$$
\hat{Q}(t, x):=\mathcal{L}^{-1}[V(x)](t)= \begin{cases}\frac{2 \sigma_{2}}{\sigma_{1}+\sigma_{2}}\left(1-\Phi\left(\frac{l-x}{\sigma_{2} \sqrt{ } t}\right)\right), & x<l \\ \frac{2 \sigma_{1}}{\sigma_{1}+\sigma_{2}} \Phi\left(\frac{x-l}{\sigma_{1} \sqrt{ } t}\right), & x \geq l\end{cases}
$$

By applying standard result for Laplace transforms we see that $w$, given by $w(t, x):=\int_{0}^{t} \hat{Q}(s, x) d s$, solves the HJB equation (32). Standard verification arguments imply that $v=w$ and that the optimal control is given by the feedback function $b$.

We remark that the solution in the unbounded case can also be derived from [6] (see in particular Remark 8 in [6]).

## A Appendix

## A. 1 Auxiliary results

Lemma A.1. (a) For all $z \in D$ we have

$$
|F(z)| \leq \frac{1}{|z|}
$$

(b) $F$ is holomorphic on $D:=\mathbb{C} \backslash(-\infty, 0]$.
(c) For any $b>0$ it holds

$$
\lim _{r \rightarrow \infty} \int_{-r}^{r} F(b+i s) e^{(b+i s) t} d s=2 i \int_{0}^{\infty} \frac{e^{-x t}}{x} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x}\right)+\frac{\sigma_{2}}{\sigma_{1}} \tan \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x}\right)} d x .
$$

In particular, the limit on the left-hand side exists and does not depend on the particular choice of $b>0$. Moreover, we can pass to the limit $b \downarrow 0$ and obtain

$$
\lim _{r \rightarrow \infty} \int_{-r}^{r} F(i s) e^{i s t} d s=2 i \int_{0}^{\infty} \frac{e^{-x t}}{x} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x}\right)+\frac{\sigma_{2}}{\sigma_{1}} \tan \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x}\right)} d x
$$

Proof. (a) Recall that for all $x, y \in \mathbb{R}$

$$
\begin{equation*}
\sqrt{x+i y}=\sqrt{\frac{\sqrt{x^{2}+y^{2}}+x}{2}}+i \cdot \operatorname{sgn}^{+}(y) \sqrt{\frac{\sqrt{x^{2}+y^{2}}-x}{2}}, \tag{33}
\end{equation*}
$$

see (21). One can write the complex hyperbolic cotangent as follows:

$$
\begin{equation*}
\operatorname{coth}(x+i y)=\frac{\sinh (2 x)}{\cosh (2 x)-\cos (2 y)}+i \frac{-\sin (2 y)}{\cosh (2 x)-\cos (2 y)}, \tag{34}
\end{equation*}
$$

for any $x, y \in \mathbb{R}$ such that coth is defined. This yields for $z \in \mathbb{C}$ and $x+i y:=\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{z}$

$$
\begin{align*}
& \left\lvert\, \frac{\sigma_{1}}{\sigma_{2}}\right. \\
& \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{z}\right)+\left.1\right|^{2}  \tag{35}\\
& \quad=\left(1+\frac{\sigma_{1}}{\sigma_{2}} \frac{\sinh (2 x)}{\cosh (2 x)-\cos (2 y)}\right)^{2}+\left(-\frac{\sigma_{1}}{\sigma_{2}} \frac{\sin (2 y)}{\cosh (2 x)-\cos (2 y)}\right)^{2}  \tag{36}\\
& \quad \geq 1+\left(-\frac{\sigma_{1}}{\sigma_{2}} \frac{\sin (2 y)}{\cosh (2 x)-\cos (2 y)}\right)^{2} \geq 1,
\end{align*}
$$

where we have used that $x=\frac{u-l}{\sqrt{2} \sigma_{1}} \operatorname{Re}(\sqrt{z})>0$. We emphasize that the inequalities in (36) extend to the case where $x=0$ and $y=i k \pi, k \in \mathbb{Z}$, because $\operatorname{coth}(x+i y)$ has a pole in those points implying that $\infty \geq 1$. It follows that

$$
\begin{equation*}
|F(z)|=\frac{1}{|z|} \frac{1}{\left|\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{m-l}{\sigma_{1}} \sqrt{2 z}\right)+1\right|} \leq \frac{1}{|z|}, z \in \mathbb{C} . \tag{37}
\end{equation*}
$$

(b) The complex hyperbolic cotangent function coth is defined and holomorphic on $\mathbb{C} \backslash\{i k \pi$ : $k \in \mathbb{Z}\}$. Moreover, (33) implies that for all $z \in D$ we have $\operatorname{Re}(\sqrt{z})>0$ and $\sqrt{ }$. is holomorphic on $D$. Combining these facts with (36) yields that $F$ is holomorphic on $D$ by the chain rule.
(c) Let $b>0, \varepsilon>0$ sufficiently small and $r>\varepsilon$. Fix $t>0$. By Cauchy's theorem we have that the integral over the contour shown in figure 1 below is equal to zero, i.e.

$$
\int_{-r}^{r} F(b+i s) e^{(b+i s) t} d s=-\sum_{i=1}^{7} \int_{\gamma_{i}(r, \varepsilon)} F(z) e^{z t} d z .
$$

The integral over $\gamma_{1}, \gamma_{2}, \gamma_{6}$ and $\gamma_{7}$ converges to zero as $r \rightarrow \infty$ : One can bound $|F(z)|$ by $\frac{1}{r}$ for $z \in \operatorname{Ran}\left(\gamma_{i}\right)$, see (37). We have e.g.

$$
\left|\int_{\gamma_{1}} F(z) e^{z t} d z\right|=\left|\int_{0}^{b+r} F(b-s+i r) e^{b-s+i r} d s\right| \leq \frac{e^{b}}{r} \int_{0}^{b+r} e^{-s} d s=\frac{e^{b}}{r}\left(1-e^{-(b+r)}\right) \xrightarrow{r \rightarrow \infty} 0 .
$$



Figure 1: Contour for Cauchy's theorem
The contour integrals over $\gamma_{2}, \gamma_{6}, \gamma_{7}$ can be estimated in the same way. That implies for $i=$ $1,2,6,7$

$$
\lim _{r \rightarrow \infty} \int_{\gamma_{i}} F(z) e^{z t} d z=0
$$

Contour integral over $\gamma_{4}$ : We have that

$$
\left|\int_{\gamma_{4}} F(z) e^{z t} d z\right| \leq\left(\max _{z \in \operatorname{Ran}\left(\gamma_{4}\right)}\left|F(z) e^{z t}\right|\right)\left(\text { length of } \gamma_{4}\right)=\frac{2 \pi \varepsilon}{\varepsilon} \max _{|z|=\varepsilon}\left(\frac{1}{\left|\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{z}\right)+1\right|}\right) .
$$

Using (33) we see that for $z=x+i y \in \mathbb{C},|z|=\varepsilon$,

$$
\sqrt{z}=\sqrt{\frac{\sqrt{x^{2}+y^{2}}+x}{2}}+i \cdot \operatorname{sgn}^{+}(y) \sqrt{\frac{\sqrt{x^{2}+y^{2}}-x}{2}}=\frac{1}{\sqrt{2}}\left(\sqrt{\varepsilon+x}+i \cdot \operatorname{sgn}^{+}(y) \sqrt{\varepsilon-x}\right),
$$

and thus with (35) and L'Hôpital's rule

$$
\begin{aligned}
\frac{1}{\left|\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{z}\right)+1\right|} & \leq \frac{\sigma_{2}}{\sigma_{1}} \frac{\cosh \left(\frac{u-l}{\sigma_{1}} \sqrt{\varepsilon+x}\right)-\cos \left(\frac{u-l}{\sigma_{1}} \sqrt{\varepsilon-x}\right)}{\sinh \left(\frac{u-l}{\sigma_{1}} \sqrt{\varepsilon+x}\right)} \\
& \leq \frac{\cosh \left(\frac{u-l}{\sigma_{1}} \sqrt{\varepsilon}\right)-\cos \left(\frac{u-l}{\sigma_{1}} \sqrt{\varepsilon}\right)}{\sinh \left(\frac{u-l}{\sigma_{1}} \sqrt{\varepsilon}\right)} \stackrel{\varepsilon \downarrow 0}{\longrightarrow} 0 .
\end{aligned}
$$

From the first to the second line we have used that the term is monotonically decreasing in $x$. To sum up, the contour integral over $\gamma_{4}$ converges to zero as $\varepsilon \downarrow 0$.

Contour integral over $\gamma_{3}$ : One can parametrize $\gamma_{3}$ e.g. by $\gamma_{3}(s)=-s+i \frac{\varepsilon}{2}, s \in\left[\frac{\sqrt{3}}{2} \varepsilon, r\right]$. We have

$$
\int_{\gamma_{3}} F(z) e^{z t} d z=-\int_{\frac{\sqrt{3}}{2} \varepsilon}^{r} F\left(-s+i \frac{\varepsilon}{2}\right) e^{\left(-s+i \frac{\varepsilon}{2}\right) t} d s
$$

First of all, we want to take the limit $\varepsilon \downarrow 0$. Observe that with $C:=\frac{u-l}{2 \sigma_{1}}$ and

$$
x:=C \sqrt{\sqrt{s^{2}+\frac{\varepsilon^{2}}{4}}-s}, \quad y:=C \sqrt{\sqrt{s^{2}+\frac{\varepsilon^{2}}{4}}+s}
$$

we obtain by using (34) that

$$
\begin{aligned}
\left|\operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{-s+i \frac{\varepsilon}{2}}\right)+\frac{\sigma_{2}}{\sigma_{1}}\right|^{2} & =\left|\operatorname{coth}(x+i y)+\frac{\sigma_{2}}{\sigma_{1}}\right|^{2} \\
& =\left(\frac{\sigma_{2}}{\sigma_{1}}+\frac{\sinh (2 x)}{\cosh (2 x)-\cos (2 y)}\right)^{2}+\left(\frac{\sin (2 y)}{\cosh (2 x)-\cos (2 y)}\right)^{2} \\
& \geq\left(\frac{\sigma_{2}}{\sigma_{1}}\right)^{2}+\left(\frac{\sin (2 y)}{1-\cos (2 y)}\right)^{2} \geq 1+\left(\frac{\sin (2 y)}{1-\cos (2 y)}\right)^{2} \\
& =1+\cot ^{2}(y)=\frac{1}{\sin ^{2}(y)}=\frac{1}{\sin ^{2}\left(C \sqrt{\sqrt{s^{2}+\frac{\varepsilon^{2}}{4}}+s}\right)}, s>0
\end{aligned}
$$

Hence, we have

$$
\begin{aligned}
\mathbb{1}_{\left[\frac{\sqrt{3}}{2} \varepsilon, 1\right]}(s)\left|F\left(-s+i \frac{\varepsilon}{2}\right)\right| & \leq \mathbb{1}_{\left[\frac{\sqrt{3}}{2} \varepsilon, 1\right]}(s) \frac{1}{s} \left\lvert\, \sin \left(C \sqrt{\left.\sqrt{s^{2}+\frac{\varepsilon^{2}}{4}}+s\right) \mid}\right.\right. \\
& \leq \mathbb{1}_{\left[\frac{\sqrt{3}}{2} \varepsilon, 1\right]}(s) \frac{\left|\sin \left(C \sqrt{2 s+\frac{\varepsilon}{2}}\right)\right|}{s} \leq \frac{|\sin (C \sqrt{3 s})|}{s}, s>0
\end{aligned}
$$

Note that the function $\frac{1}{s}|\sin (C \sqrt{3 s})|$ is absolutely integrable on $[0, r]$. Dominated convergence with domination by this function yields

$$
\lim _{\varepsilon \downarrow 0} \int_{\frac{\sqrt{3}}{2} \varepsilon}^{r} F\left(-s+i \frac{\varepsilon}{2}\right) e^{\left(-s+i \frac{\varepsilon}{2}\right) t} d s=\int_{0}^{r} F(-s) e^{-s t} d s
$$

In particular, the integral on the right-hand sides exists and converges absolutely. Now, we consider the limit $r \rightarrow \infty$ : Since $|F(-s)| \leq 1$ according to (35) the integral $\int_{1}^{\infty} F(-s) e^{-s t} d s$ converges absolutely. Consequently, also the integral $\int_{0}^{\infty} F(-s) e^{-s t} d s$ converges absolutely and

$$
\begin{align*}
\lim _{r \rightarrow \infty} \lim _{\varepsilon \downarrow 0} \int_{\gamma_{3}} F(z) e^{z t} d z & =\int_{0}^{\infty} F(-s) e^{-s t} d s \\
& =-\int_{0}^{\infty} e^{-s t} \frac{1}{s} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(i \frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+1} d s  \tag{38}\\
& =-\int_{0}^{\infty} e^{-s t} \frac{1}{s} \frac{1}{-i \frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+1} d s
\end{align*}
$$

In the same way one can show that the contour integral over $\gamma_{5}$ converges. We obtain

$$
\lim _{r \rightarrow \infty} \lim _{\varepsilon \downarrow 0} \int_{\gamma_{5}} F(z) e^{z t} d z=\lim _{r \rightarrow \infty} \lim _{\varepsilon \downarrow 0} \int_{\frac{\sqrt{3}}{2} \varepsilon}^{r} F\left(-s-i \frac{\varepsilon}{2}\right) e^{\left(-s-i \frac{\varepsilon}{2}\right) t} d s
$$

$$
\begin{aligned}
& =\int_{0}^{\infty} \frac{e^{-s t}}{s} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}}(-i) \sqrt{s}\right)+1} d s \\
& =\int_{0}^{\infty} \frac{e^{-s t}}{s} \frac{1}{i \frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+1} d s
\end{aligned}
$$

In addition, the integral on the right-hand side converges absolutely. Summing up, we obtain that

$$
\begin{aligned}
\lim _{r \rightarrow \infty} & \int_{-r}^{r} F(b+i s) e^{(b+i s) t} d s \\
& =\int_{0}^{\infty} e^{-s t} \frac{1}{s} \frac{1}{-i \frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+1} d s-\int_{0}^{\infty} \frac{e^{-s t}}{s} \frac{1}{i \frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+1} d s \\
& =\int_{0}^{\infty} \frac{e^{-s t}}{s}\left(\frac{1}{-i \frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+1}-\frac{1}{i \frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+1}\right) d s \\
& =\int_{0}^{\infty} \frac{e^{-s t}}{s} \frac{2 i \frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)}{\left(\frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)\right)^{2}-1} d s \\
& =2 i \int_{0}^{\infty} \frac{e^{-s t}}{s} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+\frac{\sigma_{2}}{\sigma_{1}} \tan \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)} d s, t>0 .
\end{aligned}
$$

Now, we consider the limit $b \downarrow 0$ : Using the arguments above we have that

$$
\int_{-r}^{r} F(b+i s) e^{(b+i s) t} d s=-\sum_{i=1}^{7} \int_{\gamma_{i}(r, \varepsilon)} F(z) e^{z t} d z
$$

By taking the limit $\varepsilon \downarrow 0$ on the right-hand side we see that only $\gamma_{1}$ and $\gamma_{7}$ depend on the choice of $b$. Moreover, we can use dominated convergence for the limit $b \downarrow 0$ and obtain

$$
\begin{aligned}
& \int_{-r}^{r} F(i s) e^{i s t} d s=\int_{0}^{r} F(-s+i r) e^{-s+i r} d s-\int_{0}^{r} F(s-r-i r) e^{s-r-i r} d s \\
&-\int_{\gamma_{2}} F(z) e^{z t} d z-\int_{\gamma_{6}} F(z) e^{z t} d z \\
&+2 i \int_{0}^{r} \frac{e^{-s t}}{s} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+\frac{\sigma_{2}}{\sigma_{1}} \tan \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)} d s
\end{aligned}
$$

Taking the limit $r \rightarrow \infty$ yields

$$
\lim _{r \rightarrow \infty} \int_{-r}^{r} F(i s) e^{i s t} d s=2 i \int_{0}^{\infty} \frac{e^{-s t}}{s} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \cot \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)+\frac{\sigma_{2}}{\sigma_{1}} \tan \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{s}\right)} d s
$$

Lemma A.2. The function $\Gamma$, defined in (23), has the following properties:
(a) $\Gamma$ is holomorphic on $\{z \in \mathbb{C}: \operatorname{Re}(z)>0\}$.
(b) For all $x \geq 0$ we have

$$
\int_{-\infty}^{\infty}|\Gamma(x+i y)| d y<\infty
$$

and $\Gamma(z)=\Gamma(x+i y)$ converges to zero as $z=x+i y$ converges two-dimensionally to infinity in every half-plane $x \geq 0$.
(c) $\Gamma$ can be represented as Laplace transform of a continuous function $\gamma: \mathbb{R} \rightarrow \mathbb{R}$. For all $x>0$ we have

$$
\gamma(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Gamma(x+i s) e^{i t s} d s, t \in \mathbb{R}
$$

where the right-hand side does not depend on the particular choice of $x>0$. In addition, $\gamma(t)=0, t \leq 0$ and

$$
\begin{equation*}
\gamma(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Gamma(i s) e^{i t s} d s=\frac{2}{\pi} \int_{0}^{\infty} R e(\Gamma(i s)) \cos (t s) d s, t>0 \tag{39}
\end{equation*}
$$

Remark A. 3 (cf. [3], chapter 28). We say that a function $f: \mathbb{C} \rightarrow \mathbb{C}$ converges in the half-plane $x \geq x_{0}$ to zero as $z=x+i y$ converges two-dimensionally to $\infty$ if for every $\varepsilon>0$ there exists $R>0$ such that

$$
|f(z)| \leq \varepsilon
$$

for all $z \in \mathbb{C}$ with $\operatorname{Re}(z) \geq x_{0},|z|>R$.
Proof. (a) Follows from Lemma A. 1 (a).
(b) For the following estimates let $x, y \in \mathbb{R}, x>0$, be fixed. We want to estimate $|\Gamma(x+i y)|$ in order to show the absolute integrability of $\Gamma(x+i \cdot)$. We denote by $r$ and $s$ the real and imaginary part of $\sqrt{2}(u-l) \sigma_{1}^{-1} \sqrt{x+i y}$, i.e. $r+i s:=\sqrt{2}(u-l) \sigma_{1}^{-1} \sqrt{x+i y}$. In particular,

$$
r:=\frac{u-l}{\sigma_{1}} \sqrt{\sqrt{x^{2}+y^{2}}+x}, \quad s:= \pm \frac{u-l}{\sigma_{1}} \sqrt{\sqrt{x^{2}+y^{2}}-x}
$$

where the sign of $s$ depends on the sign of $y$ (recall the formula (33)). Using the formula for the complex hyperbolic cotangent (34) we have

$$
\begin{aligned}
\left|\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x+i y}\right)+1\right| & =\left|\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{r+i s}{2}\right)+1\right| \\
& \geq 1+\frac{\sigma_{1}}{\sigma_{2}} \frac{\sinh (r)}{\cosh (r)-\cos (s)} \geq 1+\frac{\sigma_{1}}{\sigma_{2}} \frac{\sinh (r)}{\cosh (r)}
\end{aligned}
$$

Moreover, we have

$$
\begin{aligned}
\mid 1- & \left.\operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x+i y}\right)\right|^{2}=\left|1-\operatorname{coth}\left(\frac{r+i s}{2}\right)\right|^{2} \\
& =\left(1-\frac{\sinh (r)}{\cosh (r)-\cos (s)}\right)^{2}+\left(\frac{\sin (s)}{\cosh (r)-\cos (s)}\right)^{2} \\
& =\frac{\sinh ^{2}(r)-2 \sinh (r)(\cosh (r)-\cos (s))+(\cosh (r)-\cos (s))^{2}+\sin ^{2}(s)}{(\cosh (r)-\cos (s))^{2}} \\
& =\frac{(\cosh (r)-\sinh (r))^{2}+2 \sinh (r) \cos (s)-2 \cosh (r) \cos (s)+\cos ^{2}(s)+\sin ^{2}(s)}{(\cosh (r)-\cos (s))^{2}} \\
& =\frac{2-2 \cos (s)(\cosh (r)-\sinh (r))}{(\cosh (r)-\cos (s))^{2}}
\end{aligned}
$$

$$
\leq \frac{2}{(\cosh (r)-\cos (s))^{2}}
$$

Combining the estimates above we see that

$$
\begin{aligned}
|\Gamma(x+i y)| & =\left|\frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x+i y}\right)+1}-\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}\right| \\
& =\left|\frac{1-\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}\left(\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x+i y}\right)+1\right)}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x+i y}\right)+1}\right| \\
& =\frac{\sigma_{1}}{\sigma_{1}+\sigma_{2}} \frac{\left|1-\operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x+i y}\right)\right|}{\left.\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{x+i y}\right)+1 \right\rvert\,} \\
& \leq \frac{\sigma_{1}}{\sigma_{1}+\sigma_{2}} \frac{\sqrt{2}}{\cosh (r)-\cos (s)}\left(1+\frac{\sigma_{1}}{\sigma_{2}} \frac{\sinh (r)}{\cosh (r)-\cos (s)}\right)^{-1} \\
& =\frac{\sqrt{2} \sigma_{1}}{\sigma_{1}+\sigma_{2}}\left(\cosh (r)-\cos (s)+\frac{\sigma_{1}}{\sigma_{2}} \sinh (r)\right)^{-1} \\
& \leq \frac{\sqrt{2} \sigma_{1}}{\sigma_{1}+\sigma_{2}}\left(\frac{\sigma_{1}}{\sigma_{2}} \sinh (r)\right)^{-1} \leq \frac{\sqrt{2} \sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{\sinh \left(\frac{u-l}{\sigma_{1}} \sqrt{\sqrt{x^{2}+y^{2}}+x}\right)}{} \\
& \leq \frac{\sqrt{2} \sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{\sinh \left(\frac{u-l}{\sigma_{1}} \sqrt{|y|}\right)}
\end{aligned}
$$

In the last steps we have used that $\cosh (r)-\cos (s) \geq 0$, and that $\sqrt{|y|} \leq \sqrt{\sqrt{x^{2}+y^{2}}+x}$.
Now, we have that

$$
\int_{0}^{1}|\Gamma(x+i y)| d y \leq \frac{\sqrt{2} \sigma_{2}}{\sigma_{1}+\sigma_{2}} \int_{0}^{1} \frac{1}{\sinh \left(\frac{u-l}{\sigma_{1}} \sqrt{y}\right)} d y=\frac{\sqrt{2} \sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{2 \sigma_{1}^{2}}{(u-l)^{2}} \int_{0}^{\frac{u-l}{\sigma_{1}}} \frac{y}{\sinh (y)} d y<\infty
$$

since $0 \leq y \leq \sinh (y)$ for $y \geq 0$. Moreover,

$$
\begin{aligned}
\int_{1}^{\infty}|\Gamma(x+i y)| d y & \leq \frac{\sqrt{2} \sigma_{2}}{\sigma_{1}+\sigma_{2}} \int_{1}^{\infty} \frac{1}{\sinh \left(\frac{u-l}{\sigma_{1}} \sqrt{y}\right)} d y=\frac{\sqrt{2} \sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{2 \sigma_{1}^{2}}{(u-l)^{2}} \int_{\frac{u-l}{\sigma_{1}}}^{\infty} \frac{y}{\sinh (y)} d y \\
& \leq \frac{\sqrt{2} \sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{2 \sigma_{1}^{2}}{(u-l)^{2}} \frac{2}{1-e^{-2}} \int_{\frac{u-l}{\sigma_{1}}}^{\infty} y e^{-y} d y<\infty
\end{aligned}
$$

Hence, $\int_{0}^{\infty}|\Gamma(x+i y)| d y<\infty$. In exactly the same way one can argue that $\int_{-\infty}^{0}|\Gamma(x+i y)| d y<\infty$. We obtain that $\Gamma(x+i \cdot)$ is absolutely integrable for all $x>0$.

The convergence of $\Gamma(z)$ to zero as $z$ tends two-dimensionally to infinity follows from the estimates above: Let $\varepsilon>0$. Since $\sinh (a)$ converges to $\infty$ as $a \rightarrow \infty$, there exists an $R>0$ such that

$$
|\Gamma(z)|=|\Gamma(x+i y)| \leq \frac{\sqrt{2} \sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{\sinh \left(\frac{u-l}{\sigma_{1}} \sqrt{\sqrt{x^{2}+y^{2}}+x}\right)}<\varepsilon
$$

for all $z=x+i y \in \mathbb{C}$ with $|z|=\sqrt{x^{2}+y^{2}}>R$ and $x \geq 0$.
(c) Theorem 28.2 in [3] implies that there exists a continuous $\gamma: \mathbb{R} \rightarrow \mathbb{R}$ such that $\mathcal{L}[\gamma]=\Gamma$ and

$$
\begin{equation*}
\gamma(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Gamma(x+i s) e^{i t s} d s, t \in \mathbb{R} \tag{40}
\end{equation*}
$$

since the points (a) and (b) yield the sufficient conditions. The right-hand side does not depend on the choice of $x$ and $\gamma(t)=0, t \leq 0$. Dominated convergence with domination by

$$
\frac{\sqrt{2} \sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{\sinh \left(\frac{u-l}{\sigma_{1}} \sqrt{|y|}\right)}
$$

implies that we can take the limit $x \rightarrow 0$ on the right-hand side of (40) and obtain

$$
\gamma(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Gamma(i s) e^{i t s} d s, t \in \mathbb{R}
$$

Note that $\Gamma(-i s)=\overline{\Gamma(i s)}, s \in \mathbb{R}$, since $\sqrt{-i s}=\overline{\sqrt{i s}}, s \in \mathbb{R}, \operatorname{coth}(\bar{z})=\overline{\operatorname{coth}(z)}, z \in \mathbb{C}$, we have that

$$
\begin{aligned}
\Gamma(-i s) & =\frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{-i s}\right)+1}-\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}} \\
& =\frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{i s}\right)+1}-\frac{\sigma_{2}}{\sigma_{1}+\sigma_{2}}=\overline{\Gamma(i s)}, s \in \mathbb{R}
\end{aligned}
$$

This implies together with the property $\gamma(t)=0, t \leq 0$, that for $t>0$

$$
\begin{aligned}
\gamma(t) & =\gamma(t)+\gamma(-t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Gamma(i s)\left(e^{i t s}-e^{-i t s}\right) d s=\frac{1}{\pi} \int_{-\infty}^{\infty} \Gamma(i s) \cos (t s) d s \\
& =\frac{1}{\pi} \int_{0}^{\infty} \Gamma(i s) \cos (t s) d s+\frac{1}{\pi} \int_{-\infty}^{0} \Gamma(i s) \cos (t s) d s \\
& =\frac{1}{\pi} \int_{0}^{\infty} \Gamma(i s) \cos (t s) d s+\frac{1}{\pi} \int_{0}^{\infty} \overline{\Gamma(i s)} \cos (t s) d s=\frac{2}{\pi} \int_{0}^{\infty} \operatorname{Re}(\Gamma(i s)) \cos (t s) d s
\end{aligned}
$$

## A. 2 Smoothness properties of $\hat{Q}$

Lemma A.4. $\hat{Q} \in \mathcal{C}^{1,2}((0, \infty) \times \mathbb{R} \backslash\{l, u\}) \cap \mathcal{C}^{0,1}((0, \infty) \times \mathbb{R})$. The derivatives are given by the formulas in the proof.

Proof. 1. Continuity of $\hat{Q}: \hat{Q}$ is obviously continuous on $(0, \infty) \times((-\infty, l) \cup(l, u) \cup(u, \infty))$. We consider the point $x=u$. Let $t>0$. Then using integration by parts we see that

$$
\begin{aligned}
\lim _{x \downarrow u} \hat{Q}(t, x) & =\lim _{x \downarrow u}\left(2 \hat{g}(t)-2 \hat{g}(0+) \Phi\left(\frac{x-u}{\sigma_{2} \sqrt{t}}\right)-\int_{0}^{t} 2 \hat{g}^{\prime}(t-s) \Phi\left(\frac{x-u}{\sigma_{2} \sqrt{s}}\right) d s\right) \\
& =2 \hat{g}(t)-\hat{g}(0+)-(\hat{g}(t)-\hat{g}(0+))=\hat{g}(t)
\end{aligned}
$$

and similarly,

$$
\lim _{x \uparrow u} \hat{Q}(t, x)=1+\lim _{x \uparrow u} \int_{0}^{t}(\hat{g}(t-s)-1) \frac{u-x}{\sqrt{2 \pi} \sigma_{1} s^{\frac{3}{2}}} \exp \left(\frac{(u-x)^{2}}{2 \sigma_{1}^{2} s}\right) d s
$$

$$
\begin{aligned}
& \quad+\lim _{x \uparrow u} \int_{0}^{t}(\hat{g}(t-s)-1) \sum_{k \neq 0}(-1)^{k} \frac{u-x+k(u-l)}{\sqrt{2 \pi} \sigma_{1} s^{\frac{3}{2}}} \exp \left(\frac{(u-x+k(u-l))^{2}}{2 \sigma_{1}^{2} s}\right) d s \\
& =1+\lim _{x \uparrow u}\left(2(\hat{g}(t)-1)-2(\hat{g}(0+)-1) \Phi\left(\frac{u-x}{\sigma_{1} \sqrt{t}}\right)-\int_{0}^{t} 2 \hat{g}^{\prime}(t-s) \Phi\left(\frac{u-x}{\sigma_{1} \sqrt{s}}\right) d s\right) \\
& \quad+\int_{0}^{t}(\hat{g}(t-s)-1) \sum_{k \neq 0}(-1)^{k} \frac{k(u-l)}{\sqrt{2 \pi} \sigma_{1} s^{\frac{3}{2}}} \exp \left(\frac{(k(u-l))^{2}}{2 \sigma_{1}^{2} s}\right) d s \\
& =\hat{g}(t) .
\end{aligned}
$$

Hence, $\hat{Q}(t, \cdot)$ is continuous in $x=u$. The symmetry of $\hat{Q}$ implies that $\hat{Q}(t, \cdot)$ is also continuous in $x=l$. Thus, $\hat{Q} \in \mathcal{C}^{0,0}((0, \infty) \times \mathbb{R})$.
2. Differentiability w.r.t. $t$ : We know that $\hat{g} \in \mathcal{C}^{1}((0, \infty))$ and therefore also $\hat{Q}$ is continuously differentiable in time, except for the points $x=l, u$, where the derivatives are not continuous. Using Leibniz's integral rule we can calculate the derivative explicitly: For $x<l$ we have

$$
\begin{aligned}
\partial_{t} \hat{Q}(t, x)= & \frac{l-x}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} \hat{g}^{\prime}(t-s) s^{-\frac{3}{2}} \exp \left(-\frac{(x-l)^{2}}{2 s \sigma_{2}^{2}}\right) d s \\
& +\frac{l-x}{\sqrt{2 \pi} \sigma_{2}} \hat{g}(0+) t^{-\frac{3}{2}} \exp \left(-\frac{(x-l)^{2}}{2 t \sigma_{2}^{2}}\right) \\
= & \frac{l-x}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} \hat{g}(t-s) s^{-\frac{7}{2}}\left(\frac{(l-x)^{2}}{2 \sigma_{2}^{2}}-\frac{3}{2} s\right) \exp \left(-\frac{(x-l)^{2}}{2 s \sigma_{2}^{2}}\right) d s, t>0 .
\end{aligned}
$$

For $x \in(l, u)$ we observe that

$$
\begin{aligned}
\partial_{t} \hat{Q}(t, x)= & \sum_{k=-\infty}^{\infty}(-1)^{k} \int_{0}^{t} \hat{g}^{\prime}(t-s) \frac{u-x+k(u-l)}{\sqrt{2 \pi} \sigma_{1} s^{\frac{3}{2}}} \exp \left(-\frac{(u-x+k(u-l))^{2}}{2 \sigma_{1}^{2} s}\right) d s \\
& +\sum_{k=-\infty}^{\infty}(-1)^{k}(\hat{g}(0+)-1) \frac{u-x+k(u-l)}{\sqrt{2 \pi} \sigma_{1} t^{\frac{3}{2}}} \exp \left(-\frac{(u-x+k(u-l))^{2}}{2 \sigma_{1}^{2} t}\right) \\
= & \sum_{k=-\infty}^{\infty}(-1)^{k} \frac{u-x+k(u-l)}{\sqrt{2 \pi} \sigma_{1}} \int_{0}^{t}(\hat{g}(t-s)-1) s^{-\frac{7}{2}}\left(\frac{(u-x+k(u-l))^{2}}{2 \sigma_{1}^{2} s^{\frac{3}{2}}}-\frac{3}{2} s\right) \\
& \cdot \exp \left(-\frac{(u-x+k(u-l))^{2}}{2 \sigma_{1}^{2} s}\right) d s .
\end{aligned}
$$

Note also Remark 4.3 for details on the uniform convergence of the series.
The symmetry of $\hat{Q}$ in $\frac{l+u}{2}$ implies that for $x>u$

$$
\partial_{t} \hat{Q}(t, x)=\frac{x-u}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} \hat{g}(t-s) s^{-\frac{7}{2}}\left(\frac{(x-u)^{2}}{2 \sigma_{2}^{2}}-\frac{3}{2} s\right) \exp \left(-\frac{(x-u)^{2}}{2 s \sigma_{2}^{2}}\right) d s, t>0 .
$$

For $x=l, u$ we have

$$
\partial_{t} \hat{Q}(t, x)=\hat{g}(t), t>0 .
$$

3. Differentiabiliy w.r.t. $x$ : For $x<l$ we have for $t>0$

$$
\begin{align*}
\partial_{x} \hat{Q}(t, x) & =\frac{1}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} \hat{g}(t-s) s^{-\frac{3}{2}}\left(\frac{(l-x)^{2}}{s \sigma_{2}^{2}}-1\right) \exp \left(-\frac{(x-l)^{2}}{2 s \sigma_{2}^{2}}\right) d s  \tag{41}\\
\partial_{x x} \hat{Q}(t, x) & =\frac{(l-x)^{3}}{\sqrt{2 \pi} \sigma_{2}^{5}} \int_{0}^{t} \hat{g}(t-s) s^{-\frac{7}{2}}\left(1-\frac{3 s \sigma_{2}^{2}}{(l-x)^{2}}\right) \exp \left(-\frac{(x-l)^{2}}{2 s \sigma_{2}^{2}}\right) d s \tag{42}
\end{align*}
$$

For $x \in(l, u)$ we have for $t>0$

$$
\begin{array}{r}
\partial_{x} \hat{Q}(t, x)=\sum_{k=-\infty}^{\infty}(-1)^{k} \int_{0}^{t} \frac{g(t-s)-1}{\sqrt{2 \pi} \sigma_{1} s^{\frac{3}{2}}}\left(\frac{(u-x+k(u-l))^{2}}{\sigma_{1}^{2} s}-1\right) \\
\quad \exp \left(-\frac{(u-x+k(u-l))^{2}}{2 \sigma_{1}^{2} s}\right) d s \tag{43}
\end{array}
$$

and

$$
\begin{aligned}
\partial_{x x} \hat{Q}(t, x)=\sum_{k=-\infty}^{\infty}(-1)^{k} \int_{0}^{t} \frac{g(t-s)-1}{\sqrt{2 \pi}} \frac{u-x+k(u-l)}{\sigma_{1}^{3} s^{\frac{5}{2}}} & \left(\frac{(u-x+k(u-l))^{2}}{\sigma_{1}^{2} s}-3\right) \\
& \cdot \exp \left(-\frac{(u-x+k(u-l))^{2}}{2 \sigma_{1}^{2} s}\right) d s
\end{aligned}
$$

For $x>u$ we can again use the symmetry of $\hat{Q}$ and obtain that for $t>0$

$$
\begin{aligned}
\partial_{x} \hat{Q}(t, x) & =\frac{1}{\sqrt{2 \pi} \sigma_{2}} \int_{0}^{t} \hat{g}(t-s) s^{-\frac{3}{2}}\left(\frac{(x-u)^{2}}{2 s \sigma_{2}^{2}}-1\right) \exp \left(-\frac{(x-u)^{2}}{2 s \sigma_{2}^{2}}\right) d s \\
\partial_{x x} \hat{Q}(t, x) & =\frac{(x-u)^{3}}{\sqrt{2 \pi} \sigma_{2}^{5}} \int_{0}^{t} \hat{g}(t-s) s^{-\frac{7}{2}}\left(1-\frac{3 s \sigma_{2}^{2}}{(x-u)^{2}}\right) \exp \left(-\frac{(x-u)^{2}}{2 s \sigma_{2}^{2}}\right) d s
\end{aligned}
$$

4. Differentiability of $\hat{Q}$ in $x=l, u$ : For $(t, x) \in(0, \infty) \times(-\infty, l)$ we have using (41) and integration by parts

$$
\partial_{x} \hat{Q}(t, x)=\frac{2}{\sqrt{2 \pi} \sigma_{2}}\left(\hat{g}(0+) t^{-\frac{1}{2}} \exp \left(-\frac{(l-x)^{2}}{2 t \sigma_{2}^{2}}\right)+\int_{0}^{t} \hat{g}^{\prime}(t-s) s^{-\frac{1}{2}} \exp \left(-\frac{(l-x)^{2}}{2 s \sigma_{2}^{2}}\right) d s\right) .
$$

Thus, taking the limit $x \uparrow l$ yields

$$
\lim _{x \uparrow l} \partial_{x} \hat{Q}(t, x)=\frac{2}{\sqrt{2 \pi} \sigma_{2}}\left(\hat{g}(0+) t^{-\frac{1}{2}}+\int_{0}^{t} \hat{g}^{\prime}(t-s) s^{-\frac{1}{2}} d s\right) .
$$

and the Laplace transform of the right-hand side is given by

$$
\begin{aligned}
\mathcal{L}\left[\lim _{x \uparrow l} \partial_{x} \hat{Q}(\cdot, x)\right](\lambda) & =\frac{2}{\sqrt{2 \pi} \sigma_{2}} \mathcal{L}\left[(\cdot)^{-\frac{1}{2}}\right](\lambda)\left(\hat{g}(0+)+\mathcal{L}\left[\hat{g}^{\prime}\right](\lambda)\right) \\
& =\frac{2}{\sqrt{2} \sigma_{2}} \frac{1}{\sqrt{\lambda}}(\hat{g}(0+)+\lambda F(\lambda)-\hat{g}(0+)) \\
& =\frac{1}{\sigma_{2}} \sqrt{\frac{2}{\lambda}} \lambda F(\lambda)=\frac{1}{\sigma_{2}} \sqrt{\frac{2}{\lambda}} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{\lambda}\right)+1} .
\end{aligned}
$$

Now, we consider the case $x \in(l, u)$ : We can apply the integration by parts formula to (43) and obtain for $(t, x) \in(0, \infty) \times(l, u)$

$$
\begin{aligned}
\partial_{x} \hat{Q}(t, x)=2 & \sum_{k=-\infty}^{\infty}(-1)^{k}(\hat{g}(0+)-1) \frac{t^{-\frac{1}{2}}}{\sqrt{2 \pi} \sigma_{1}} \exp \left(-\frac{(u-x+k(u-l))^{2}}{2 t \sigma_{1}^{2}}\right) \\
& +2 \sum_{k=-\infty}^{\infty}(-1)^{k} \int_{0}^{t} \hat{g}^{\prime}(t-s) \frac{s^{-\frac{1}{2}}}{\sqrt{2 \pi} \sigma_{1}} \exp \left(-\frac{(u-x+k(u-l))^{2}}{2 s \sigma_{1}^{2}}\right) d s
\end{aligned}
$$

We observe that if $x \downarrow l$ we have

$$
\begin{aligned}
\lim _{x \downarrow l} \partial_{x} \hat{Q}(t, x)= & 2 \sum_{k=-\infty}^{\infty}(-1)^{k}(\hat{g}(0+)-1) \frac{t^{-\frac{1}{2}}}{\sqrt{2 \pi} \sigma_{1}} \exp \left(-\frac{((k+1)(u-l))^{2}}{2 t \sigma_{1}^{2}}\right) \\
& +2 \sum_{k=-\infty}^{\infty}(-1)^{k} \int_{0}^{t} \hat{g}^{\prime}(t-s) \frac{s^{-\frac{1}{2}}}{\sqrt{2 \pi} \sigma_{1}} \exp \left(-\frac{((k+1)(u-l))^{2}}{2 s \sigma_{1}^{2}}\right) d s \\
= & -2 \sum_{k=-\infty}^{\infty}(-1)^{k}(\hat{g}(0+)-1) \frac{t^{-\frac{1}{2}}}{\sqrt{2 \pi} \sigma_{1}} \exp \left(-\frac{(k(u-l))^{2}}{2 t \sigma_{1}^{2}}\right) \\
& -2 \sum_{k=-\infty}^{\infty}(-1)^{k} \int_{0}^{t} \hat{g}^{\prime}(t-s) \frac{s^{-\frac{1}{2}}}{\sqrt{2 \pi} \sigma_{1}} \exp \left(-\frac{(k(u-l))^{2}}{2 s \sigma_{1}^{2}}\right) d s \\
=- & \frac{2(\hat{g}(0+)-1)}{\sqrt{2 \pi} \sigma_{1}} t^{-\frac{1}{2}}-\frac{4(\hat{g}(0+)-1)}{\sqrt{2 \pi} \sigma_{1}} t^{-\frac{1}{2}} \sum_{k=1}^{\infty}(-1)^{k} \exp \left(-\frac{(k(u-l))^{2}}{2 t \sigma_{1}^{2}}\right) \\
& -\frac{2}{\sqrt{2 \pi} \sigma_{1}} \int_{0}^{t} \hat{g}^{\prime}(t-s) s^{-\frac{1}{2}} d s \\
& \quad-\frac{4}{\sqrt{2 \pi} \sigma_{1}} \sum_{k=1}^{\infty}(-1)^{k} \int_{0}^{t} \hat{g}^{\prime}(t-s) s^{-\frac{1}{2}} \exp \left(-\frac{(k(u-l))^{2}}{2 s \sigma_{1}^{2}}\right) d s .
\end{aligned}
$$

The Laplace transformation of this identity implies that

$$
\begin{align*}
-\mathcal{L}[ & \left.\lim _{x \downarrow l} \partial_{x} \hat{Q}(\cdot, x)\right](\lambda) \\
= & \frac{2(\hat{g}(0+)-1)}{\sqrt{2 \pi} \sigma_{1}} \mathcal{L}\left[(\cdot)^{-\frac{1}{2}}\right](\lambda) \\
& +\frac{4(\hat{g}(0+)-1)}{\sqrt{2 \pi} \sigma_{1}} \sum_{k=1}^{\infty}(-1)^{k} \mathcal{L}\left[(\cdot)^{-\frac{1}{2}} \exp \left(-\frac{(k(u-l))^{2}}{2 \sigma_{1}^{2}(\cdot)}\right)\right](\lambda) \\
& \quad+\frac{2}{\sqrt{2 \pi} \sigma_{1}} \mathcal{L}\left[\hat{g}^{\prime}\right](\lambda) \mathcal{L}\left[(\cdot)^{-\frac{1}{2}}\right] \\
& \quad+\frac{4}{\sqrt{2 \pi} \sigma_{1}} \sum_{k=1}^{\infty}(-1)^{k} \mathcal{L}\left[\hat{g}^{\prime}\right](\lambda) \mathcal{L}\left[(\cdot)^{-\frac{1}{2}} \exp \left(-\frac{(k(u-l))^{2}}{2 \sigma_{1}^{2}(\cdot)}\right)\right](\lambda) \\
= & \frac{\hat{g}(0+)-1}{\sigma_{1}} \sqrt{\frac{2}{\lambda}}\left(1+2 \sum_{k=1}^{\infty}(-1)^{k} \exp \left(-\frac{k(u-l)}{\sigma_{1}} \sqrt{2 \lambda}\right)\right) \\
& +\frac{1}{\sigma_{1}} \sqrt{\frac{2}{\lambda}}(\lambda F(\lambda)-\hat{g}(0+))\left(1+2 \sum_{k=1}^{\infty}(-1)^{k} \exp \left(-\frac{k(u-l)}{\sigma_{1}} \sqrt{2 \lambda}\right)\right) \\
= & \sqrt{\frac{2}{\lambda}} \frac{1}{\sigma_{1}}(\hat{g}(0+)-1+\lambda F(\lambda)-\hat{g}(0+))\left(1+2 \sum_{k=1}^{\infty}(-1)^{k} \exp \left(-\frac{k(u-l)}{\sigma_{1}} \sqrt{2 \lambda}\right)\right) \\
= & \sqrt{\frac{2}{\lambda}} \frac{1}{\sigma_{1}}(\lambda F(\lambda)-1)\left(1+2 \sum_{k=1}^{\infty}(-1)^{k} \exp \left(-\frac{k(u-l)}{\sigma_{1}} \sqrt{2 \lambda}\right)\right) \\
= & \sqrt{\frac{2}{\lambda}} \frac{1}{\sigma_{1}}(\lambda F(\lambda)-1)\left(-1+\frac{2}{1+\exp \left(-\frac{u-l}{\sigma_{1}} \sqrt{2 \lambda}\right)}\right)
\end{align*}
$$

$$
\begin{aligned}
& =\sqrt{\frac{2}{\lambda}} \frac{1}{\sigma_{1}}(\lambda F(\lambda)-1) \tanh \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{\lambda}\right) \\
& =\sqrt{\frac{2}{\lambda}} \frac{1}{\sigma_{1}} \frac{-\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{\lambda}\right)}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{\lambda}\right)+1} \tanh \left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{\lambda}\right) \\
& =-\sqrt{\frac{2}{\lambda}} \frac{1}{\sigma_{2}} \frac{1}{\frac{\sigma_{1}}{\sigma_{2}} \operatorname{coth}\left(\frac{u-l}{\sqrt{2} \sigma_{1}} \sqrt{\lambda}\right)+1}
\end{aligned}
$$

Hence, we obtain $\mathcal{L}\left[\lim _{x \downarrow l} \partial_{x} \hat{Q}(\cdot, x)\right](\lambda)=\mathcal{L}\left[\lim _{x \uparrow l} \partial_{x} \hat{Q}(\cdot, x)\right](\lambda)$. Since $\partial_{x} \hat{Q}(\cdot, x)$ is continuous on $(0, \infty)$ for all $x \in \mathbb{R} \backslash\{l, u\}$ the injectivity of the Laplace transformation implies that

$$
\lim _{x \downarrow l} \partial_{x} \hat{Q}(t, x)=\lim _{x \uparrow l} \partial_{x} \hat{Q}(t, x), t>0,
$$

see e.g. Theorem 5.4 in [3]. Symmetry implies that $\lim _{x \uparrow u} \partial_{x} \hat{Q}(t, x)=\lim _{x \downarrow u} \partial_{x} \hat{Q}(t, x)$. Finally, we have $\hat{Q} \in \mathcal{C}^{1,2}((0, \infty) \times \mathbb{R} \backslash\{l, u\}) \cap \mathcal{C}^{0,1}((0, \infty) \times \mathbb{R})$.
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