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Abstract 

This paper revisits interval-valued fuzzy regression and proposes a new unified framework to address interval-
valued type-1 and type-2 fuzzy regression models. The paper focuses on two main objectives. First, some 
philosophical and methodological reflections about interval-valued type-1 fuzzy regression (IV-T1FR) and interval-
valued type-2 fuzzy regression (IV-T2FR) are discussed and analyzed. These reflections aim at positioning fuzzy 
regression to avoid misinterpretations that may sometimes lead to erroneous or ambiguous considerations in 
practical applications. Consequently, the interest, relevance, representativeness and typology of interval-valued 
fuzzy regression are established. Therefore, IV-T1FR generalizes conventional interval regression (CIR) and 
increases its specificity. However, if the IV-T1FR can fit fuzzy data, then its formalism is not able to address the 
uncertainty phenomenon in the IV-T1FS representation. In this context, the IV-T2FR can be regarded as an 
uncertain IV-T1FR, i.e., a generalization of the IV-T1FR in an uncertain environment. Second, a new unified 
methodology to address fuzzy regression models using the concepts of gradual intervals (GIs) and thick gradual 
intervals (TGIs) is proposed. The proposed view allows handling regression models via an extension of the standard 
interval arithmetic (SIA) —initially proposed for conventional intervals (CIs)— to GIs and TGIs. The originality of 
the proposed approach resides in the fact that all the CIR methodologies can be extended to the IV-T1FR methods. 
Furthermore, all the IV-T1FR methodologies can be extended to the IV-T2FR framework. Our view does not depend 
on the model shape and preserves the flexibility and rigor of SIA computations in the propagation of fuzzy quantities 
through regression models. The proposed concepts are validated using illustrative examples. 
 

Key words: Conventional Interval Regression (CIR), Gradual intervals and Thick Gradual Intervals, Interval-Valued 
Type-1 Fuzzy Regression (IV-T1FR), Interval-Valued Type-2 Fuzzy Regression (IV-T2FR), Uncertainty. 

1.  Introduction 

In data representation and analysis, the usual statistical regression (SR) approach aims to determine an 
input-output (IO) relationship between variables (dependent and independent) where deviations between the 
observed and estimated values are assumed to be due to random errors. In the literature, SR approaches—

based on probabilistic concepts—have been largely exploited where the observations are treated as random 
variables using probability distributions [20]. In these methods, the verification of their statistical 
assumptions requires many observations. However, the observations are sometimes insufficient in quantity 
and/or in quality. Furthermore, some pieces of information may be missing due to the additive costs that 
would result from their acquisition. Moreover, in some applications, data imperfection is not induced by 
randomness but by the presence of empirical information, conflict data and/or vagueness assessment 
[6][20][24]. Usually, probabilistic techniques can impose complex computations, especially in nonlinear 
problems. In such a context where the probability density estimation is difficult, one should move toward 
more flexible methods that can relax the strict requirements on the statistical properties of the manipulated 
data. Therefore, the interval-based approach can represent a possible alternative. 
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Unlike SR methods, when CIR approaches are considered [7][12][41][44], the uncertainty associated with 
the manipulated data is only represented by CIs (sets of likelihood). This view allows easier computation 
with fewer statistical hypotheses. Usually, and rightly, the CI representation can be considered relatively 
poor and less specific than the probabilistic representation. Therefore, in SR approaches, a variable is 
represented by a probability density that integrates two kinds of information: the support, which surely 
contains the variable, and the distribution of this variable on this support. From practical perspectives, when 
amply rich information is available to suitably estimate probability densities of the variables and their 
independence/dependence, the probabilistic view is better and richer than the interval-based approach. 
However, CI methods, which can address insufficient data, allow more flexible manipulations in complex 
and nonlinear computations by avoiding strict statistical requirements that are not always verified in 
practice. From methodological perspectives, the statistical and interval-based approaches are not in 
opposition but rather complementary. Furthermore, there are many examples of applications with 
intrinsically interval-valued data (the variables do not take crisp values but CI values) [35][38]. In this 
framework, standard statistical methods for single-valued data are not adapted to properly take into account 
these interval data. 
Based on the CI representation, many CIR approaches were proposed (e.g., [7][10][23][28][41][44]) where 
the SIA [28][66][57] is used to formalize the IO mapping as an interval-valued function. It is important to 
emphasize that the support of a distribution resulting from a probabilistic computation is always included in 
the CI obtained by SIA on these supports [57]. Conceptually, the CIR process is a fitting problem in which 
inferential concepts are not considered and no probabilistic distribution assumptions are established on the 
manipulated data and models. This view is justified by the fact that the finality and the use of SR and CIR 
approaches are distinct. The CIR provides guaranteed bounds, while the SR provides confidence intervals. 
Moreover, the CIR privileges the flexibility and guaranteed results of SIA for elaborating regression models 
with realistic and softer hypotheses. 
Usually, SR approaches address data according to an epistemic view (the uncertainty of point-value 
quantities). Unlike SR methods, CIR approaches can address epistemic and ontic interpretations 
[22][25][32][61]. In the epistemic approach, a CI is regarded as a set of possible values, one of which is the 
true one (the CI exhibits partial or incomplete information) [25]. In the ontic view, a CI can be regarded as 
the precise description of a set-valued entity [25]. This dichotomy, which will be discussed later, is 
essential in understanding the essence of the CIR regression, its extensions, and its practical application. 
In the CI representation, any value in a CI [a] is possible, and any value outside [a] is impossible. To 
remedy this lack of specificity and permit the representation of the progressive belonging to a CI, fuzzy 
regression has been envisioned. The fuzzy regression philosophy is based on the concept of fuzzy sets (FSs) 
for fitting the IO data. A usual FS is known as a type-1 FS (T1FS). The term type-1 is used to distinguish it 
from a type-2 FS (T2FS) [63][65][82]. Due to their simplicity of computations, interval-valued (type-1 and 
type-2) FSs have been largely exploited. For example, an interval-valued T1FS (IV-T1FS) is a convex 
T1FS where all its α-cuts are CIs [31] (an IV-T1FS is a stack of nested CIs defined by the α-cuts). 
Conceptually, interval-valued type-1 fuzzy regression (IV-T1FR) has often been regarded as a CIR via the 
concept of α-cuts [10][18][20]. Therefore, the IV-T1FR equips the CIR by a vertical dimension to exhibit 
the distribution of the variables. These distributions are not probability distributions but possibility 
distributions (an IV-T1FS can be regarded as a possibility distribution). The IV-T1FR—which generalizes 
the CIR— is a non-SR approach and is not based on probability theory but rather on possibility theory. 
The distinction between ontic vs. epistemic CIs remains valid for IV-T1FSs and IV-T2FSs, and it is useful 
for understanding the essence of fuzzy regression and its methodology. The usefulness of this distinction is 
not limited to fuzzy regression and can be interesting in other fields, such as decision-making problems. 
Therefore, in complex and uncertain environments, decision makers are often unable to provide crisp values 
for their evaluations and/or judgments. They often use some degree of imprecision and/or uncertainty to 
formulate their human subjective judgments. To address this situation, IV-T1FSs and IV-T2FSs have been 
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substantially exploited in decision-making problems. In this decision-making framework, comparability and 
ordering relations between the interval-valued fuzzy quantities must be done according to the meaning 
attributed to them (ontic or epistemic) to avoid incoherent operations. This dichotomy between ontic and 
epistemic is necessary to build coherent preference relations. Furthermore, the final ranking of alternatives 
based on incoherent preference relations may lead to incorrect and ambiguous decisions (see [68] for a 
comparison of uncertainty data using epistemic and ontic views in decision-making problems). 
The IV-T1FR analysis aims at finding a regression model that fits the observed IV-T1FS data within a 
specified criterion. In the literature, two different approaches have been proposed depending on the fitting 
criterion used. The first is the possibilistic approach (e.g., [12][43][50][73][74][75]). The second is the 
least-square (LS) approach (e.g., [5][30][33][51][52]), which extends the LS criterion to the fuzzy case. To 
be able to extend the SIA arsenal to IV-T1FSs, an IV-T1FS is regarded as a GI, i.e., a pair of lower and 
upper gradual numbers (bounds), which are named left and right profiles [11][12][39]. Therefore, via GIs, a 
revision and a new interpretation of the IV-T1FR is proposed. 
In the literature, IV-T1FR has been successfully applied to countless applications in different fields (see 
[24] for a good survey). However, the IV-T1FR is not equipped to contend with IV-T2FSs [36][37][64] 
and/or situations where the shape of IV-T1FSs is not precisely known or is hidden for confidentiality 
purposes. In this framework, IV-T2FR can be considered an alternative. Therefore, IV-T2FR can be 
regarded as an uncertain version of IV-T1FR. Although IV-T1FR has been extensively studied and 
analyzed, only a few works have studied IV-T2FR (see [2][53][69][79]). While these methods can address 
type-2 regression, they are premature and partially represent IV-T2FSs. Furthermore, these methods involve 
many parameters, and their associated computational mechanism is expensive and difficult to generalize to 
any regression model. This work aims to prove that IV-T2FR can be naturally extended from CIR and IV-
T1FR according to the concept of TGIs [14]. A TGI is a new representation of an IV-T2FS, which is based 
on the notion of thick intervals (TIs) [14][29]. A TI is a new kind of CI in which its bounds are also CIs. 
The motivation of this paper is twofold. First, the philosophical and methodological principles of IV-T1FR 
and IV-T2FR are discussed and analyzed. We show that the IV-T1FR is a generalization of the CIR in 
which the interval specificity has been enriched through possibility distributions. Based on the TGI concept, 
it has been shown that IV-T2FR is an uncertain IV-T1FR. Second, this paper proposes a unified formalism 
to address IV-T1FR and IV-T2FR. This work demonstrates and states that the propagation of the 
information in interval-valued fuzzy regression models is achieved by an extension of the SIA—initially 
proposed for CIs—to GIs for the IV-T1FR and to TGIs for the IV-T2FR. The originality of the proposed 
approach resides in the fact that all the CIR methodologies can be extended to the IV-T1FR methods where 
the IO variables and/or parameters are represented by GIs. Furthermore, the IV-T1FR can be extended to 
the IV-T2FR framework where the inputs, outputs and/or the parameters are represented by TGIs. 
Regarding the IV-T1FR and IV-T2FR methods that are published in the literature, our vision presents a 
unified methodology that does not depend on the model shape and preserves the flexibility and rigor of SIA 
computations in the fuzzy regression framework. 
The remainder of this paper is organized as follows: Section 2 is devoted to some preliminaries and 
notations. Section 3 discusses the representativeness of CI models and interval-valued fuzzy models. The 
typology of the interval-valued fuzzy regression is given in section 4. Section 5 is devoted to the 
methodology of implementation of the interval-valued fuzzy regression. Section 6 is dedicated to 
computational examples according to IV-T1FR and IV-T2FR. Remarks, limitations and discussion of our 
approach are given in section 7. Finally, conclusions are presented in section 8. 

2.  Preliminaries and notations 

For the sake of rigor and clarity, let us define the basic concepts used in this paper. Some of these concepts 
have been published in [8][11][12][14]. For more details, the reader is invited to consult these references. 
Table 1 shows the list of abbreviations used in the paper. 
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Abbreviations Full meaning Abbreviations Full meaning 
SR statistical regression T2FS type-2 fuzzy set 
IO input-output IV-T1FS interval-valued type-1 fuzzy set 
CI conventional interval IV-T2FS interval-valued type-2 fuzzy set 

SIA standard interval arithmetic CIR conventional interval regression 
GI gradual interval IV-T1FR interval-valued type-1 fuzzy regression 
TI thick interval IV-T2FR interval-valued type-2 fuzzy regression 

TGI thick gradual interval PM parametric model 
FS fuzzy set NPM nonparametric models 

T1FS type-1 fuzzy set AIC Akaike information criterion 
Table 1: List of abbreviations 

2.1. Conventional intervals (CIs) and gradual intervals (GIs) 

A real interval [a] is defined as a closed compact and bounded subset of ℜ such that: 
[a] = [a−, a+] = {a∈ℜ |  a −≤ a ≤ a+}                                                                  (1) 

In (1), the real numbers a− and a+ are the endpoints (the lower and upper bounds, respectively) of [a]. The 
set � = {[a−, a+] | a−≤ a+; a−, a+∈ℜ} denotes the set of CIs. Representing information a by a CI [a] means 
that any value in [a] is possible and any value outside is impossible. To introduce the concept of 
progressive belonging to [a], the concept of GIs has been proposed [11][12][39]. The GI enriches the CI 
representation and improves its specificity. Therefore, the CI [a] is then transformed into a GI [a(λ)] if its 
bounds are GNs [39]. A GN is a number that is parameterized by a degree of pertinence or flexibility 
λ∈[0,1]. As for a CI, a GI is represented by its bounds, which are called left and right profiles, i.e., [a(λ)] = 
[a−( λ), a+( λ)], where a−( λ) ≤ a+( λ). The GI [a(λ)] is an IV-T1FS if its profiles a−(λ) and a+(λ) are 
injective and nondecreasing and nonincreasing, respectively [11][12]. Therefore, an IV-T1FS is a special 
case of a GI. In a gradual framework, the monotonicity constraint associated with the bounds a−( λ) and 
a+( λ) is not imposed. Therefore, if a−( λ) and a+( λ) are, respectively, nondecreasing and nonincreasing, 
[a(λ)] is said to be monotone (consonant) and is regarded as an IV-T1FS. In contrast, [a(λ)] is said to be 
pure GI and cannot be characterized by an IV-T1FS. For example, the GI [a(λ)] in Fig. 1.a is consonant 
(monotone) and can be regarded as an IV-T1FS. However, [b(λ)] in Fig. 1.b is a pure GI. The SIA 
operations on CIs can be extended to GIs where all the CIs are represented by GIs. These operations are 
defined in Appendix A (see also [11][14]). Similar to a CI [a] where its radius is given by R([a]) = (a+ − 
a−)/2, the radius of a GI [a(λ)] can be expressed by R([a(λ)]) = (a+( λ) − a−( λ))/2. 

 
Fig. 1: Consonant (IV-T1FS) and nonconsonant (pure) GIs 
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2.2. Thick intervals (TIs) and thick gradual intervals (TGIs) 

A TI, denoted ⟦a⟧, is used for representing CIs whose bounds are uncertain and are also represented by CIs 
[14][29]. By analogy with a CI, a TI is a subset of � and can be expressed by (refer to Fig. 2): 

⟦a⟧ = ⟦[a−], [a+]⟧ = {[a] = [a−, a+]∈� | a−∈[a−] and a+∈[a+]}                                (2) 

In (2), the bounds [a−] and [a+] are two CIs that contain the uncertain lower bound a−∈ℜ and the uncertain 
upper bound a+∈ℜ, respectively. The TI ⟦a⟧ exhibits all the CIs [a−, a+], where a−∈[a−] and a+∈[a+] (see 
Fig. 2). A CI is a TI for which the bounds are exactly known, i.e., [a] = [a−, a+] = ⟦[a−, a−], [a+, a+]⟧. 

 
Fig. 2: Representation of a thick interval (TI) ⟦a⟧ 

The SIA operations over CIs can be directly extended to TIs [14][29] (see Appendix A). The radius of a TI 
is defined by the radii of its CI bounds, i.e., R(⟦a⟧) = R([a−]) + R([a+]). Furthermore, the specificity of TIs 
has been enriched by their extension to TGIs. The concept of TGIs, which has been proposed in [14], is 
useful for the manipulation of IV-T2FSs. Therefore, a GI [a(λ)] becomes a TGI ⟦a(λ)⟧ = ⟦[a−(λ)], [a+(λ)]⟧, 
where the bounds [a−(λ)] and [a+(λ)] are GIs. A TGI ⟦a(λ)⟧ is defined by: 

⟦a(λ)⟧ = ⟦[a−(λ)], [a+(λ)]⟧ = {[a(λ)] = [a−(λ), a+(λ)]∈ GI  | a−(λ)∈[a−(λ)] and a+(λ)∈[a+(λ)]}       (3) 

In (3), GI represents the set of GIs. The TGI ⟦a(λ)⟧ represents an uncertain GI [a(λ)] (IV-T1FS) where its 
profiles a−(λ) and a+(λ) are uncertain and located in their likelihood GIs [a−(λ)] and [a+(λ)], respectively 
(see Fig. 3). By analogy with the GI formalism, [a−(λ)] and [a+(λ)] are, respectively called left and right 
GIs. According to Fig. 3, the bounds [a−(λ)] and [a+(λ)] are pure GIs and cannot be represented by IV-
T1FSs. As detailed in [14], through the TGI concept, a new interpretation of IV-T2FSs is possible. 
Therefore, an IV-T2FS can be regarded as a TGI ⟦a(λ)⟧ = ⟦[a−(λ)], [a+(λ)]⟧ (and vice versa), which is 
composed of two pure GIs [a−(λ)] and [a+(λ)]: one for representing the left part and the other the right part, 
respectively (see Fig. 3). For more details on the equivalence between IV-T2FSs and TGIs, see [14]. 
Moreover, the SIA operations on TIs have been extended to TGIs where all the TIs are replaced by TGIs. 
These SIA operations are defined in Appendix B. 

 
Fig. 3: Representation of a TGI ⟦a(λ)⟧ 
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3.  Interval-valued fuzzy model representativeness 

3.1. CI models: ontic and epistemic interpretations? 

In CIR models, the inputs, outputs and/or parameters are represented by CIs [12][23][44]. Through these 
models, two different semantics of the manipulated CIs can be distinguished: the imprecise description of a 
point-valued quantity (epistemic view) and the precise description of a set-valued entity (ontic view) [25]. 
This differentiation is indispensable in understanding the philosophy of CIR and its implementation. 
In the epistemic view, a CI is regarded as set-valued data points, which represents an imprecise observation 
of the quantity of interest. This uncertainty represents the idea of partial or incomplete information. 
Therefore, it may be described using a set of possible values, one of which is the true value. Simply, an 
epistemic CI is regarded as a set of disjunctive elements [25][61]. This representation is always represented 
by a disjunction of mutually exclusive elements, only one of which is the true value of the considered 
quantity. Furthermore, in the majority of experimental scenarios, CIs are epistemic and represent exact but 
imprecise measurements. The experimental data are not precisely measured or are hidden for confidentiality 
purposes. Therefore, only CIs that contain the true values are available (the measurements are precise, but 
they are instantiated in their likelihood CIs). For example, if the measurement of a physical quantity 
(temperature θ, for example) led to stating that θ is between 18°C and 24°C, then we can write θ∈[18, 24]. 
The CI [θ] = [18, 24] represents a set of disjunctive mutually exclusive elements, one of which is the true 
value of θ (refer to Fig. 4). In a discrete and integer context, θ∈[18, 24] is understood as: 

θ is between 18 and 24 ⇔ θ ∈ [θ] = [18, 24] ⇔ θ = 18∨19∨ …∨24 
Unlike the epistemic view, a CI may be conjunctive and can be called an ontic CI. In this situation, the CI is 
used for representing some precise and compact entity (the information is intrinsically given in the form of 
CIs) [25][61]. From a philosophical point of view, an ontic interval is regarded as a set-valued data, which 
is interpreted as the observation of an entity that can be regarded as “imprecise or uncertain” only in the 
sense that the observed data are not single-valued points but set-valued data. Therefore, an ontic CI is set-
valued by nature and there are no distinguished elements in the observed set. Furthermore, time intervals 
are typical applications of ontic intervals (lifetime of a person, lifespan of an electronic component, etc.). 
For example, let us take the example of the life of a person. Say, Joseph Fourier lived from 1768 to 1830. 
At every time point in the CI [1768, 1830], Fourier was alive, but there is no special distinguished time 
point within this period (see Fig. 4). In this context, if we denote the lifetime of Fourier by v, in a discrete 
and integer context, it is possible to note: 

v = [v] = [1768, 1830] ⇔ v = 1768∧1769∧ …∧1830 

 
Fig 4: Epistemic and ontic interpretations 

The distinction between conjunctive (ontic) and disjunctive (epistemic) CIs can be extended to address IV-
T1FSs and IV-T2FSs. This point will be discussed later in the paper. When CI data are manipulated through 
regression models, it is important to know and specify the semantics associated with the used data (ontic or 
epistemic). This categorization can improve the relevance of the used method and avoid misinterpretations 
that may sometimes lead to ambiguous considerations. Therefore, in practical applications, it can 
sometimes be surprising to apply methods that are designed in an ontic fashion to situations of epistemic 
data and vice versa. Furthermore, as mentioned in [7], in the majority of the experimental scenarios, the 
intervals (CIs, IV-T1FSs, IV-T2FSs) are of an epistemic nature. In this context, epistemic regression 
approaches can be considered the most relevant. 
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3.2. CI-based models versus probabilistic-based models 

Most of the regression methodologies are statistical, and they are based on probabilistic concepts. These 
techniques take advantage of the fact that probability distributions govern the manipulated data. They 
involve treating observations as random variables in probability distributions and computing something 
about these distributions. Let us give a simple example to illustrate this approach. Consider the three 
random variables in1, in2 and out of ℜ. These variables are linked through the simple linear model out = in1 

+ in2, where out is the output (dependent variable) and in1 and in2 are the inputs (independent variables). In 
the probabilistic view, some statistical properties on the inputs in1 and in2 are needed for deducing those of 
the output out. Let us assume that the distributions (π) of in1 and in2 have been identified as uniform 
densities, such as π(in1) = 1/5 over [0, 5] and π(in2) = 1/2 over [1, 3]. Since the inputs are independent 
variables, the density of the couple (in1, in2) is uniform, i.e., π(in1, in2) = (1/5)×(1/2) = 1/10 over the box [0, 
5]×[1, 3]. Hence, the probability density function of out is given by the following expression (see Fig. 5): 

1 2

0,                     if 1
( 1) /10,    if [1,3]

π ( ) π ( ) 1/ 5,                  if [3,6]
(8 ) /10,    if [6,8]

0,                      if 8

π( ) in in

out

out out

t out t dt out

out out

out

out
ℜ









≤
− ∈

⋅ − = ∈
− ∈

≥

= ∫
                                               (4) 

The computation of π(out) can be more complex when the linear model becomes nonlinear. Furthermore, 
the independence property between the variables is often assumed. However, in some applications, this 
information is not available, and in most cases, it does not correspond to reality, particularly when physical 
sensors are used. In such situations, the CI representation can represent a possible alternative. 
Unlike probabilistic methods, when considering an interval-based approach, the uncertainty associated with 
in1 and in2 are only given by their CIs of likelihood. For example, where the inputs are acquired with 
uncertainty and they are associated with their CIs in1∈[in1] = [0, 5] and in2∈[in2] = [1, 3], the output out is: 

out∈[out] = [in1] + [in2] = [0, 5] + [1, 3] = [1, 8]                                            (5) 
In this context, the statistical assumptions are relaxed, and the uncertainty is traduced by a CI. Therefore, 
representing the variable in1 by a CI [in1] (called the likelihood set) means that [in1] contains in1 and 
nothing else, i.e., this representation does not assume the probability distribution of in1 to be uniform. For 
instance, the output out is described by the CI [1, 8] but is not uniform on this CI. 

 
Fig 5: Probability densities of variables in1, in2 and out 

More generally, the CI approach allows more flexible computations where strict requirements on the 
statistical properties of the manipulated variables are relaxed. However, and as discussed in the 
introduction, the CI view presents a lack of specificity compared to a probabilistic approach. An interesting 
idea would be to increase the specificity of the CI models. This will be discussed in the next section. 

3.3. Representativeness of IV-T1FS-based models 

Usually, IV-T1FS models are based on the representation of inputs, outputs and/or parameters by IV-T1Fs. 
This fuzzy vision aims to increase the specificity of CI models and to enrich their representation. CI-based 
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models can be seen as a particular case of IV-T1FS models. However, in contrast to CI representation 
where only a unique horizontal dimension is considered, IV-T1FSs (monotone GIs) are represented by two 
dimensions (horizontal and vertical). If the horizontal dimension is similar to that which is used in CIs, the 
vertical dimension is related to the relevance degrees and is limited to the unit interval [0, 1]. These degrees 
of relevance can be interpreted as membership degrees for fuzzy sets, degrees of possibility, degrees of 
truth, degrees of flexibility, etc. From methodological perspectives, IV-T1FS regression models are CI 
regression models where a vertical dimension is integrated. This finding is consistent with the works 
published in the literature where IV-T1FR has been treated as a CIR via the concept of α-cuts. 
As for CIs, two semantic interpretations of IV-T1FS models can coexist. The first view assumes that the 
IV-T1FSs are intrinsically ontic (set-valued set parametrized by a degree λ). According to the concepts 
proposed in [32], ontic T1FSs (and IV-T1FIs) represent objects originally constructed as sets (CIs), for 
which the fuzzy representation is more expressive due to the gradual boundaries. The degree λ gives an 
evaluation of the extent to which components participate in the global entity. The second view refers to an 
epistemic interpretation of the fuzzy data [32] where an IV-T1FS (T1FS in general) is regarded as a 
possibility distribution representing incomplete information. Therefore, this possibility distribution is 
associated with a realization that has been only partially or imperfectly observed. The epistemic view is by 
far the most exploited in the literature, and this is the approach that will be used in this paper. The IV-T1FR 
aims to enrich the CIR to remedy its insufficiency by introducing a new type of distribution (possibility 
distributions). Therefore, IV-T1FR is a non-SR approach and is not based on probability distributions but 
on possibility distributions (IV-T1FSs can be regarded as possibility distributions). 
Let us reconsider the example of subsection III.2. Now, we consider that the inputs in1 and in2 are still 
uncertain and are instantiated in their likelihood CIs to which degrees of confidence are associated. In this 
case, it can be written that in1∈[in1(λ)] and in2∈[in2(λ)], where [in1(λ)] and [in2(λ)] are distributions of 
possibility given by the IV-T1FSs (monotone GIs): [in1(λ)] = [2λ, 5−3λ] and [in2(λ)] = [1+λ, 3−λ] (see Fig. 
6). As the inputs are IV-T1FSs (GIs), the model output is also an IV-T1FS (GI). This output is obtained 
through an addition operation between IV-T1FSs (GIs), i.e., 

[out(λ)] = [out−(λ), out+(λ)] = [in1(λ)] + [in2(λ)] = [2λ, 5−3λ] + [1+λ, 3−λ] = [1+3λ, 8−4λ]          (6) 

In the IV-T1FS models, the information is propaged, computed and evaluated through the GI arithmetic 
[11][12]. See Appendix B for the SIA operations on GIs. 

 
Fig 6: IV-T1FSs (possibility distributions) of [in1(λ)] and [in2(λ)] 

The IV-T1FS [out(λ)] of Fig. 7 can be regarded as a set of nested confidence CIs. The degree of necessity 
for a CI [out(λi)] to contain the value of out is N([out(λi)]) = 1−λi. Therefore, the confidence interval 
[out(λi)] is interpreted as follows: « I’m certain to a degree (1−λi) that out is in [out(λi)] ». It is easy to show 
that the degree of possibility Π([out(λi)]) = 1. More generally, a set of nested confidence CIs [out(λi)] with 
degrees of certainty (1−λi) is equivalent to a distribution possibility (an IV-T1FS). 
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Fig 7: IV-T1FS (the possibility distribution) of [out(λ)] and its interpretation 

3.4. Representativeness of IV-T2FS-based models 

To address uncertainties in T1FSs, the concept of T2FSs was introduced by Zadeh [82] as an extension of 
T1FSs. A T2FS is a fuzzy set whose membership grades themselves are T1FSs. Due to the computational 
complexity of T2FSs, some researchers have concentrated on IV-T2FSs [36][37][64]. An IV-T2FS is useful 
in situations where it is difficult to determine the exact shape of an IV-T1FS. Therefore, IV-T2FR aims to 
address IV-T1FSs (monotone GIs) whose bounds (profiles) are uncertain. 
Naturally, an IV-T2FS is defined by the two IV-T1FSs—lower IV-T1FS and upper IV-T1FS—with the 
inclusion constraint that the lower IV-T1FS ⊆ the upper IV-T1FS. In this paper, another representation is 
used where an IV-T2FS is regarded and represented as a TGI [14]. This concept extends IV-T1FR to IV-
T2FR, where information propagation through linear and nonlinear models is realized using SIA over TGIs. 
Therefore, all the inputs, outputs and/or parameters can be represented by TGIs. 
The ontic and epistemic dichotomy discussed for CIs and IV-T1FSs can be extended to an IV-T2FS 
interpretation and meaning (refer to [16]). Therefore, an IV-T2FS can be regarded as a set of conjunctive 
IV-T1FSs in an ontic view. In the epistemic interpretation, an IV-T2FS is considered a set of disjunctive 
IV-T1FSs where the exact IV-T1FS is unknown, and only its bounds are available. 
Let us reconsider the example of subsection III.3 and assume that the IV-T1FSs [in1(λ)] and [in2(λ)] of Fig. 
6 are uncertain and cannot be known with certainty (the confidence intervals cannot be determined with 
precision or have been specified by different experts). In this case, the locations of the left and right profiles 
of IV-T1FSs are assumed to belong to their likelihood GIs (see Fig. 8): 

1 1 2 2

1 1 2 2

(λ) [ (λ)] [ 1 3λ,1 λ] (λ) [ (λ)] [0.5 1.5λ,1.5 0.5λ]
 ;  

(λ) [ (λ)] [4 2λ,6 4λ] (λ) [ (λ)] [2.5 0.5λ,3.5 1.5λ]

in in in in

in in in in

− − − −

+ + + +

 ∈ = − + + ∈ = + + 
 

∈ = − − ∈ = − −  
 

Therefore, these inputs are IV-T2FSs and can be represented by the following TGIs: 
⟦in1(λ)⟧ = ⟦[-1+3λ, 1+λ], [4-2λ, 6-4λ]⟧ 

⟦in2(λ)⟧ = ⟦[0.5+1.5λ, 1.5+0.5λ], [2.5-0.5λ, 3.5-1.5λ]⟧ 

Furthermore, the model output is also a TGI (IV-T2FS), which is obtained through an addition operation 
between TGIs (IV-T2FSs), i.e., 

⟦out(λ)⟧ = ⟦in1(λ)⟧ + ⟦in2(λ)⟧ = ⟦[-0.5+4.5λ, 2.5+1.5λ], [6.5-2.5λ, 9.5-5.5λ]⟧                   (7) 

By analogy with IV-T1FR, IV-T2FR is implemented through SIA over TGIs (see Appendix B). 
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Fig 8: IV-T2FSs (TGIs) ⟦in1(λ)⟧ and ⟦in2(λ)⟧ 

 
Fig 9: IV-T2FS (TGI) ⟦out(λ)⟧ 

As illustrated in Figs. 8-9, the IV-T1FSs [in1(λ)] and [in2(λ)] are possible realizations of in1 and in2. In all 
situations, if [in1(λ)]∈⟦in1(λ)⟧ and [in2(λ)]∈⟦in2(λ)⟧, then [out(λ)]∈⟦out(λ)⟧. The TGIs ⟦in1(λ)⟧, ⟦in2(λ)⟧ 
and ⟦out(λ)⟧ can be viewed as a family of possibility distributions of the variables in1, in2 and out, 
respectively. 
4.  Interval-valued fuzzy regression typology 

For simplicity of interpretation and without loss of generality, a univariate context with crisp inputs and CI 
outputs is adopted in this section. Consider a set of N data (xi, [yi]), i =1, …N, which represents the inputs 
and outputs of a system. Let us assume the availability of a model M that is able to fit the data, i.e., 

[ŷ] = M(x, [θ]); [θ] = ([θ0], ..., [θΜ])Τ; [θ ] = [θ , θ ]j j j
− + ; j = 0, …, M-1                           (8) 

where x is the crisp input, [ŷ] is the CI estimation produced by M, [θ]∈�M (M<N) is the vector of CI 
parameters to be identified and M is the input-output relationship, which can be considered linear, 
nonlinear, parametric or nonparametric. As discussed previously, CIR analysis is a non-SR method and is 
not based on probability theory. For this reason, CIR models do not have error terms; instead, they are 
contained in the CI coefficients. In the remainder of this section, all the analyzed concepts are illustrated on 
CIs, but they remain directly transposable on IV-T1FSs and IV-T2FSs. For instance, model (8) can be 
extended to IV-T1FSs and given by: 

[ŷ(λ)] = M(x, [θ(λ)]); with: [θ(λ)] = ([θ0(λ)], ..., [θΜ(λ)])Τ; [θ (λ)] = [θ (λ), θ (λ)]j j j
− +  ; j = 0, …, M-1    (9) 
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where [ŷ(λ)] is the IV-T1FS output and [θ(λ)] is the vector of IV-T1FS parameters. In the same way, when 
the outputs are IV-T2FSs, model (9) can be expressed as follows: 

⟦ ŷ(λ)⟧ = M(x, ⟦θ(λ)⟧); ⟦θ(λ)⟧ = (⟦θ0(λ)⟧, …, ⟦θΜ(λ)⟧)T                          (10) 

where ⟦θj(λ)⟧ = ⟦[θ (λ)], [θ (λ)]j j
− + ⟧; j = 0, …, M-1, ⟦y(λ)⟧ is the IV-T2FS output, and ⟦θ(λ)⟧ is the vector of 

IV-T2FSs (TGIs) parameters. 

4.1. CIR: possibilistic and least squares approaches 

The objective of this section is to analyze the philosophy of possibilistic and LS CIR methodologies 
through ontic and epistemic interpretations. 

4.1.1. Least squares CIR 

This approach is based on a scalar distance between set-valued data [5][30][34]. The CIR problem is to find 
the best fit model M by minimizing the distance between observed and predicted CIs, typically a sum of 
squares of differences between upper and lower bounds of the observed outputs [ ]iy (at ix ) and the outputs 

ˆ[ ]iy  (at ix ) predicted by the model. This CIR corresponds to an optimization problem, i.e., 
2 2

1 1[ ] [ ]
ˆmin ([ ],[ ]) min ([ ], ( ,[ ]))

N N

i i i ii i
D y y D y x= ==∑ ∑

θ θ

θM                                  (11) 

where D is the Euclidean distance between CIs. Therefore, the founding idea of this CIR is based on the 
computation of distances between CIs. Considering two CIs [a] = [a−, a+] and [b] = [b−, b+], the Euclidean 
distance between them is given by: 

2 2([ ],[ ]) ( ) ( )D a b a b a b
− − + += − + −                                                              (12) 

For example, if [a] = [1, 6] and [b] = [4, 10], then D = 5. Furthermore, definition (12) is inspired by the 
representation of complex numbers and assumes that the CI endpoints can be seen as a point in ℜ2 
according to the EP diagram [59] (see Fig. 10, where lb is the lower bound and ub is the upper bound). 
The evaluation of the distance D with a single and crisp scalar is consistent with the ontic approach where a 
CI is considered as a compact entity and can be characterized by a point in the EP diagram (the distance 
between intervals is regarded as the distance between their corresponding 2D points in the EP diagram). In 
Fig. 10, improper CIs are intervals with negative radii. However, a problem arises immediately when the CI 
is epistemic. Therefore, the CI endpoints represent a nonsingleton set, whereas a complex number is a point 
in ℜ2 (a singleton). Unlike ontic CIs where the distance is a scalar, the distance between epistemic CIs 
should be an epistemic CI. This finding is in concordance with the legitimate question in [19]: “if we do not 
know the numbers exactly, how can the distance between them be an exact value?”. Moreover, in [19], the 
authors state that the distance between two numbers with uncertainty must be a number with uncertainty. 

 
Fig. 10: Representation of the Euclidean distance between CIs in the EP diagram 
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From philosophical perspectives, this reasoning is coherent and is best suited for epistemic CIs. 
Furthermore, in [76], a generalization of the Euclidean distance to CIs is proposed where the distance 
between two CIs is also a CI, without losing the characteristics of the Euclidean metric when it leads with 
real numbers. This distance, which is well adapted for epistemic CIs, is given by: 

[ ([ ],[ ])] [inf{| | : [ ] and [ ]},  sup{| | : [ ] and [ ]}]eD a b a b a a b b a b a a b b= − ∈ ∈ − ∈ ∈                     (13) 

Therefore, the distance between a∈[a] and b∈[b] is De(a, b)∈[De]. A formulation of the distance (13) is 
proposed in [76] and given by: 

[ , ];  if: [ ] [ ] and [ ] [ ]

[ ([ ],[ ])] [0, ];  if: [ ] [ ] and [ ] [ ]

[0, max( , ];  if: [ ] [ ]
e

a b a b b a a b

D a b a b b a a b

b a a b b a

− + + −

+ −

+ − + −

 − − ≤ ∩ = ∅


= − ≤ ∩ ≠ ∅
 − − ⊆

                                    (14) 

An analysis of (13) makes it possible to affirm that it is a generalization of the Euclidean distance to 
epistemic CIs, i.e., 

2[ ([ ],[ ])] ([ ] [ ]) [ ] [ ] [ , ]eD a b a b a b a b a b− + + −= − = − = − −                                             (15) 

where the absolute value of a CI [x] is expressed as follows: 

[min(| |,| |),max(| |, | |)] ; if 0 
[ ]  | [ , ] | =

[0,max(| |, | |)]; if 0 

x x x x x x
x x x

x x x x

− + − + − +
− +

− + − +
 ≥= 

<
                      (16) 

For example, if we consider two epistemic CIs [a] = [1, 6] and [b] = [4, 10], then [a]−[b] = [-9, 2] and: 

2[ ([1,6],[4,10])] ([ 9, 2]) |[ 9, 2]|= [0,9]eD = − = −  

Therefore, if we take a = 2∈[a] = [1, 6] and b = 9∈[b] = [4, 10], then De = 7 > D = 5. Moreover, if a = 
1.5∈[a] and b = 5∈[b], then De = 3.5 < D. In the same way, if a = 5∈[a] and b = 5∈[b], then De = 0. These 
results are in opposition with the unique scalar distance between CIs given by (12). 
To summarize, the practitioners of CIR must incorporate the fact that the least squares approach based on 
Euclidean distance considers the CIs data as ontic entities. In this framework, when the data are represented 
by epistemic CIs, although nothing forbids the use of this distance, special attention must be given to the 
applicability and the results inherent to this approach to avoid misinterpretations. Furthermore, and as 
explained in [25], the scalar distance between epistemic CIs can nevertheless be sometimes useful and can 
be viewed as a kind of informational distance between pieces of information, whose role can be similar to 
relative entropy for probability distributions. 

4.1.2. Possibilistic CIR 

The possibilistic CIR aims at determining the model parameters so that the observed data are included in 
the outputs that are predicted by the model [12][18][73]. This approach is not based on the minimization of 
a distance as for the least squares approach but on the minimization of the entire imprecision of the model 
by minimizing the total spread (radius) of the model output, subject to constraints that the support of the 
model estimations ˆ[ ]iy covers the support of the observations [ ]iy . This possibilistic CIR corresponds to 
the following constrained optimization problem: 

1 1[ ] [ ]
ˆmin ([ ]) min ( ( ,[ ]))

ˆUC: [ ] [ ];  1, , ;  [ ] 0, 0, , 1

N N
i i

i i

i i j

R y R x

y y i N R j M

= =
 =

 ⊆ = θ ≥ = −

∑ ∑
θ θ

θ

K K

M
                                                          (17) 

The radius positivity of CI parameters aims to obtain well-defined CIs. In the situation where the model M 

depends linearly on [θ], the radius of the model outputs can be expressed by the radius of the parameters. In 
this framework, the method minimizes the entire uncertainty of the model by minimizing the total spread 
(radius) of the parameters. Therefore, the optimization problem can be implemented as a mathematical 
linear programming problem [9][24]. In situations where some constraints and/or optimization criteria are 
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nonlinear, nonlinear programming methodologies [21][48][60][70], especially quadratic programming, 
have been employed [21][60]. Since the pioneering work of Tanaka, this possibilistic method has been 
improved by several authors and more efficient versions of the optimization criterion have been proposed 
(see [24] for a review). In this paper, we limit ourselves to the simple criterion given in (17). Our goal is not 
to compare these criteria but to clarify the philosophical and methodological principles of the possibilistic 
CIR. 
According to (17), it can be observed that the spread (radius) of a CI is the same regardless of the semantics 
associated with this CI: ontic or epistemic. Therefore, according to its philosophy, the possibilistic CIR can 
be applied to address ontic and/or epistemic CIs using the same formalism. This property can represent an 
advantage over the least squares method, which has allowed its development in different areas of 
applications. Thus, if the CIs are ontic, the obtained model exhibits an interval-valued (set-valued) 
phenomenon. In contrast, when the CIs are epistemic, it attempts to cover both the evolution and the 
tendency of the model and the evolution of the amount of knowledge of this phenomenon [12][25]. In the 
remainder of this paper, the possibilistic approach is adopted. However, the least squares approach can be 
considered in a similar manner while taking into account its specificities. It is important to emphasize that 
the possibilistic approach always leads to a CI model, even in the presence of crisp data [12]. 

4.2. CIR: linear/nonlinear, parametric/nonparametric 

4.2.1. Linear and nonlinear parametric models 

Generally, solving the regression problem by introducing more parameters into the model can lead to 
overfitting. However, choosing too few parameters (a simplistic model) can result in bad fits. Thus, finding 
a good compromise for the number of parameters is part of the challenge of building good models. 
A parametric model (PM) assumes that its vector of parameters [θ] is able to capture all the phenomena 
present in the data. Therefore, the model complexity and the associated number of parameters are limited 
(fixed) even if the amount of data is not limited. This property can limit the flexibility of these PMs. In CIR, 
most of the research on regression has focused on some predefined parametric forms, especially on linear 
models. For instance, in a linear framework, the univariate interval model (8) becomes: 

[ŷ] = M(x, [θ]) = [θ0] + [θ1]×x; [θ] = ([θ0], [θ1] )Τ                                           (18) 
As mentioned previously, all CI models can be naturally extended to IV-T1FS and IV-T2FS models. For 
example, models (9) and (10) can be reformulated in IV-T1FS and IV-T2FS contexts as follows: 

[ŷ(λ)] = M(x, [θ(λ)]) = [θ0(λ)] + [θ1(λ)]×x: for an IV-T1FS (GI) model                   (19) 

⟦ŷ(λ)⟧ = M(x, ⟦θ(λ)⟧) = ⟦θ0(λ)⟧+ ⟦θ1(λ)⟧×x: for an IV-T2FS (TGI) model                  (20) 

The linear models sometimes remain limited in the presence of complex data. Therefore, they are, however, 
not suitable for all circumstances. Considering the complexity and potential nonlinearity of real-world data, 
nonlinear models can be envisioned. A crucial point is then the choice of the nonlinear model shape. For 
their simplicity of exploitation and their adaptability with the optimization methodologies initially proposed 
for linear regression, some well-known models, namely, polynomial and piecewise multilinear models, are 
often used. These models are expressed as follows: 

0
1

ˆ[ ] ( ,[ ]) [θ ] [θ ]
M j

j
j

y x x
=

= = + ×∑θM : for a polynomial CI model                      (21) 

0 11
ˆ[ ] ( ,[ ]) ([θ ] [θ ] )

c k kk N

k
y x x

=

=
= = + ×θ UM : for a piecewise linear CI model                (22) 

In practical scenarios, the piecewise linear approach remains sometimes difficult to apply, where particular 
attention must be given to the problems of data splitting and the junction between the Nc piecewise models 
[9][12][81]. The polynomial approach may be effective in some cases but may lead to a problem of 
oscillation of higher-order polynomial models (the well-known Runge's phenomenon). These approaches 
have been analyzed in [9][10][12] with application examples. Although these models are nonlinear, they 
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have the particularity to depend linearly on [θ]. However, in general, for nonlinear regression, the model M 
cannot be written as linear with regard to [θ]. Exponential (or logarithm) models are classic examples of 
this category. These nonlinear models are useful in some fields, such as ecology, agriculture, and biology. 
For example, the following exponential model is nonlinear, where the parameters are nonlinearly dependent 
on the parameters [42]: 

M(x, [θ]) = 1[θ ]
0[θ ] (1 )xe ×× − ; [θ] = ([θ0], [θ1] )Τ                                              (23) 

Some nonlinear regression functions can be linearized through input-output transformation [42]. In the 
abovementioned linear and/or nonlinear PMs, the IO mapping M is assumed to be known. However, in 
many situations, the relationship M is not known. In this context, the philosophy of nonparametric models 
(NPMs), which are generally nonlinear, can be exploited. 

4.2.2. Nonparametric models 

NPMs differ from PMs in the sense that the shape of M is not predetermined but can be adjusted to capture 
unexpected features of the data. For example, K-nearest neighbors, RBF kernel, SVMs, local polynomials, 
splines, wavelets, etc.,(e.g., [46][58][62][77][83]) are regarded as NPMs since the number of parameters 
grows with the size of the training data. 
Unlike PMs, NPMs assume that the data cannot be represented by a set of finite parameters, i.e., they 
assume an infinite dimension of [θ]. The quantity of information that [θ] can capture increases as the 
quantity of the data increases. This property makes NPMs more flexible than PMs. 
Despite their lack of performance and flexibility in some complex situations, PMs have advantages of 
interpretability, where their parameters have some physical meaning, which makes them interpretable and 
of interest. Moreover, PMs offer some advantages of transferability and theoretical understanding that are 
lacking in nonparametric models. From a lexical point of view, the term nonparametric does not mean that 
such models have no parameters but that the number of parameters is flexible and not fixed in advance. 
Notably, even NPMs are finally parameterized. Unlike a PM that uses a fixed number of parameters, each 
of them having a fixed meaning, an NPM has an indefinite number of parameters, which depends on the 
data. On a philosophical level, there is inherently no fundamental difference between PMs and NPMs. Any 
mapping can be perfectly approximated by a model with an infinite number of parameters, but yet 
parametric. In our opinion, the trade-off between the two parametric and nonparametric paradigms, 
especially in an interval framework, is in computational cost and accuracy. A PM is computationally lighter 
but requires stronger assumptions about the data. In contrast, an NPM is computationally heavier but 
requires fewer assumptions about the data. Generally, NPMs are more efficient for modeling complex 
nonlinear data [49]. In a simple way, when the IO mapping is known, PMs should be used. If the 
relationship is unknown (no prior knowledge), NPMs should be envisioned. To summarize, the aim of the 
nonparametric regression is to identify the best regression function according to the data distribution rather 
than estimating the parameters of a specific model. As an example of NPMs that we will use in this paper is 
the B-splines formalism [26][27][56][78]. Thus, due to their properties, such as local shape controllability, 
boundedness, continuity, etc., the B-splines are good candidates for fitting complex data. In a CIR 
framework, the model M is represented by an interval B-spline function as follows: 

1

,
0

ˆ[ ] ( ,[ ]) [θ ] ( )
M

j j k
j

y x B x
−

=
= = ⋅∑θM ; 0 1[ , ]

n k
x t t + −∈                                               (24) 

where [θj] are CIs representing the control coefficients to be identified and Bj,k(x) are the B-spline basis 
functions [26][27] defined on a sequence of knots. In (24), the values x = tj, j = 0, …, M+k-1 are the knots, 
where M represents the number of control coefficients and k denotes the B-spline order. The B-spline of 
order k is a piecewise polynomial function of degree k-1. Considering x in the domain [x0, xf], the following 
nondecreasing sequence represents the knot sequence: 

0 1 1 10{ , , , , }
k k M M M k fT x t t t t t t x− − + −= = = = = = =K K K                                   (25) 

According to (25), it can be stated that the first and last knots are of multiplicity k. This condition is 
assumed for obtaining clamped B-splines. Model (24) is a linear combination of the basic functions Bj,k(x) 
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defined on the knot sequence T with M control coefficients [θ (λ)];j  j = 0,…, M-1 [56][78]. As for PMs, the 
B-spline approach can be naturally extended to IV-T1FS and IV-T2F NPMs. In the IV-T1FS context, model 
(24) becomes: 

1

,
0

ˆ[ (λ)] ( ,[ (λ)]) [θ (λ)] ( )
M

j j k
j

y x B x
−

=
= = ⋅∑θM                                                  (26) 

where [θj(λ)], j = 0, …, M-1 are the IV-T1FS control coefficients to be identified. 
In the same way, the IV-T2FS B-spline model is given by: 

     
1

,
0

ˆ(λ) ( , (λ) ) θ (λ) ( )
M

j j k
j

y x B x
−

=
= = ⋅∑θM                                           (27) 

In (27), ⟦θj(λ)⟧, j = 0, …, M-1 represent the IV-T2FS control coefficients to be identified and ⟦ŷ(λ)⟧ is the 
IV-T2FS model output. 

5.  Interval-valued fuzzy possibilistic regression methodology 

In the literature, the regression problem with fuzzy data has been addressed from different points of view 
and successfully applied in different applications. As discussed in the paper introduction, IV-T1FR aroused 
a major interest. However, IV-T2FR remains a little-studied field where no generic methodology for its 
implementation is proposed. The originality of this work consists of using a generic and a unified approach 
based on the use of GIs and TGIs for carrying out IV-T1FR and IV-T2FR. 
In this section, the possibilistic approach is adopted to represent the input-output behavior. It is well known 
that this approach is sensitive to outliers, and a filtering procedure is necessary before its implementation. 
For simplicity and without loss of generality, this section considers a subproblem of the general regression 
problem where the model M depends linearly on the parameter vector. 

5.1. Possibilistic IV-T1FR methodology 

The philosophy of the IV-T1FR finds its founding principles and justifications through the following 
situations: 
•  The instantiation of measures in their likelihood (membership) CIs, to which degrees of confidence and/or 

certainty are associated. 
•  The manipulation of subjective information is represented by distributions of possibility (IV-T1FSs) that 

are defined by experts. 

When considering a set of IO data {(xi, [yi(λ)]}, i = 1,…, N, where xi is the ith input and [yi(λ)] is the 
corresponding IV-T1FS output at xi, the IV-T1FR objective is to find an IV-T1FS model of the form (9). 
This IV-T1FR aims at determining the IV-T1FS parameter vector [θ(λ)] such that the observed outputs 
[yi(λ)] are included in the outputs generated by the model, i.e., [ (λ)] .ˆ[ (λ)]i iy y⊆ This IV-T1FR is formalized 
by the following optimization problem under constraints (UC): 

1 1[ (λ)] [ (λ)]
ˆmin ([ (λ)]) min ( ( ,[ (λ)]))

ˆUC: [ (λ)] [ (λ)];  1, , ; ([θ (λ)]) 0, 0, , 1

N N
i i

i i

i i j

R y R x

y y i N R j M

= ==

⊆ = ≥ = −

∑ ∑
θ θ

θ

K K

M
                                  (28) 

The inclusion of two CIs [a] = [a−, a+] and [b] = [b−, b+] is defined by [a] ⊆ [b] ⇔ b− ≤ a− & a+ ≤ b+ 
In (28), ˆ([ (λ)])iR y represents the radius of the model output. The constraints are imposed to ensure that all 
observed data [yi(λ)] are included in the predicted outputs ˆ[ (λ)].iy In the optimization problem (28), the 
model vagueness is represented by the sum of the radii of the outputs. The radius positivity constraints of 
[θj(λ)], j = 0, …, M-1 must also be taken into account to obtain well-defined IV-T1FSs. 
In practical implementations, the optimization problem (28) is realized by an approximation using the CI 
approach by discretizing the λ-vertical dimension. In this context, a compromise between the computation 
time and the quality of the approximation must be achieved. In common situations, which are often 
exploited in the literature, where the observed outputs are triangular or trapezoidal IV-T1FSs, the 
optimization procedure (28) can be limited to the levels λ = 0 and λ = 1, i.e., 
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1 1[ (0)], [ (1)] [ (0)], [ (1)]
ˆ ˆmin ([ (0)]) ([ (1)]) min ( ( ,[ (0)])) ( ( ,[ (1)]))
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ˆ (0), 1, ,iy i N⊆ = K

                (29) 

In (29), additional inclusion constraints for the level λ = 1 in the level λ = 0 are necessary to guarantee 
well-defined IV-T1FSs. Therefore, if the model expression M is known and/or linearly dependent on the 
parameters, the optimization problems (28) and (29) are simplified. This point is discussed in section 6. 

5.2. Possibilistic IV-T2FR methodology 

The philosophy of the IV-T2FR methodology finds its founding principles and its justifications in the 
following situations: 

•  When the IV-T1FR is insufficient to exhibit the presence of uncertainty in the IV-T1FS representation. 
Therefore, the locations of IV-T1FS (GI) profiles are not precisely known or are hidden for confidentiality 
purposes. 
•  When the integration of uncertainty into the answers of experts and the simultaneous consideration of 
their different opinions are needed. 

•  When the input-output data are stated in terms of IV-T2FSs. 

Let us consider a set of IO data {xi, ⟦yi(λ)⟧}; i = 1, …, N. By analogy with the IV-T1FR, the IV-T2FR aims 
to determine an IV-T2FS (TGI) model in the form (10). The IV-T2FR objective is to determine the IV-
T2FS (TGI) parameter vector ⟦θ(λ)⟧ = (⟦θ0(λ)⟧, …, ⟦θΜ(λ)⟧)T such that the observed outputs ⟦yi(λ)⟧ are 
included in the IV-T2FSs (TGIs) produced by the model, i.e., ⟦yi(λ)⟧⊆⟦ ˆ (λ)iy ⟧. This IV-T2FR problem can 
be formalized by the following optimization problem under constraints (UC): 
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                                    (30) 

[θ (λ)]j

−
≦[θ (λ)]j

+ ; 0, , 1;j M= −K  

In (30), R(⟦ ˆ (λ)iy ⟧) = R([ ˆ (λ)iy
− ]) + R([ ˆ (λ)iy+ ]). Furthermore, the inclusion relation between two TIs ⟦a⟧ = 

⟦[a−], [a+]⟧ and ⟦b⟧ = ⟦[b−], [b+]⟧ is defined as follows: 

⟦a⟧ ⊆ ⟦b⟧ ⇔ ([b−] − [a−] ⊂ ℜ−) & ([a+] − [b+] ⊂ ℜ−)                                  (32) 
The constraint [θ (λ)]j

−
≦[θ (λ)]j

+
 in (30) guarantees that [θ (λ)]j

− is always before [θ (λ)]j
+ with no intersection 

between them for λ∈[0, 1[ and [θ (1)]j
− is always before [θ (1)]j

+  with a possible meeting between them. 
Moreover, for obtaining well-defined parameters, the positivity of the radii of the left and right profiles is 
also required, i.e., ([θ (λ)]) 0 and ([θ (λ)]) 0.j jR R

− +≥ ≥  In some practical applications, the observed outputs 
are given by uncertain IV-T1FSs instead of IV-T2FSs. Therefore, due to the presence of uncertainty in the 
IV-T1FS observations, for each input xi, a number P of IV-T1FSs can be observed (P process repetitions). 
Therefore, the observed data are now {xi, [yi,p(λ)]}; i = 1, …, N, p = 1, …, P. In this context, the inclusion 
constraint ⟦yi(λ)⟧⊆⟦ ˆ (λ)iy ⟧, i = 1, …, N in (30) is replaced by the constraint [yi,p(λ)] ⊆ ⟦ ˆ (λ)iy ⟧, i = 1, …, N, 
p = 1, …, P. As for the IV-T1FR where the observed outputs have trapezoidal shapes, the optimization can 
be limited to the levels λ = 0 and λ = 1. Furthermore, if the model expression M is known and/or linearly 
dependent on the parameters, the optimization problem (30) can be simplified (see the next section). 

6.  Illustrative examples 

This section aims to show how the IV-T1FR and the IV-T2FR regression models are constructed using the 
proposed unified methodology. Therefore, this section does not focus on showing the superiority of the 
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proposed method in terms of numerical performances but rather suggests a unifying framework that applies 
to whatever the optimization criterion and the model used. In this paper, the simple and well-known 
criterion that corresponds to the sum of the output radii has been used. Furthermore, all the interval-valued 
type-1 and type-2 fuzzy regression methods that are published in the literature can be approached with the 
proposed formalism. For comparison purposes, two benchmark examples are added in Appendix C. 
The implementation of the IV-T1FR and the IV-T2FR through PMs and NPs are illustrated using a 
univariate data set given in [46]. The inputs are crisp, and the outputs are symmetrical triangular IV-T1FSs. 
The data set {( [ },, (λ)]i ix y i = 1,…, 51, where xi is the ith input and [ λ ] [ (1 λ) , (1 λ) ]( ) i i

o o
i i iy y e y e= − − + − is the 

corresponding triangular IV-T1FS output at xi. These IO data are generated by: 
2

2

0.02( 1);   (2.7 0.2) 4.5

1.7 exp( 49( 0.5) ) 1.7 1.2

i i i

i i i

o
ix i y x err

e x x

= − = − + +
= − − + +





                                       (31) 

The noise erri in (31) has been obtained using a uniform distribution over the interval [−0.4, 0.4]. 

6.1. IV-T1FS based regression 

6.1.1. Parametric approach 

Let us assume that the PM is linear and is given by (19). The IV-T1FR objective is to determine the IV-
T1FS parameters [θ0(λ)] and [θ1(λ)]. In this example, a trapezoidal model where the IV-T1FSs have a 
trapezoidal shape is employed to ensure the satisfaction of the inclusion constraints (see [9] for the 
justification of the trapezoidal model). Due to the trapezoidal shapes of the parameters, the optimization 
problem (29) is applied. Furthermore, the radii of the model at the levels λ=0 and λ=1 are given by: 

0 1

0 1
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the optimization procedure (29) is reduced to: 
51

0 1 0 11[θ (0)], [θ (1)] 
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The implementation of this procedure gives the following IV-T1FS parameters: 

[θ0(λ)] = [0.69+1.93λ, 6.21−1.65λ] and [θ1(λ)] = [2.5+3.41λ, 7.36−1.45λ] 
For example, when considering the parameter [θ0(λ)], the optimization procedure leads to the CIs: [θ0(0)] = 
[0.69, 6.21] (at λ = 0) and [θ0(1)] = [2.62, 4.56] (at λ =1). Using a linear interpolation between the levels 0 
and 1, the IV-T1FS [θ0(λ)] is obtained (see Fig. 11.b). The linear IV-T1FR led to the model illustrated in 
Fig. 11.b. According to the model parameters and thanks to the SIA operations over GIs, it is possible to 
express the model output at each input x. For example, the output at x = 0.1 is given by: 

[ŷx(λ)] = [θ0(λ)] + [θ1(λ)]×x = [0.69+1.93λ, 6.21−1.65λ] + [2.5+3.41λ, 7.36−1.45λ]×(0.1) 
= [0.94+2.27λ, 6.95−1.79λ] 

To measure the performance and the goodness of fit, the two indicators R2 and RMSE (root mean square 
error) defined in [23] are exploited. Due to the complexity of the data, it is clear from the R2 and RMSE 

indicators (R2 = 0.03; RMSE = 2.44) that a linear model is insufficient to fit the data appropriately. To 
improve IV-T1FR performance, we can move toward a polynomial model. In this framework, the order of 
the polynomial model is primordial. This order can be tuned empirically. In this paper, this problem is 
addressed using a model selection approach according to the Akaike information criterion (AIC) [1]. This 
method can quantify the performance of a model and its complexity. Therefore, by comparing the models 
with different orders, it is possible to select the most suitable model. The application of the AIC method 
leads to an optimal order n = 2. In this case, the polynomial PM is given by: 

[ŷ(λ)] = M(x, [θ(λ)]) = [θ0(λ)] + [θ1(λ)]×x + [θ2(λ)]×x2 
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Fig. 11: Results of the IV-T1FR using a linear model 

The application of the IV-T1FR method gives the following parameters: 

[θ0(λ)] = [2.50+1.69λ, 7.49−2.56λ]; [θ1(λ)] = [-4.77+3.66λ, 1.16−2.23λ]; [θ2(λ)] = [7.27, 7.27] 

The parameter [θ2(λ)] is constant ∀λ∈[0, 1]. The polynomial model and its performance are shown in Fig. 

12.a. Furthermore, for illustration, the parameter [θ0(λ)] is given in Fig. 12.b. 

 
Fig. 12: Results of the IV-T1FR using a second-order polynomial model 

Although the performances have been improved by the polynomial model (R2 = 0.41; RMSE = 1.89), they 
remain insufficient. As the optimal model is obtained for n = 2, increasing the model order brings no 
significant improvement. However, to achieve a better fit, we can envisage other model forms (piecewise 
linear or other nonlinear forms) or move toward a nonparametric approach. Due to their undeniable 
performance in the presence of complex data, the solution of an NPM is preferred. 

6.1.2. Nonparametric approach 

To explore and fit the data more flexibly, the IV-T1FS B-spline model (26) is used. Other nonparametric 
models can be envisioned using the same methodology. In this paper, due to its performance, cubic splines 
(k = 4) are chosen. However, other B-splines with different degrees can also be used. 
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Knowing that the inputs are crisp and the control coefficients have trapezoidal shapes, the model outputs 
are also trapezoidal IV-T1FSs. Moreover, the trapezoidal shapes of the IV-T1FSs permit their expression 
only on levels λ=0 and λ=1. For illustration in the optimization procedure, the number M of control 
coefficients is chosen equal to 7. This choice is validated by the AIC as used in [47]. As the radii of model 
(26) at the levels, λ=0 and λ=1 are given by: 
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The optimization problem (29) becomes: 
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The IV-T1FR led to a B-spline model of the form (26), which is illustrated in Fig. 13.a. The control 
coefficients [θ (λ)]j are IV-T1FSs. For example, the IV-T1FS [θ2(λ)] is given by [θ2(λ)] = [2.54+1.75λ, 
7.10−1.97λ] and shown in Fig. 13.b. Therefore, the optimization gives the CIs: [θ2(0)] = [2.54, 7.10] and 
[θ2(1)] = [4.29, 5.13]. By  a linear interpolation between λ = 0 and λ = 1, [θ2(λ)] is obtained. 

 
Fig. 13: Results of the IV-T1FR using a B-spline model 

Compared to the linear and polynomial PMs, the better performance of the B-spline model is justified by 
the fact that it uses six third-order polynomials (cubic splines) instead of a single linear second-order 
polynomial model. In this illustration, the knot sequence is T = {0, 0, 0, 0, 1/6, 1/3, 1/2, 2/3, 5/6, 1, 1, 1, 1}, 
which advocates that the abscissa axis is divided into 6 regions: [0, 1/6], [1/6, 1/3], [1/3, 1/2], [1/2, 2/3], 
[2/3, 5/6] and [5/6, 1]. In each region, a polynomial of degree 3 is used. Furthermore, the polynomials are 
constrained so that they join smoothly at the knots (at the region bounds). Table 2 shows the results of the 
proposed method using the vagueness criterion at the level λ = 0, i.e., 

1
ˆVagueness (1/ ). ([ (0)])

N

ii
N R y

=
= ∑  

Used approach Vagueness 

The support vector machine (RBF kernel of Hao) 3.064 

The IV-T1FR based on B-splines 2.817 

Table 2: Comparative Results 
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The results of the IV-T1FR are comparable to those of Hao’s method based on an SVM [46]. If both 
approaches can fit the fuzzy data effectively, they are not armed to cope with the uncertainty in the IV-T1FS 
representation. Therefore, if the process (data generated by (31)) is repeated P times, at each time, the IV-
T1FR gives a different model with different IV-T1FS parameters. This phenomenon is induced by the 
uncertain nature of the used data. The objective is now to propose an IV-T2FR that can fit all the uncertain 
IV-T1FS behaviors in an IV-T2FS (TGI) model. Due to the presence of uncertainty, when the IV-T1FR 
process is repeated 15 times (at each process, the data are regenerated), the performance of the suggested 
approach is maintained (see Fig. 14, where the boxplots of the R2 and the vagueness indicators are shown). 

 
Fig. 14: Boxplots of the R2 and the vagueness indicators 

6.2. IV-T2FS based regression 

As for the IV-T1FR, IV-T2FR can be envisioned through PMs and NPMs. 

6.2.1. Linear parametric regression 

Considering a set of observed trapezoidal IV-T1FSs that are obtained by model (19) through 15 process 
repetitions, [yi,p(λ)], i = 1, …, 51; p = 1, …, 15. The IV-T2FR aims at obtaining a linear model in the form 
(20), where ⟦θ0(λ)⟧ and ⟦θ1(λ)⟧ are TGIs (IV-T2FSs). Due to the trapezoidal shape of the model and its 
parameters, the optimization problem can be made only on the levels λ = 0 and λ = 1. In this case, as: 
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The optimization problem (30) is implemented as follows: 

   
   

   

0 1

51

1
θ (0) , θ (0)

, ,

ˆ ˆmin ( (0) ) ( (1) )

ˆ ˆUC: [ (0)] (0) ;[ (1)] (1) ; 1, ,51; 1, ,15

        ([θ (0)]) 0; ([θ (0)]) 0; ([θ (1)]) 0; ([θ (1)]); 0,1

i i
i

i p i i p i

j jj j

R y R y

y y y y i p

R R R R j

=

− + − +

+

⊆ ⊆ = =

≥ ≥ ≥ =

∑
K K           (32) 

[θ (0)]j

−
≦[θ (0)]j

+ ; [θ (1)]j

−
≦[θ (1)]j

+
; 0,1;j =  

The application of the IV-T2FR method leads to the following IV-T2FS parameters: 

⟦θ0(λ)⟧ = ⟦[-1.26+3.56λ, 3.01+0.19λ], [5.74−1.23λ, 6.09−1.2λ]⟧ 

⟦θ1(λ)⟧ = ⟦[1.69+3.67λ, 2.09+3.43λ], [7.76−1.8λ, 7.93−1.73λ]⟧ 

For example, the IV-T2FS ⟦θ0(λ)⟧ is built as follows: knowing that the optimization problem leads the TIs: 

     0 0 0[ (0) [ (0) [ (0)] .26,3.01 5.74, 6.09θ ] θ ], θ [-1 ],[ ]− += = : at the level λ = 0 

     0 0 0[ (1) [ (1) [ (1)] 2.3,3.20 4.51, 4.89θ ] θ ], θ [ ],[ ]− += = : at the level λ = 1 
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by linear interpolation between the levels λ = 0 and λ = 1, the TGI (IV-T2FS) coefficient ⟦θ0(λ)⟧ shown in 
Fig. 15.b is obtained. In this context, for each input x, the IV-T2FS output (TGI) can be expressed 
analytically through the model (20). For instance, the output at x = 0.1 corresponds to the following 
expression (see Fig. 15.a): 

⟦ŷ(λ)⟧ = ⟦θ0(λ)⟧+ ⟦θ1(λ)⟧×(0.1) = ⟦[-1.09+3.93λ, 3.22+0.53λ], [6.52−1.41λ, 6.88−1.37λ]⟧ 

It can be observed that all the uncertain IV-T1FSs are included in the IV-T2FS output (refer to Fig. 15.a). 

 
Fig. 15: Results of the IV-T2FR using a linear model 

6.2.2. B-splines nonparametric regression 

Let us consider the data set as presented in the previous subsection. When the B-spline model is always 
assumed, the IV-T2FR aims at obtaining a model in the form (27). The control coefficients are estimated 
according to the simplified optimization problem (32), where the model output is replaced by (27) with the 
corresponding number of IV-T2FSs ⟦θj(λ)⟧. The application of the IV-T2FR method leads to control 
coefficients that are IV-T2FSs (TGIs). For example, ⟦θ2(λ)⟧ is illustrated in Fig. 16.b and given by: 

⟦θ2(λ)⟧ = ⟦[2.20+1.71λ, 2.60+1.57λ], [5.61−1.32λ, 6.77−1.94λ]⟧ 

 
Fig. 16: Results of the IV-T2FR using a B-spline model 
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As for the IV-T1FR, at each input x, the output of the IV-T2FS model can be determined (see Fig. 16.a). 
For example, the output for x = 0.1 is given by: 

⟦ŷ(λ)⟧ =   
6

,4
0
θ (λ) (0.1)j j

j
B

=
⋅∑ = ⟦[2.53+1.52λ, 3.05+1.33λ], [5.65−1.2λ, 6.56−1.59λ]⟧ 

As stated in Fig 16, the IV-T2FR model encapsulates all the IV-T1FR models. Our method has the 
advantage of being able to analytically express the model outputs. Furthermore, all the operations are 
implemented by an extension of the SIA to TGIs. Therefore, the rigor of SIA is conserved in IV-T2FR. 

7.  Remarks, limitations and perspectives 

7.1.  Optimization procedure 

The fuzzy regression (IV-T1FR and IV-T2FR) is implemented as an optimization problem under 
constraints. Fig. 17 depicts the proposed algorithm for obtaining fuzzy regression models. 

 
Fig. 17: Proposed interval-valued fuzzy regression methodology 

The proposed approach applies to crisp inputs and fuzzy outputs regardless of the shape of IV-T1FSs and 
IV-T2FSs. However, for interval-valued nonlinear shapes and/or for interval-valued fuzzy inputs, the 
outputs generated by the regression model become nonlinear interval-valued fuzzy quantities. In this 
situation, the optimization problem is difficult to solve in a numerical framework. Therefore, the 
optimization is performed through an interval approach by discretizing the λ-vertical dimension. When 
considering λp, p = 1, …, m discretized λ-values, the optimization problems (28) and (30) must be solved 
for each λp. In these optimization problems, when IV-fuzzy quantities are required, supplementary 
monotonicity (consistency) constraints are introduced. For instance, to ensure that [θj(λ)] are represented by 
IV-T1FSs, the following constraint must be imposed: 
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for p = 1,..., m: 1 1 1 λ λ :[θ (λ )] [θ (λ )], 0, , 1p p j p j p j M+ + +∀ ≥ ⊆ = −K  

In this context, achieving satisfactory results requires the use of a sufficiently small discretization step on λ. 
This discretization phenomenon leads to a relatively time-consuming optimization procedure. This 
limitation requires regression practitioners to find a compromise between the computation time and the 
quality of the approximation of the interval-valued fuzzy sets. To overcome this limitation, most fuzzy 
regression methodologies assume the common situation where the inputs are crisp and the parameters are 
triangular or trapezoidal interval-valued fuzzy sets (IV-T1FSs and IV-T2FSs). This assumption implies that 
the model outputs are also triangular or trapezoidal interval-valued fuzzy sets. In this configuration, the 
optimization problem can be implemented only at levels λ = 0 and λ = 1. 

7.2.  Interval-valued fuzzy representation 

In the proposed application examples, the shape of IV-T1FSs is assumed to be triangular and/or trapezoidal. 
This particular situation of triangular and/or trapezoidal shapes is widely assumed in fuzzy regression 
applications that are published in the literature. This assumption is essentially motivated by the ease of 
computing and interpretation. Therefore, the linear shape (triangular and/or trapezoidal) allows us to 
express the model output, the parameters, and the optimization problem using only the levels λ  = 0 and λ  
= 1. Nevertheless, the proposed method can be applied regardless of the shape of IV-T1FSs (linear 
piecewise, polynomial, semi-elliptic, …) under the penalty of heavier computing and a time-consuming 
optimization procedure [12].  
In fuzzy regression approaches, different types of IV-T1FS input-output data have been considered, i.e., 
crisp-inputs/fuzzy outputs and fuzzy inputs/fuzzy outputs. In the proposed applications, the observed inputs 
are crisp and the observed outputs are assumed to be triangular IV-T1FSs. In this framework, it has been 
shown [9] that when assuming trapezoidal IV-T1FS parameters, a fuzzy regression model can always be 
identified independently of the observed data and the inclusion constraints in the optimization problem can 
always be satisfied. Hence, the assumptions of crisp inputs and the trapezoidal shape of parameters cause 
the model output to be trapezoidal. 
Usually, the shape of the model output is inherent to the nature and the shape of inputs and parameters. 
Two different situations can be distinguished according to the nature of inputs. The first situation refers to 
the case when the inputs are crisp, while the second situation concerns the case where the inputs are fuzzy 
(IV-T1FSs). Therefore, if the inputs are crisp (the first situation), the model output shape follows the shape 
of parameters, i.e., if the parameter’s shape is linear (respectively nonlinear), the model output is also linear 
(respectively nonlinear). In the second case where the inputs are fuzzy and represented by IV-T1FSs, the 
model output shape is always a nonlinear IV-T1FS even though the parameters and inputs have a linear 
shape (triangular or trapezoidal IV-T1FSs). Indeed, some operations (like the product) between inputs and 
parameters induce a nonlinearity shape of the model output.  
As discussed in section 7.1, the nonlinearity shape of the model output does not allow its formalization 
using only the levels λ = 0 and λ = 1. In the same way, the optimization problem cannot be performed only 
at levels λ = 0 and λ = 1. Therefore, a discretization of λ for all IV-T1FSs is required and the optimization 
problem is solved for each discretized level λ. In practice and as stated in section 7.1, this design is time-
consuming and a compromise between the computation time and the quality of results must be achieved. 
Although in a nonlinear context, if a linear shape is desired for the model output, it is possible to envelop 
the model output within a trapezoidal IV-T1FS. However, this approximation operation results in a model 
and parameters that are too imprecise.  
More generally, this paper addresses only IV-T1FSs and IV-T2FSs via the GI and TGI concepts, 
respectively. In this framework, due to the simplicity of their computer coding, CIs are often used as an 
abstract approximation of crisp sets. A CI is a 1D crisp set, i.e., a special case of a CS. For the same 
reasons, IV-T1FSs and IV-T2FSs are used as abstract approximations of T1FSs and T2FSs, respectively. 
Therefore, IV-T1FSs and IV-T2FSs are particular cases of a T1FS and T2FSs, respectively. However, this 
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regression approach can be extended to address T1FSs and T2FSs through the new concept of thick fuzzy 
sets [17]. A T1FS, which is denoted 	, can be regarded as a family of nested sets 	(λ) according to the 
vertical dimension λ (λ-cuts), i.e., 

	 
λ [0,1]∈

= U λ	(λ) 

where 	(λ) is a set. By adopting the same reasoning, a T2FS can be regarded as a thick fuzzy set that is 
interpreted as a family of nested thick sets according to the vertical dimension λ (λ-cuts). A thick set is an 
uncertain set that is denoted by ⟦	⟧ and defined by two sets 	inf  and 	sup, respectively, such as 	inf  ⊂ 	sup. 
These sets are regarded as lower and higher bounds of 	. Therefore, the thick set ⟦	⟧ can be represented as 
an interval of sets where 	inf  and 	sup are its bounds, i.e., ⟦	⟧ = [	inf, 	sup]. The difference 	? = 

	sup \	inf  that represents the uncertainty is called the penumbra. Furthermore, an uncertain T1FS is denoted 
by ⟦	⟧ (in bold) and defined by two T1FSs 	inf  and 	sup, respectively, such as 	inf  ⊂ 	sup. These T1FSs 
are regarded as lower and higher bounds of 	. Therefore, the thick fuzzy set ⟦	⟧ is an interval of T1FSs 
where 	inf  and 	sup are its bounds, i.e., 

⟦	⟧ = ⟦	inf, 	sup⟧ = 
λ [0,1]∈
U λ⟦	(λ)⟧ = ⟦

λ [0,1]∈
U λ	inf(λ),

λ [0,1]∈
U λ	sup(λ)⟧ 

Fig. 18 depicts a 2D thick set, a 2D T1FS and a 2D thick fuzzy set. 

 
Fig 18: Representation of a 2D thick set, a 2D T1FS and a 2D thick fuzzy set 

The uncertainty is exhibited by the penumbra 	sup\	inf. According to the λ-cut dimension, the penumbra 
concept in the thick fuzzy sets representation can be regarded as the footprint of the uncertainty 
phenomenon in the T2FS view. In the situation when 	inf = 	sup = 	, the thick fuzzy set ⟦	⟧ becomes a 
T1FS 	. In this context, the propagation of T1FSs and T2FSs through regression models is achieved by 
interval arithmetic over sets and thick sets. Furthermore, this concept of a thick fuzzy set can be applied not 
only in regression problems but also to more applications in many domains, such as decision-making and 
linear and nonlinear uncertain fuzzy control. For more details on thick sets and thick fuzzy sets, see 
[17][29]. 

7.3.  Model robustness, sensitivity and validation 

The presence of outliers in the data with fuzzy regression techniques may lead to inaccurate results. 
Detection to omit or to reduce the impact of such outlier data has an important effect for making 
rectifications in the obtained model [72]. Therefore, in the presence of detected outliers, two actions are 
available to us: either they are omitted or filtered [54][55], or they are tolerated while ensuring a reduction 
of their effect by guaranteeing that the proposed regression methods are robust against these outliers [4]. 
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The choice of either elimination or reduction represents two views to prevent the negative effect of outliers 
in the adopted fuzzy regression. The outlier problem has been more focused on the detection of outliers 
rather than their impact on the accuracy of the regression fuzzy model [72]. There are some studies that 
focus on the use of robust methods for handling this problem [4]. The regression approach addressed in this 
paper is sensitive to outliers. Therefore, it is necessary to eliminate the outliers before the method 
implementation to avoid overly imprecise models. For instance, a typical method to treat outliers is to 
detect and eliminate them using outlier detection algorithms [3][40]. In situations where the outliers are not 
omitted, it is important to implement methods that are robust against the outliers to make reliable 
predictions. 
Validation and cross-validation methods are essential for evaluating the validity and robustness of the 
obtained fuzzy regression models. The model validity is judged through indicators such as R2 and RMSE 
and others. The data are usually split into a training set for identifying the model and a test set for its 
validation. A first strategy, which is known as the validation set approach, consists of splitting 50% of the 
data set for training and the remaining 50% for validation. This approach is relatively severe because when 
the model is learned on only 50% of the data, it is possible that important phenomena have been forgotten. 
This situation leads to a higher bias in the validation. To overcome this difficulty, the k-fold cross-
validation procedure is often used. In this procedure, the data are randomly split into k-folds. For each k-
fold, the k-1 folds serve as the training set, and the effectiveness of the model is tested on the kth fold. This 
operation is repeated until each of the k-folds has served as test data. Generally, a lower value of k is more 
biased and hence undesirable. On the other hand, a higher value of k is less biased but can suffer from large 
variability and is time consuming. A compromise for the choice of k must be made by the regression 
practitioner in relation to the data exploited. Therefore, the smallest value of k leads to a validation set 
approach. In contrast, the greatest value of k refers to the leave-one-out cross-validation (LOOCV) 
approach. To judge the validity, sensitivity and robustness of the obtained regression models, two examples 
have been added in Appendix C, where cross-validation approaches have been employed. 
In fuzzy regression, two problems can make the handling and identification of fuzzy regression models 
more complex. The first problem concerns the evolution of the uncertain trend of the model output. To 
illustrate this problem, let us consider the case of the first-order linear model (19). According to (19), it can 
be stated that the radius of the interval output can only increase (respectively, decrease) with the evolution 
of x if x is positive (respectively, negative): 

R([ŷ(λ)]) = R([θ0(λ)]) + R([θ1(λ)])×|x|; and 
ˆ[ (λ)]d y

dx
= R([θ1(λ)])×sign(x) 

Therefore, the increasing trend of the output radius results in a model that may be excessively uncertain. To 
overcome this problem, an adjustment parameter for shifting the model inputs to modify the trend of the 
imprecise output has been proposed in [9]. The second problem refers to the overestimation phenomenon. 
Therefore, if the proposed unified approach takes advantage of flexibility, rigor and guaranteed results of 
interval arithmetic and reasoning, it can sometimes be criticized for its accumulation of fuzziness. Because 
interval arithmetic guarantees the set of all possible results, the pessimistic independence property between 
the interval-value quantities is implicitly assumed. This phenomenon can cause overestimation of 
uncertainties in the regression model outputs. This overestimation problem can be reduced by implementing 
some extensions and hybridizations of interval arithmetic [15]. 

7.4.  Model optimality 

In the context of regression, two main problems arise, namely, the model structure specification and the 
estimation of the given model. Based on a selection procedure, the first problem is focused on the choice of 
a suitable model structure for a data set. This problem is traditionally addressed a priori to take advantage of 
the estimators found for the second one. Therefore, the model selection is the process of choosing one 
among many candidate models. Consequently, it is possible to compare different models to select the most 
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suitable model. In the literature on information theory, we have some methods capable of quantifying a 
posteriori the performance of a model and its complexity. Thus, a cost function is often defined to integrate 
the criterion associated with the model identification and a function exhibiting its complexity. In this 
context, the AIC [1] and the Rissanen minimum description length criterion (MDL) can be used [71]. In our 
context of possibilistic fuzzy regression, the AIC has been preferred [12]. The optimal model corresponds 
to that for which the employed criterion is the minimum. For instance, and as mentioned in section 6, the 
AIC principle has been employed to select the control intervals (and consequently, the number of piecewise 
polynomials) to find a balance between the B-spline complexity and its approximation quality. Furthermore, 
and as discussed in section 4.2, the model choice from the linear/nonlinear or parametric/nonparametric 
regression model depends on the prior knowledge of the functional form of the relationship M and the 
realization of a trade-off between complexity, computational cost and accuracy. In a large body of literature 
on fuzzy regression analysis, most research has focused on predefined model structures, especially fuzzy 
linear regression models. In this paper, as commonly used, the model structure is assumed to be known or 
has been determined a priori. In this case, the fuzzy regression problem is reduced to an estimation problem 
of the model parameters. 

7.5.  Model interpretability 

The philosophy of the proposed unified approach consists of representing a regression model by analytical 
expressions in which the inputs, outputs and parameters are represented by IV-T1FSs (GIs) and IV-T2FSs 
(TGIs). This view has the advantage of being able to integrate and manipulate uncertainty in fuzzy 
regression models while maintaining the flexibility of interval arithmetic and reasoning. The propagation of 
GIs and TGIs through the regression models respects the closure property and provides a result of the same 
nature as the initial information. Therefore, the model output has the same interpretation as inputs and/or 
parameters in terms of uncertainty interpretations. Fuzzy regression usually exhibits an epistemic 
interpretation. Therefore, in the IV-T1FR, the inputs, outputs and/or parameters are interpreted as 
possibility distributions regarded as IV-T1FSs (see section 3.3). In this context, the uncertainty can be 
quantified thorough possibility and necessity measures. This interpretation can also be accomplished using 
belief function theory in which a plausibility measure coincides with a possibility measure, and a measure 
of belief is a measure of necessity (for more details on the interpretation of fuzzy regression using 
possibility and belief functions theories, see [12]). In the IV-T2FR, the inputs, outputs and parameters are 
interpreted as uncertain possibility distributions (see section 3.4). Therefore, the exact shape of a possibility 
distribution is unknown, and only its bounds are available. In this case, several different interpretations can 
be associated with these bounds according to the domain of application used. For example, they can be 
interpreted as the higher and lower bounds of uncertainty in some decision problems. They can also be 
interpreted as representations of extreme situations in adverse and favorable situations. 

8.  Conclusions 

In this paper, a unified approach to address type-1 and type-2 fuzzy regressions has been described (IV-
T1FR and IV-T2FR). The proposed work extends the CIR to a fuzzy context to improve its flexibility and 
specificity, revises some methodological and philosophical reflections on the interest, representativeness 
and typology of interval-valued fuzzy regression and makes it possible to address T1FR and the IV-T2FR in 
a single formalism. Therefore, the IV-T2FR is an uncertain IV-T1FR, i.e., in the absence of uncertainty 
about the IV-T1FS shape, the IV-R2FR becomes an IV-T1FR. Our approach is based on the use of GIs and 
TGIs for representing inputs, outputs and/or parameters of regression models. Furthermore, GIs and TGIs 
can be regarded as IV-T1FSs and IV-T2FSs, respectively. 
The proposed methodology is not a statistical approach and takes advantage of the flexibility, rigor and 
guaranteed results of interval arithmetic and reasoning for regression model construction and for the 
propagation of information through these models. The IV-T1FR and IV-T2FR methodologies are illustrated 
using application examples. In addition to regression issues, several other potential applications of our 
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approach, and more particularly, the TGI concept, can be envisioned in modeling, decision-making 
problems, etc. In this paper, the suggested approach addresses only IV-T1FSs and IV-T2FSs. However, it 
can be extended to T1FSs and T2FSs according to the concepts of thick fuzzy sets (TFS) [17]. In the short 
term, work will be devoted to these interesting extensions and their implantations through real-world 
applications. In the long term, we will focus on the development of methodologies to explain and to 
interpret the behavior and performances of deep learning systems using fuzzy models. It is well known that 
the driving forces behind deep learning success are due to large-scale training data and better parameter 
learning strategies. Therefore, deep learning approaches have poor transparency causing difficulty in their 
understanding and interpretation. Moreover, the effectiveness of these deep techniques can be altered when 
the data is not well defined due to the presence of uncertainty, ambiguity, vagueness, and incompleteness. 
The goal is to go towards deep fuzzy regression models where the objective is to bring together the strong 
learning capacity of deep learning techniques (based on neural networks) with the high level of 
interpretability and transparency of fuzzy models. For instance, to model a system, it can be envisioned that 
basic blocks (capsules) can be locally learned using deep techniques. The interconnection architecture of 
these capsules is then carried out through a fuzzy model where uncertainty, vagueness, ambiguity, and 
incompleteness of the data and the overall system functioning can be taken into account. To achieve mature 
results, this perspective will require a decade of research and development. 
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Appendix A 

The set I = {[a−, a+] | a−≤ a+; a−, a+∈ℜ} denotes the set of CIs, and � represents the subset of CIs in I  that 
contain zero in their interiors. When considering two CIs [a] = [a−, a+] and [b] = [b−, b+], the four SIA 
operations are defined by the following expressions [66]: 

Addition: ∀[a], [b]∈�: [a]+[b] = [a−+b−, a++b+]   
Subtraction: ∀[a], [b]∈�: [a]−[b] = [a−−b+, a+−b−]    

Multiplication: ∀[a], [b]∈�: [a]×[b] = [min(φ), max(φ)];  φ = {a−b−, a−b+, a+b−, a+b+}                     
Division: ∀[a]∈�, [b]∈�\�: [a]÷[b] = [a]×(1÷[b]); where 1÷[b] = [1/b+, 1/b−] 

If 0∈[b], then [a]÷[b] = ℜ. The SIA operations on CIs can be directly extended to TIs [16][29], i.e., 
Addition: ∀⟦a⟧, ⟦b⟧∈�: ⟦a⟧+⟦b⟧ = ⟦[a−], [a+]⟧+⟦[b−], [b+]⟧ = ⟦[a−]+[b−], [a+]+[b+]⟧ 

Subtraction: ∀⟦a⟧, ⟦b⟧∈�: ⟦a⟧−⟦b⟧ = ⟦[a−], [a+]⟧−⟦[b−], [b+]⟧ = ⟦[a−]−[b+], [a+]−[b−]⟧ 

Multiplication: ∀⟦a⟧, ⟦b⟧∈�: ⟦a⟧×⟦b⟧ = ⟦[a−], [a+]⟧×⟦[b−], [b+]⟧ = ⟦min(Φ), max(Φ)⟧ 

where Φ = {[a−]×[b−], [a−]×[b+], [a+]×[b−], [a+]×[b+]}. The min and max operators between two CIs [a] = 

[a−, a+] and [b] = [b−, b+] are expressed as follows: 

min([a], [b]) = [min(a−, b−), min(a+, b+)]; max([a], [b]) = [max(a−, b−), max(a+, b+)] 

Division: ∀⟦a⟧∈�, ⟦b⟧∈�\ℤ: ⟦a⟧÷⟦b⟧ = ⟦[a−], [a+]⟧÷⟦[b−], [b+]⟧ = ⟦a⟧×(1÷⟦b⟧) 

where 1÷⟦b⟧ = 1÷⟦[b−], [b+]⟧ = ⟦1÷[b+], 1÷[b−]⟧ 

Each operation ⊙∈{+,−, ×, ÷} between TIs is interpreted as follows: if [a]∈⟦a⟧ (a−∈[a−] and b−∈[b−]) and 

[b]∈⟦b⟧, then the interval [x] = [a]⊙[b] satisfies [x]∈⟦a⟧⊙⟦b⟧. Furthermore, each operation [a]⊙[b] is 
performed via SIA operations. 

Appendix B 

The set ΓΙ denotes the set of GI and Γ� the subset of GIs in ΓΙ that contain zero in their interiors. When 
considering two GIs [a(λ)] = [a−(λ), a+(λ)] and [b(λ)] = [b−(λ), b+(λ)], the SIA operations on CIs can be 
extended to GIs (see [11][12][16]), where the CIs are replaced by GIs, i.e., 

Addition: ∀[a(λ)], [b(λ)]∈ GI : [a(λ)]+[b(λ)] = [a−(λ)+b−(λ), a+(λ)+b+(λ)] 
Subtraction: ∀[a(λ)], [b(λ)]∈ GI : [a(λ)]−[b(λ)] = [a−(λ)−b+(λ), a+(λ)−b−(λ)] 
Multiplication: ∀[a(λ)], [b(λ)]∈ GI : [a(λ)]×[b(λ)] = [min(φ(λ)), max(φ(λ))] 

where: φ(λ) = {a−(λ)b−(λ), a−(λ)b+(λ), a+(λ)b−(λ), a+(λ)b+(λ)} 

Division: ∀[a(λ)]∈ GI , [b(λ)]∈ GI \ℤ: [a(λ)]÷[b(λ)] = [a(λ)]×(1÷[b(λ)]); with 1÷[b(λ)] = [1/b+(λ), 1/b−(λ)] 
As an IV-T1FS is a special case of a GI, the operations on IV-T1FSs are performed using operations over 
GIs. As the SIA over CIs is extended to TIs, the SIA using GIs can be extended to TGIs [16], i.e., 

Addition: ∀⟦a(λ)⟧, ⟦b(λ)⟧∈ GI : ⟦a(λ)⟧+⟦b(λ)⟧ = ⟦[a−(λ)]+[b−(λ)], [a+(λ)]+[b+(λ)]⟧ 

  Subtraction: ∀⟦a(λ)⟧, ⟦b(λ)⟧∈ GI : ⟦a(λ)⟧−⟦b(λ)⟧ = ⟦[a−(λ)]−[b+(λ)], [a+(λ)]−[b−(λ)]⟧ 

Multiplication: ∀⟦a(λ)⟧, ⟦b(λ)⟧∈ GI : ⟦a(λ)⟧×⟦b(λ)⟧ = ⟦min(Φ(λ)), max(Φ(λ))⟧ 

where: Φ(λ) = {[c1(λ)], [c2(λ)], [c3(λ)], [c4(λ)]}; with: 

[c1(λ)] = [a−(λ)]×[b−(λ)], [c2(λ)] = [a−(λ)]×[b+(λ)], [c3(λ)]= [a+(λ)]×[b−(λ)]; [c4(λ)]= [a+(λ)]×[b+(λ)]} 

As for CIs, the min and max between two GIs [a(λ)] and [b(λ)] are expressed as follows: 

min([a(λ)], [b(λ)]) = [min(a−(λ), b−(λ)), min(a+(λ), b+(λ))]; 

max([a(λ)], [b(λ)]) = [max(a−(λ), b−(λ)), max(a+(λ), b+(λ))]; 

Division: ∀⟦a(λ)⟧∈ GI , ⟦b(λ)⟧∈ GI \ℤ: ⟦a(λ)⟧÷⟦b(λ)⟧ = ⟦a(λ)⟧×(1÷⟦b(λ)⟧) 

where 1÷⟦b(λ)⟧ = 1÷⟦[b−(λ)], [b+(λ)]⟧ = ⟦1÷[b+(λ)], 1÷[b−(λ)]⟧ 
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It can be stated that in this extension, all the TIs are replaced by TGIs. However, the multiplication and 
division operations, where min and max operations between GIs are needed, deserve more attention. 
Therefore, compared with CIs where only a single horizontal dimension is considered, GIs add an 
additional vertical dimension. In this framework, attention must be paid to the points of intersection 
between ascending (descending) profiles (see [13] for more details for computing min and max operations 
between GIs). 
 

Appendix C: Examples of comparison and cross-validation 

Two benchmark examples are presented in this appendix. Due to the complexity of the data, an NP interval 
B-spline model is considered. For comparison purposes with crisp statistical methods, in our implemented 
method, the midpoint of the interval model output is taken as the best estimation. 

1. Example 1 

The proposed method is evaluated using the motorcycle benchmark data set, which is commonly used in the 
testing of regression and machine learning algorithms. This motorcycle data set is heteroscedastic and 
forms a challenging test case. It is a real-life example where the spread of the noise is correlated with the 
input values. The data sets used for comparison and the evaluation criteria are similar to those used in [67]. 
Table 3 lists the comparative learning results between the proposed method and the support vector 
regression (SVR) technique and its extensions. For more details on these methods, see [45][67]. As in [67], 
the results are obtained using the leave-one-out (loo) cross-validation method because of the small size of 
the data set. Specifically, at each run, we use one sample as the test sample and the others as training 
samples. The performance is evaluated through the SSE/SST and SSR/SST criteria [67]. 
Table 3 regroups the results extracted from [67] with the results obtained with the B-spline possibilistic 
approach proposed. According to Table 3, our method yields comparable SSE/SST and SSR/SST values to 
the other regression methods, which validates the B-spline possibilistic methodology. Notably, a small 
SSE/SST means good agreement between the estimations and data. However, a smaller SSE/SST is usually 
counterbalanced by an increased SSR/SST. As detailed in [45][67], extremely small values of SSE/SST are 
in fact not good, since they likely mean the overfitting of the regressor. A good regressor should provide a 
compromise between SSE/SST and SSR/SST. 

 SSE/SSTloo SSR/SSTloo 

Our Method 0.2283 0.7897 

Single-shifted Projection Twin SVR (SPTSVR) 0.2297 0.7729 

Pair-shifted Projection Twin SVR (PPTSVR) 0.2287 0.7817 

Twin SVR (TWSVR) 0.2305 0.7487 

Twin Projection SVR (TPSVR) 0.2331 0.7692 

Twin SVR (TSVR) 0.2313 0.7627 

SVR 0.2310 0.7586 

Table 3: Comparative results on the motorcycle benchmark dataset 

2.  Example 2 

The data are generated by the following expression (with a heteroscedastic characteristic) [80]: 
2 2( ) ( ). ( ) (1 2 )exp(-0.5 )y f x x f x x x x= + σ ε ; = − +  

where x~U(-4,4), ε is a random error, and σ(x) = (1+0.2x)/5. The same protocol proposed in [80] is adopted 
here for comparison. Furthermore, to evaluate the robustness of our approach, a random error N(0, 0.25) is 
used. For each sample, 400 observations are generated. The data are randomly divided into two parts of 
equal size (200 observations per part): estimation and prediction (validation) parts. The results are 
evaluated on 999 repetitions to show the performance of the used models. Based on the AIC, the number of 
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control intervals is chosen to be equal to 15. Our approach has been compared with multiple regression 
approaches that are reported in [80] (see Table 4). Both estimation (in-sample) and prediction (out-of-
sample) performances are evaluated through the mean absolute error (MAE) and the RMSE, as proposed in 
[80] and reproduced in Table 4. The obtained results indicate that even though these methods are different 
in their designs, the performance of our approach is efficient compared to most of the techniques in Table 4. 
The performances of our method are illustrated via the boxplots of MAE and RMSE indicators for both in-
sample and out-of-sample (see Fig. 19). 

 In sample Out of sample 

MAE RMSE MAE RMSE 

Our method: n = 15 0.042 0.056 0.043 0.060 

CQRNN (Composite Quantile Regression Neural Network): k =19 0.040 0.056 0.042 0.057 

QRNN (Quantile Regression Neural Network) 0.090 0.125 0.094 0.130 

KQR (Kernel Quantile Regression) 0.043 0.059 0.283 0.358 

ANN (Artificial Neural Network) 0.178 0.243 0.809 0.991 

A-CQR (Additive CQR) 0.238 0.292 0.240 0.295 

SI-CQR (Single-Index CQR) 0.305 0.379 0.308 0.382 

Table 4: Comparative results (the mean of 999 repetitions) 

 
Fig. 19: Boxplots of the indicators MAE and RMSE using the proposed method 

This example shows that, in its philosophy, the interval possibilistic regression can be seen as a useful 
and/or comparable solution in relation to a statistical view. Therefore, we have illustrated that by simply 
taking the midpoint of the B-spline possibilistic model, the results obtained are comparable to those 
obtained in [80]. 




