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ABSTRACT
Static illustrations are ubiquitous means to represent interaction
scenarios. Across papers and reports, these visuals demonstrate
people’s use of devices, explain systems, or show design spaces.
Creating such figures is challenging, and very little is known about
the overarching strategies for visually representing interaction sce-
narios. To mitigate this task, we contribute a unified taxonomy of
design elements that compose such figures. In particular, we pro-
vide a detailed classification of Structural and Interaction strategies,
such as composition, visual techniques, dynamics, representation
of users, and many others – all in context of the type of scenarios.
This taxonomy can inform researchers’ choices when creating new
figures, by providing a concise synthesis of visual strategies, and
revealing approaches they were not aware of before. Furthermore,
to support the community for creating further taxonomies, we also
provide three open-source software facilitating the coding process
and visual exploration of the coding scheme.

CCS CONCEPTS
• Human-centered computing → Human computer interac-
tion (HCI); Visualization theory, concepts and paradigms.
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1 INTRODUCTION
Interaction scenarios describe situations when one or multiple users
interact with one or more interfaces of digital computing systems
or devices. When interested in one of these scenarios, the ideal way
to understand the interactivity is to experience it, or at least to be
able to see it in action. Unfortunately, interacting with the system
is not always possible. Indeed, the main medium to communicate
about research in Human-Computer Interaction remains research
papers, that use non-dynamic formats (in particular PDF or static
HTML web pages). As “a picture is worth a thousand words”, au-
thors often design and represent static graphical illustrations to
explain these interactive scenarios, most of the time associated with
captions or legends to form a complete figure [27]. Furthermore,
an increasing number of journals recommend adding graphical
abstracts [38] summarising the submissions (for example, Elsevier
journals suggest including visual abstracts [25]). The figure should
give a clear representation of the work described in the paper, sum-
marise the content to help readers quickly gain and understand the
main take-home message of the paper, encourage browsing, promote
and identify research papers.

Illustrations are not only a useful for describing interactive sce-
narios in research papers, but they are also widely used as effective
visual means in presentations or for communicating ideas during
meetings. They can take many forms and represent various in-
formation that can be photographs, drawings, diagrams depicting
concepts, and ideas or charts helping to visualise data. The structure
of the illustrations might also vary, using one or multiple frames,
being augmented with titles, labels, and even the nature of the
captions can be considered as part of the illustration [27].

While ubiquitous and widely used, little is known regarding the
different approaches to create such static illustrations and existing
works on this topic are limited in terms of domain focus (e.g. design,
education) or interaction context (e.g. gestures). In this paper, we
unpack a rich taxonomy of styles and techniques that unifies works
from the literature, and investigates how the HCI community uses
static figures as a way to depict interactive scenarios. We call static
figures any visual representations that are used on static forms of
media (such as PDF papers) containing an illustration (e.g. drawing,
photograph) with additional information (e.g. caption, legend, title).
We consider in this work only figures representing interactive con-
texts, where the interaction can be seen as Tool Use [36], i.e. figures
“defining how the user acts with a system and how the system acts with
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a user”, as they can be particularly complex to design and make use
of elaborate illustration techniques to represent specific aspects of
the interaction (3D, perspective, dynamic gestures, timing, user’s
body, etc.).

First, we propose a taxonomy of static figures that illustrate tool
use, where we categorise figures according to different design el-
ements (conceptual or visual attributes of an illustration used to
encode the interaction [64]) they are composed of. We classify the
design elements under two main categories, the what design ele-
ments (that characterise the concepts represented in the figure) and
the how design elements (that characterise the visual properties).
Then, we coded design elements for each image of a dataset ex-
tracted from the proceedings of four major ACM 2018 conferences
in HCI (CHI, UIST, CSCW and Ubicomp) and from a set of patents
about interaction designs. Finally, we analyse the coded design
elements and corresponding figures to reveal different strategies
used to represent interaction.

An increasing number of papers in HCI are published every
year, resulting in an increasing number of graphical illustrations
being produced. Yet, no guidelines or recommendations exist to
help researchers create these kind of illustrations. The strategies
identified in this paper provide an overview of the figures produced
by HCI researchers. It can help early-career researchers working on
visual representations of their work, and foster reflection of senior
researchers on their own (previously) created figures.

This paper makes the following main contributions:
(1) A unified taxonomy of design elements that compose figures

representing interactive scenarios. Our taxonomy integrates
existing taxonomies and synthesises a broad spectrum of
techniques and approaches across the many different inter-
active scenarios illustrated in the HCI community.

(2) A set of Structural and Interaction strategies in existing fig-
ures used to represent specific aspects of the interaction.

(3) Three open-source software tools: one application to facil-
itate the time-consuming and tedious coding process, and
two on-line tools to explore the taxonomy we created and
identify strategies. These tools can be used to repeat our
methodology either with a different dataset or driven by
different goals in order to extract novel strategies.

2 RELATEDWORK
2.1 Existing taxonomies
Our work builds upon and extends related taxonomies that classify
visual design elements, all with different and specific motivations,
exploring either the impact of illustrations on learners’ behaviour
[27], new product development [68], gesture representations [64]
or trace figures [4]. To the best of our knowledge, our work is the
first taxonomy focused on the classification and characterisation
of illustrations that depict interactive scenarios. In this section we
summarise the most relevant visual taxonomies, and their relation
to the work presented in this paper.

Pei et al. proposed a taxonomy of visual design representations
in the context of product development [68]. In particular, they
discuss that in the field of product design, the drawing style might
be different depending on the life cycle of an illustrated product
or the purpose conveyed through the illustration. Using a dataset

built by designers and engineers, their taxonomy divides the visual
design representations in four main categories: sketches, drawings,
models and prototypes. While this taxonomy is focused on specific
design representations, we believe their work is of interest to our
larger exploration of interactive scenario illustrations, as interactive
systems might require different types of representation as well.
More specifically, Pei et al. propose a specific sub-category: 2D
Visual Design Representations > Drawings > Industrial Design
Drawings > Scenario and Storyboard, where the purpose of such
illustrations is to suggest user and product interaction and portray
its use in the context of artefacts, people and relationships.

Another taxonomy can be found inMcAweeney et al.’s work [64].
They first conducted an elicitation study with designers and re-
searchers to understand the processes and tools used to create
gesture representations. The elicitation study pointed out that no
guidelines existed to assist researchers in designing gesture repre-
sentations. Then, the authors constituted a dataset from 30 papers
published in ACM conferences (CHI, ISS and Ubicomp), including
trace figures, photographs, computer graphics, abstract lines, dots
and texts. Using information from the elicitation study, they coded
the dataset and classified the identified design elements in six di-
mensions grouped in two main categories: structural and details.
Structural dimensions (Perspective, Frame and Colour) are described
as necessary dimensions to design any representation while Details
dimensions (Body Context, Environmental Context and Gesture El-
ements) are described as optional dimensions commonly used to
extend/enrich the structural representation of the gesture.

More recently, Antoine et al. proposed a taxonomy of trace
figures, a specific type of illustrations they define as “graphical
representations of the most essential features of a scene by using
contours/outlines of objects, people and the environment” [4]. They
extracted 124 trace figures from the 222 papers published in the
2015-2017 ACM UIST conference proceedings and used two coders
to code the dataset. They identified five categories of trace figures
(demonstration of gestures, overview of system setup or assembly,
interaction sequences, design space illustrations and others) and they
extracted eight characteristics depicted (person’s body, hands or
fingers, devices and objects, screen user interfaces, environment, use of
colour, annotations, static vs dynamic and use of perspective). While
this taxonomy covers a number of different interactive scenarios
used in the HCI community, it only contains a brief description
of identified categories and characteristics. Moreover, the work is
focused on trace figures only and, as such, excludes figures based
on photographs that are likely to be used to illustrate other scenar-
ios (typically too complicated to reproduce as trace figures) and
using different strategies (that would not be adapted to trace-based
drawings).

Finally, while different from figures illustrating interacting sce-
narios, Fleming’s taxonomy [27] relates to our visual taxonomy. He
analysed 787 illustrations extracted from 40 textbooks from four
subject areas: English, History, Mathematics and Science [27]. The
purpose of the study was to observe the impact of illustrations
on learners’ behaviour. To do so, he established a taxonomy of in-
structional illustrations by tagging each illustration with attributes
grouped into 11 scales for a total of 107 categories. The scales
were as follows: Area, Framing, Shape, Position, Elements, Chroma,
Achroma, Encoding Style, Encoding Medium, Information Level and
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Unification. The scales of this work, and the general discussion
of visual representations by Fleming, informed our classification
scheme discussed shortly.

2.2 Bridging existing taxonomies with theories
on illustration

As explained above, very few taxonomies specifically targeted at il-
lustrations exist, and they remain limited either in terms of context
of interaction, type of figures or domains of interest. Nevertheless,
these taxonomies contain information that can be merged together
towards a larger and more holistic taxonomy of illustration of inter-
active scenarios. In the following sections, we link the taxonomies
presented in the previous subsection with other works from the
literature, typically design books or articles, to analyse how de-
sign elements present in figures can support the representation of
interactive scenarios.

2.2.1 Framing interactive scenario illustrations.
A first characteristic of illustrations lies in how they are structured,
for instance how many images are used, how they are framed and
the layout they are composed with.

Notably, Buxton argues that “sketches for experience and interac-
tion design [...] differ from conventional sketching since they have to
deal with time, phrasing and feel” [14]. As such, the representation
of an interaction scenario should respect different attributes, for
instance time (since interaction might be ongoing), clear vocabulary
and distinct gesture to only represent the essential elements that
compose the interaction, minimal detail and appropriate degree of
refinement to minimise the reader disturbance. These attributes
relate to similar concepts mentioned in McAweeney et al.’s tax-
onomy of gesture representations [64] where they mentioned five
important aspects: Time, Position, Posture, Motion and Touch.

Similarly, while the Details dimensions by McAweeney et al.
[64] describe the addition of precise details to understand different
aspects of the represented gesture, the Structural dimensions are
necessary to design any kind of interaction illustration. Specifically,
the Frame dimension (which is close to the Framing scale presented
in Fleming’s taxonomy [27]) mentions that illustrations can have
one or multiple frames to structure the representation [64].

A notion similar to framing is discussed in Understanding Comics,
Scott McCloud’s book exploring formal aspects of comics and their
fundamental vocabulary [65]. More precisely, McCloud discusses
the notion of Panels that can be used to “fracture both time and
space, offering a jagged rhythm of unconnected moments” (p67), and
use closure (i.e. space between panels) as ways to “connect these mo-
ments”. Such transitions between the different frames of a comics
storyboard can have different forms (p.70) [65], where few of them
might be relevant in an interactive scenario illustration. Notably,
McCloud introduces moment-to-moment as a frame transition be-
tween two very close moments in time (that in the context of HCI
could be relevant to illustrate transitions between two UI captures
of a system), action-to-action as a frame transition between two
close actions in time of a same subject (e.g. a user pointing at a spe-
cific target), subject-to-subject as frame transition between different
subjects (e.g. showing a data transfer between two collaborating
users) and aspect-to-aspect as a frame transition between different

aspects of the represented context (e.g. giving different points of
view of a prototype system device).

Greenberg et al. also identified the importance of frames and
their transitions when describing an interactive context, as they
are “what triggers a change in state” and can be “triggered by one
or more user actions” [31]. A good example is UI transitions, which
are often represented in HCI papers to illustrate the step-by-step
interaction with an interface.

Finally, an interesting structural dimension is perspective, a di-
mension for the point of view of the representation. McAweeney
et al. listed five different points of view: 1st person, 3rd person, mir-
ror, bird’s eye and side angle [64]. Note that frame and perspective
are dependent as perspective encompasses the point of view used
in a frame.

2.2.2 Illustrate dynamic interactions through the medium of static
images.
In illustrations representing dynamic, motion can be explicit (an
object moves within one frame) or implicit (an object moves be-
tween two different frames) [65], especially when representing
step-by-step operations that are generally illustrated as storyboards
or interaction sequences [4]. Designing a storyboard consists in
structuring a figure with multiple frames, dependent from each
other, and indicating a continuous flow of events in time and/or
space to represent the expected behaviour. Greenberg et al. [31]
said that “storyboard is a collection of sketches, where each sketch
is a key frame or a state that portrays an important moment in the
interface sequence”. Multi-step operations can also be structured
as a single illustration, using key structure elements to indicate in
which order to read the elements of a figure (typically numbers). In
the context of instruction manuals, step-by-step instructions have
been shown to be preferred by users over a single complex figure
(such as an exploded view), to understand assembly instructions
[1], thus confirming the usefulness of storyboards for presenting
sequential information.

Alternative techniques to storyboards have also been identified
by McAweeney et al. [64] and Antoine et al. [4]. For instance, ar-
rows can be used to represent trajectories or motion paths [4, 64]
using a plain line-style on a surface or dotted line in mid-air [64].
Touchpoints [64] (or contact points [4]) can be used to illustrate
physical contacts between fingers and a surface. Finally, both men-
tioned the possibility to use a “ghost” effect [64] (or stroboscopic
effect [4]) to illustrate a motion where “previous states/positions are
drawn in different colours or line styles” [4]. Interestingly, arrows
and stroboscopic effects were already identified as best candidates
to illustrate dynamic by Cutting in his book on the representation
of motion in static images [22], and software tools assisting the pro-
duction of figures that might illustrate motion usually implement
both methods [4, 19].

Variations of arrows and stroboscopic effects are also often used
to illustrate dynamic in comics [65]: wave symbols to describe the
sound propagation, motions or action lines for movements, trajec-
tory paths, multiple images (a.k.a stroboscopic effect), a streaking
effect (using game of shadow/very simplified version of the model)
or a blurring effect. Moreover, some of these effects can be applied
to the object or to the background whether the camera is moving
with the object or not.
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2.2.3 Appearance of an illustration.
Other than the structure of an illustration, its overall appearance
might also be impacted by the content displayed and how it is
displayed. Typically, the aspect is directly impacted by the source
material used: a photograph, a screen capture, or a drawing. As
previously mentioned, drawing style might differ in the field of
product design depending on the life cycle of the illustrated product
or the purpose conveyed through the illustration, and belong to
one of four different main categories: sketches, drawings, models
or prototypes [68]. In the specific context of automotive design
sketches, Tovey et al. studied the drawing process of postgraduate
students and professional designers [85]. Their results depicted
different categories of lines to represent an object such as form lines
(e.g. lines defining the object’s contours), crown lines (e.g. lines used
to add volume to the object) or area lines (e.g. lines defining the
object’s shadows).

A more flexible approach is suggested by Scott McCloud who
established that the style, the appearance of comics, could be posi-
tioned in a triangle that he calls the pictorial vocabulary of drawings
[65] (Chapter 2, p51-53), and whose corners are Reality, Language
and The Picture Plane, respectively corresponding to realist, iconic
and abstract styles. Thus, each drawing can be positioned within
this triangle depending on the style the author used.

We observe the same philosophy with Wileman (see figure 8.6 in
[34]) describing how to represent an object from an abstract concept
to realistic drawing. This notion of style and drawing complexity
is also depicted by Buxton [14] through the minimal detail key
element or by Fleming [27] through the encoding style category
conveying the hypothesis that when using illustrations to illustrate
a discourse other than design, the style might need to be simplistic.
This is particularly the case in trace figures, where the drawing
complexity is very low as only the outlines of the represented
objects are drawn.

In the specific context of illustrating interaction, the appearance
of an illustration can differ for specific elements. Typically, Antoine
et al. and McAweeney et al. both identified that line style can be
used as a way to express specific motion paths, for instance by
using dotted lines for mid-air interaction [4, 64].

Another factor important for the appearance of an illustration is
the potential use of colours. For both McAweeney et al. [64] and
Antoine et al. [4], the Colour dimension is simply a boolean value
representing the presence or not of colour in the illustration. They
consider colour as a key element and classify the dimension in
the structure category. For Fleming, however, the use of colours is
described through the Chroma and Achroma categories [27] which
imply more details such as transparency, tint and hue.

Note that compared to conventional drawing or photographs,
colours can play a critical role in the context of illustrating interac-
tion. Typically, it can be used as a way to focus on specific aspects
of an illustration such as emphasising motion [64] or highlighting
touch contact points (with coloured circles) or a specific area [4].
Finally, colour might also be used as a coding scheme where differ-
ent colours can group (respectively distinguish) elements of a same
(respectively different) types [18].

2.2.4 Adding additional information and explanations to illustra-
tions.

Fleming considered each figure to be composed of three distinct
types of elements [27]: Pictorial, Verbal and Design elements. Picto-
rial elements are the illustrations, i.e. , what is represented such as
geometric shapes, schematic drawings or graphs; Verbal elements
are text elements added to the figure such as labels, legends or
numbers; and Design elements are geometrical elements added to
the figure in overlay such as arrows, lines or coloured areas. Such
additional information added to the drawing/photography figure
itself are part of the illustration and considered to be useful to help
the dissemination of important information.

Hansen explored this graphical language and identified graphic
tools to help visualisation [34]. He categorised them in six families:
circles or curvoids, square-square corners, triangles, lines, points
and fuzz or Fuzzy Ideas. This implies visual codes are used to sort
and categorise presented information.

To simplify the visualisation of any representation and help the
user to rapidly identify key elements from all the different elements
structuring an illustration, some annotation techniques may be
used. Chi, in her thesis on the design of tools that rely on physical
demonstration to produce illustrations of human movements [18],
listed such annotation techniques. Highlights are used to address
attention via shapes (mark the zone) and colours (use a different
colour from the background, flashy colours). Call-outs are used to
present a detailed view while preserving the context (a.k.a mag-
nifiers or zooms). Text annotations are used to provide additional
useful information that cannot be drawn. Icons can be used to indi-
cate the general situation (e.g. valid or invalid situation). Numbers
can be used to indicate the numbers of amulti-step operation (which
can be an alternative to a stroboscopic effect).

2.2.5 Bridging with patent figures.
Interactive context illustrations can also be found in figures that
are used in patents describing novel interactive devices or sys-
tems. Illustrations are highly recommended for such patents as
they provide visual context to make sure that the idea behind the
technical aspects of the patent is clear. The creation of a patent
figure follows standards [5, 88], from its organisation to its appear-
ance. One important aspect of a patent figure organisation is the
layout/page format: figure margins, type of paper, figure and text
size are indicated. Regarding the illustration appearance, it has to be
a black-and-white drawing but colours and photographs exceptions
might be accepted in specific cases. While the drawing should be
as clear as possible, shading is recommended to give 3D perception
to the drawing when needed. Finally, extra information is highly,
notably to connect visual elements in illustrations to corresponding
text descriptions. For that end, lines must be used to link the vi-
sual feature illustrated and the corresponding text using a number
identifier, be as short as possible and not cross. Arrows can also
be used as extension of these lines to indicate a global area or, as
seen before, the direction of a movement. Interestingly, text is not
recommended in the illustration unless highly needed.

3 TAXONOMY OF INTERACTIVE SCENARIOS
3.1 Context and objective
Themain objective of this work is to propose a novel comprehensive
taxonomy of how interaction can be illustrated, that builds on top of
existing taxonomies [4, 27, 64, 68] and that is not limited to specific
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Multiple frames sc

Sub-framing

Inset (PiP)
Magnification lense
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UI overlay
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Arrow
Color highlight c
Enclosing Exact

contour line
Shape
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Color grouping
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Grouping arrows
Text annotation sc

Dynamic sc Effects
Stroboscopic effect sc c
Onomatopoeias
Motion blur
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Transition
Projection

Contact shapes sc c
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Letters
Title

Measure Arrows
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cc Purpose ★

Design space sc
Interaction sequence sc
Interactive system sc

Time★ c Moving sc
Still sc

Activity

Production
Entertainment
Medical
Driving
2D/3D creation
Fabrication
Communication
Data manipulation
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se
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ccc

Number One user
Multiple users

Body part sc sc Specific part sc Hand c sc
Fingers c sc
Head c
Foot

Lower body sc
Upper body sc
Full body sc sc

V
is
ua

lc
ha

ra
ct
er
is
ti
cs

Type ★

Drawing sc Realism Simplistic
Realistic

UI sc Drawing
Rendering c

Photo
Data visualization c
Clipart/icon
Text sc c c

Color ★ sc sc c sc Transparency

Hue c sc Colors sc sc c sc
Gray-scale
Monochrome c sc

Line style Dashed sc c
Width

In
te
ra
ct
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e
sy
st
em

Action

Discrete
Pointing
Key press c
Symbolic gesture sc sc

Continuous

Translating
Rotating c
Scaling
Scrolling
Deforming
Writing/drawing

Interaction type ★

Touch interaction c c
Mid-air interaction c
Distal interaction
On body interaction
Computer interaction
Tangible interaction c c
Controllers interaction
Pen interaction
Gaze interaction

Input channel ★

Tracking based Outside in c
Inside out

Device based sc
Mobile devices c c
Large surfaces c
Desktop devices
Laptop devices
Controllers
Tangible objects c
AR c
VR c

Sound based Speech input

Output modality ★

Haptic

Visual

Large displays
Computer displays
Mobile displays
Projected displays
Head mounted displays c
Lights

Audible Sound based
Speech output

Situation sc sc Desktop
Public/private transport c
Outdoors
Private indoors
Public indoors

■□ How codes ■□What codes ★ Key CategoriesscExplicit equivalent element cMentioned equivalent elementsc c Antoine et al. [4] sc c Fleming [27]sc cMcAweeney et al. [64] sc c Pei et al. [68]
Table 1: Our hierarchy of design elements composed of six main categories. Key categories used to facilitate the coding pro-
cess are displayed with a star symbol. Existing design elements introduced with previous taxonomies are displayed with a
coloured circle. Plain circles show elements composing existing taxonomies while empty circles show elements mentioned in
the corresponding papers. We took into account the equivalent terms such as Dashed line in our taxonomy versus Dotted line
in the taxonomy by McAweeney et al. [64].
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types of interactions [64]. This new hierarchy of design elements
covers two fundamental aspects of figures representing interactive
scenarios: what is represented in the figure (what codes) and how it
is represented (how codes). We built a large dataset using figures
extracted from four HCI conferences and applied a grounded theory
approach [50, section 11.4.1.1] to determine the design elements
composing our taxonomy. Our global assumption regarding this
work is that identifying relationships between the different design
elements used for a figure would help us understand higher-level
strategies employed to represent specific types of interaction.

3.2 Data set collection
We collected the 2018 proceedings from the ACM CHI, UIST, CSCW
and UbiComp conferences that were chosen as they were the four
top conferences in HCI on Google Scholar when this process was
initiated, and cover the full spectrum of interactive contexts that can
be represented in HCI research. We automatically extracted 7243
figures and corresponding captions from the proceedings using
pdffigure21. Finally, we manually sorted the extracted figures to
only keep the 616 figures illustrating interactive scenarios that can
be seen as tool use [36], i.e. figures involving one or several users
interacting with one or several interactive systems, and discarded
figures that did not fit this definition (e.g. data charts, tables or UML
diagrams).

As presented in the related work, we also decided to consider
patent figures representing interactive contexts. We therefore com-
plemented our dataset with figures from patents found onGooglePatent
in the first 30 pages using the keyword “interaction”. We only kept
patents including at least one figure representing an interactive
scenario, which gave us a total of 47 patents. We then manually
extracted 179 figures from these patents.

In the end, our dataset consists of a total of 179+616=795 fig-
ures illustrating interactive scenarios, extracted from both ACM
proceedings and patents.

3.3 Coding procedure
3.3.1 Step 1: Grounded theory approach. We first randomly ex-
tracted from our figure set a subset of 100 figures. As the propor-
tion of patent figures over the whole set is about 22%, we ensured
that the same proportion was kept in the extracted subset. Three
co-authors of the present paper acted as subjective coders in this
step2. They were instructed to identify the design elements of each
figure by creating codes from scratch, with only one constraint:
each code had to answer one of the following questions: What is
represented on the figure? (what codes) and How is it represented?
(how codes). Once the figures were coded, all the codes created
were analysed. To do that, each code was printed on paper strip
using a colour scheme to differentiate what codes (red) from how
codes (blue). Each paper strip0 included the name of the code and
the number of times each coder used it, giving the information on
how significant a code can be regarding its number of occurrences.
Coders then manually and collaboratively arranged together the
codes in different categories/hierarchies based on the relationships
1https://github.com/allenai/pdffigures2
2As explained below, this step required spatial co-location thus limiting the number of
coders who could participate
between the codes, their similarities and their significance. This

manual process helped to quickly create a preliminary version of
taxonomy.

3.3.2 Step 2: Iteratively refine the taxonomy. The preliminary ver-
sion of the taxonomy was then refined by iterating on the estab-
lished codes, this time with four coders (including the three from
step 1). Each iteration was composed of the following three actions.
First, coders exchanged about the current version of the taxonomy
to establish a list of modifications to apply such as adding, removing,
merging or reorganising categories. Second, a new subset of figures
was extracted (still keeping 22% of patents) that coders were asked
to code using the newly modified codes. Third, an agreement score
between coders was computed. As recommended by McDonald
et al. [66, section 5.3.2], we used inter-rater reliability (and more
precisely Fleiss’ Kappa and Krippendorff’s Alpha agreement scores,
see section 6 for a discussion of how these methods were adapted
to our problem) as a metric to verify agreement between coders.

Note that after the first iteration, some codes in certain categories
were almost systematically selected. We therefore considered the
corresponding categories as key categories, meaning that at least
one code inside each category should probably be selected (but was
not mandatory) when coding a figure. Key categories were point of
view, number of frames, type, colour, purpose, time, interaction type,
input channel and output modality.

Coders proceeded to four refinement iterations in total, with
respective results of agreement scores for each iteration presented
in table 2. The first iteration was conducted on a subset of 40 figures
to have a consequent dataset to start with. Subsets of only 20 figures
were used for the three other iterations. Coders stopped after the
fourth iteration, after which 25% of the entire dataset had been
coded and agreement scores confirmed as stable and substantial [49]
suggesting that coders had agreed on the codes and their definitions.
Regardless, modifications proposed by coders were systematically
minor such as simply renaming a code, or adding a new item to get
exhaustive categories (e.g. in activity or situation categories), which
are directly dependent on the figure context without providing
useful information. Finally, we also computed the average number
of codes selected by figures for each iteration. Interestingly, that
number increases with the iterations, possibly resulting from both
new codes that were added and coders getting more confident
across the iterations. A complete overview of the refined taxonomy
can be found Table 1. A full version, with code descriptions and
definitions, is provided as adjunct material to this submission.

Iteration #figures #codes Fleiss’ ^ Krippendorff’s 𝛼

1 40 24.1 0.61 (𝜎 = 0.08) 0.61 (𝜎 = 0.08)
2 20 23.6 0.66 (𝜎 = 0.11) 0.66 (𝜎 = 0.11)
3 20 25.4 0.61 (𝜎 = 0.10) 0.61 (𝜎 = 0.10)
4 20 27.2 0.63 (𝜎 = 0.10) 0.63 (𝜎 = 0.10)

Table 2: Fleiss’ kappa and Krippendorff’s alpha agreement
scores among coders for each refinement iteration.

3.3.3 Step 3: Coding the remainder of the dataset. We then pro-
ceeded to coding the remainder of the data set, which consisted of
595 figures, 460 were extracted from the ACM proceedings and 135
from patents. Since the agreement score stabilised among coders,
only one coder effectively took part in this step.
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We used two metrics to evaluate the precision of this coder.
The first metric was subjective and simply consisted in giving a
confidence score from 1 to 5 after coding each figure in the dataset
(average confidence score was of 4.3, 𝜎 = 0.8). The second metric
was objective and consisted in computing a stability score. We
duplicated 5% of the figures in the dataset (i.e. 29 figures) in order to
control that the coding was consistent across the duplicate figures.
The stability score computed for each figure with Krippendorff’s
alpha and Fleiss’ kappa, was on average about 0.8 (𝜎 = 0.1,𝑚𝑖𝑛 =

0.5,𝑚𝑎𝑥 = 1.0) for both metrics. Note that only one figure had a
score of 0.5 and eight a perfect agreement score of 1.0 considering
the average number of codes selected for the 29 figures is 16.19
codes.

3.3.4 Step 4: Recode the figures used to elaborate the taxonomy.
Finally, the coder who coded the remaining of the dataset in the
previous step made an additional pass on the 200 figures that were
used during steps 1 and 2, in order to update their coding this time
with the definitive codes of the taxonomy. This step is required in
order to homogenise codes for all figures of the dataset and then
be able to analyse the entire dataset rather than limit the analysis
to the figures coded in step 3.

Note that during steps 3 and 4, respectively 18 and 4 figures
were excluded as these figures were eventually not considered as
representations of interactive scenarios. This subset corresponds
to 2.8% of the dataset used for the taxonomy. In the end, our coded
dataset is composed of 773 figures, each coded with a set of what
and how codes.

4 ILLUSTRATION STRATEGIES OF
INTERACTIVE SCENARIOS

Eventually, we gathered a dataset of 773 figures, each of them coded
with a set of what and how codes. Our main goal is to find relation-
ships between uses of codes and figures, i.e. finding relevant groups
of figures using a same group of codes. Our hypothesis is that in-
side each identified group of figures, analysing the relationships
between what and how codes would yield to the understanding of
strategies used to represent interaction. We define a strategy as the
relationship between a group of what and/or how codes in a set of
figures. One assumption is that, the more a given group of codes
is present in different figures, the more an underlying strategy is
expected to be used to represent the concept illustrated. We did
not find any appropriate or standard method to analyse this mul-
tidimensional problem, therefore we chose to find the strategies
using an exploration-based approach with our own exploratory
tool (described in section 5). During the data exploration, we identi-
fied three types of strategies: Structural Strategies (SS), Interaction
Strategies (IS) and Patent Strategies (PS). Structural Strategies are
strategies that can be applied to any figure, regardless of the type of
interaction illustrated, as they are mostly composed of how codes
groups. They provide guidelines on how to deal with the basics of
figure conception. To find these strategies, we applied a bottom-
up methodology. We successively selected how codes in our ex-
ploratory tool to observe the impact on other how codes and what
codes without further treatments. We then analysed the resulting
figures to understand tendencies described in the following sec-
tions. We identified five structural strategies: choosing a frame

structure (SS1), choosing a point of view (SS2), sub-framing (SS3),
defining relationships between elements (SS4), and preprocessing
photographs (SS5).

Interaction Strategies are strategies that apply only to specific
interactive contexts. They are composed of groups of how codes
and what codes and thus, provide guidelines about representing a
specific component of the figure. To identify these strategies, we
applied a top-down and grouping methodology. We successively
selected what codes, and we recursively selected the most common
what codes present in the current figure set until the formed group
was relevant. Then, we observed the most present how codes in
the resulting figure set to obtain the strategy. We identified five
interaction strategies: defining the interactive space (IS1), high-
lighting interactive elements (IS2), representing frame dynamic
(IS3), highlighting users’ actions (IS4) and illustrating non-visual
feedback (IS5).

Patent Strategies were more straightforward to identify. As seen
in the relatedwork, illustrations guidelines already exist to standard-
ise figures in patents. We used the same bottom-up methodology as
for the general strategies to identify the strategies used in respect
to these standardisation rules. We also highlight examples of patent
figures showing that the introduced general and specific strategies
are used to illustrate interactive contexts in patents.

All these strategies are described hereafter using figures from
other papers as examples. Please note while some example figures
may be a portion of the corresponding original figures, no other
modification was applied.

SS1: Choosing a frame structure
Frame structure represents the layout of frames in the figure i.e. their
number and how they are arranged.

Number of frames
414 (69%) of the figures in the data set use multiple frames. The
number of frames directly depends on the interactive context.While
depicting an interactive system itself might require only one frame,
illustrating interaction sequences (Figure 1(a)) or design spaces
(Figures 1(b), 1(c) and 1(d)) uses multiple frames to show the main
steps of the sequence or the different possibilities of the designed
interaction. Among figures using multiple frames, 35% represent
interaction sequences and 55% design spaces.

Organising frames
Frames organisation depends on the content representation, the
number of frames, and in particular on the space available for the
figure. Interaction sequence frames are often organised using a
one-dimensional layout to facilitate the succession of frames (usu-
ally from left to right, see Figure 1(a)). Design spaces do not need
sequencing and provide more freedom to use different layouts, typ-
ically a grid layout, such as in Figures 1(c) and 1(d). Interestingly,
note that these grid-layouts can be “nested”, such as in 1(c) where
each frame of a 2×2 grid (identified using letters, see below) is com-
posed of two different frames using frame juxtaposition (discussed
in SS3).

Identifying frames
When creating a figure with multiple frames, it might be necessary
to indicate the order of the frames to the reader. These identifiers
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(a) Interactive sequence, letter identifiers [83, Fig. 16]

(b) Design space, letter identifiers [51, Fig. 1]

(c) Design space, 2 × 2 layout, letter identifiers [76, Fig. 3]

(d) Design space, 2 × 4 layout, subtitles [93, Fig. 7]

Figure 1: Examples of different frame structures

are generally displayed on a frame corner or border. To order frames
such as in interaction sequences, letters or numbers are generally
used to identify each step of the sequence (see Figure 1(a)). Letters
and numbers are also used along with subtitles as frame identifiers

when ordering is not involved, for instance, in design spaces. For
example, Figure 1(b) only uses letters, Figure 1(d) subtitles and
Figure 1(c) both. As both letters and numbers are used for ordering
and non-ordering purpose, the reader has to understand the context
to guess the meaning of the identifiers. In that case, transition
arrows between successive frames can be used as an extra indicator
to reinforce the image sequence and guide the reading of the figure
(Figure 1(a)). In the dataset 44% of figures used letters, 13% subtitles,
5% transition arrows and 2% numbers.

SS2: Choosing a point of view
Each figure frame uses a specific point of view, i.e. an observation
point with a particular perspective on the represented interactive
context. We identified four main points of view that depend on
the interaction illustrated: 3𝑟𝑑 person, 1𝑠𝑡 person, top view, and
over-shoulder.

3𝑟𝑑 person view
The most frequently used perspective, with 323 figures (54%), de-
picts a user interacting with a system, or the system itself, from a
3𝑟𝑑 person’s point of view. For example, Figure 2(e) shows a user
wearing an HMD and Figure 2(f) illustrates the user posture in a
context of desktop interaction.

1𝑠𝑡 person view
Another frequently used point of view shows the scene from the
user perspective, using a 1𝑠𝑡 person view (170 figures, 28%). De-
pending on the context, the way this point of view is used may
vary. Typically, in VR (24%) or AR (14%), the 1𝑠𝑡 person view is
often a capture of what the user sees through the HMD with the
corresponding user interface (see Figures 2(e) and 2(c)). For other
contexts, using a 1𝑠𝑡 person perspective is mostly used to focus on
user’s hands or device such as in a touch interaction context (31%
represent mobile devices). As an example, Figure 2(d) shows specific
touch gestures to use on a smartphone and the hand posture.

Top view
Representing the scene from a top view (101 figures, 17%) can be
used to get a wide angle of a scene to observe and ease the read-
ability of user interfaces by avoiding perspective. For instance, top
view is mostly used in touch (54%) and tangible (20%) interactions
as it allows to get a view on the user interface, user limbs such as
hands or fingers and the devices used. As examples, Figure 2(a) rep-
resents the tangible objects and the interactive surface and Figure
2(b) illustrates specific gestures on a smartphone.

Over-shoulder view
Used in 55 figures (9%), this point of view aims to illustrate the
distance between the user and the system she is interacting with.
While not specially used for distal interaction, 21% of figures con-
cern distal pointing tasks. By positioning the point of view above
the user’s shoulder, it is possible to observe the UI and the direction
pointed by the user, as illustrated in Figures 2(g) and 2(h) represent-
ing distal wall pointing and TV remote control.
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(a) Top view [41, Fig. 5] (b) Top view [30, Fig. 2]

(c) 1𝑠𝑡 person view [56, Fig. 3] (d) 1𝑠𝑡 person view [86, Fig. 2]

(e) 3𝑟𝑑 person view [16, Fig. 5] (f) 3𝑟𝑑 person view [92, Fig. 1]

(g) Over-shoulder view [63, Fig. 5] (h) Over-shoulder view [80, Fig. 6]

Figure 2: Examples of different points of view

SS3: Sub-framing
Given a frame structure for a figure and a point of view for each
frame, different strategies can be used to combine visual elements
using sub-framing.

(a) Frame magnification [3, Fig. 1] (b) Frame magnification [90, Fig. 5]

(c) Frame juxtaposition [45, Fig. 1] (d) Frame juxtaposition [60, Fig. 12]

(e) Picture-in-picture [10, Fig. 3] (f) Picture-in-picture [53, Fig. 4]

(g) Frame blending [94, Fig. 11] (h) Frame blending [56, Fig. 6]

Figure 3: Examples of different sub-framing strategies

Frame magnification
Frame magnification consists of embedding subframes in the main
frame to represent a zoomed portion of the figure. These subframes
are used to provide focus and context at the same time, by adding
sub-level information that cannot be represented at the main fig-
ure level while keeping the same perspective. The zoomed area9
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is typically enclosed and linked to the subframes. We counted 24
figures (4% of the dataset) using frame magnification. In Figure
3(a), the lens provides details about a specific hand gesture with
a stroboscopic effect and a motion arrow that would be hard to
notice at the figure level. In Figure 3(b), the lens gives a detailed
representation of haptic feedback.

Frame juxtaposition
Subframes can also be juxtaposed and separated by a line or white
space, vertically or horizontally. This strategy is often used to rep-
resent different perspectives on the same figure. 80 figures (13% of
the dataset) use frame juxtaposition, from which 25% correspond
to a VR interaction context. Figures 3(c) and 3(d) are two examples
of juxtaposed subframes use, where one subframe represents the
user’s perspective and the other the user interface.

Picture-in-picture
With Picture-in-picture (PiP) one frame is embedded into another. In
contrast to framemagnification, the two subframes do not represent
the same image at different zoom level. Picture-in-picture was used
in 38 figures (6%) in our dataset. Figure 3(e) and 3(f) show two use
cases of PiP, such as illustrating different points of view in the same
figure (from different users for example) or showing details about
a created device used in a system.

Frame blending
Finally, frames can be blended, by overlaying subframes (often two)
on each other using transparency. This strategy is mostly used to
overlay virtual/digital content on the real world representation.
Frame blending was used in 47 figures (7%) of our dataset, from
which 67% illustrate AR interaction. For example, Figure 3(g) over-
lays with transparency the interactive space boundaries for the user
in VR. Figure 3(h) overlays an AR interaction user interface.

SS4: Defining relationships between elements
These specific strategies gather techniques used to group or link
elements inside and outside the figures such as by associating a
label or a definition to an element, or grouping multiple elements
across one or multiple frames. Three strategies are used for that
purpose: colour, shape and identifiers grouping.

Grouping using colours
Colour grouping (used in 73 figures, 12% of our dataset) consists
of grouping elements for a figure using the same colour for filling,
strokes, or even text. For example, interactive areas in Figure 4(a)
are displayed using different colours, with areas corresponding to
the same finger displayed with the same colour. Figure 4(b) groups
the global interactive area borders in red and the personal area
in orange. Figure 4(c) uses different colours, green for interactive
objects and blue for the interactive area. Finally, Figure 4(d) uses
colour grouping to link figure elements to a legend.

Grouping using lines and arrows
Simple geometric shapes can also be used to group elements. Typi-
cally, arrows can be used to group an object of the system with a
descriptive element (typically a label), while lines can be used to
connect multiple objects of a figure. For instance, Figure 4(e) uses
yellow arrows to add extra information to describe the vibrations
generated by haptic elements. Figure 4(f) on the other hand uses

plain lines with a label to link real objects in the photography to the
corresponding virtual objects on the display. 79 figures (12%) use
arrows and lines grouping, from which 71 figures use additional
text annotation for grouping.

(a) Area colour grouping [91, Fig. 1] (b) Area colour grouping [94, Fig. 1]

(c) Objects colour grouping [39,
Fig. 8]

(d) Legend colour grouping [40,
Fig. 6]

(e) Arrow grouping [90, Fig. 5] (f) Line grouping [79, Fig. 9]

(g) Number grouping [79, Fig. 7] (h) Letter grouping [2, Fig. 14]

Figure 4: Examples of strategies used to define relationships
between elements
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Grouping using identifiers
Finally, identifiers such as letters or numbers are also used to pro-
vide structure. These identifiers are often placed on the object itself
or next to it. Figure 4(g) uses the number 1 twice to show that
the blue transparent and opaque blue parallelepipeds are the same
object that is actually moved. Figure 4(h) uses letter identifiers A, B,
C and D to link specific parts of the figure to extra information out-
side the figure such as definitions in the caption (not included). We
found 31 figures (5%) using identifiers for grouping in our dataset.

SS5: Preprocessing photographs
Two strategies, specific to photographs, consist of pre-processing
the rawmedium (i.e., the source photo) in order to highlight specific
elements, or anonymize users.

(a) Background removed [12, Fig. 6] (b) Background removed [57,
Fig. 18]

(c) Background greyed out [58,
Fig. 4]

(d) Anonymisation blur [11, Fig. 5]

(e) Anonymisation filling [23,
Fig. 1]

Figure 5: Examples of photograph preprocessing strategies

Background removal
We found 12 figures (2%) that removed the background and two
figures greying out the background in our dataset among the 387
figures using photographs. While uncommon, it corresponds to a
strategy which consists in removing or blurring the background
of a photograph in order to make the main elements such as the
users and the system stand out, while at the same time remove
unnecessary details that might distract the viewer’s attention or
result in visual clutter. Figures 5(a) and 5(b) are good examples
of users and devices detouring. Figure 5(c) [58] shows a greyed
background highlighting the tablets.

Anonymisation blurring or filling
Two strategies can be used to anonymize users. The simplest one
consists in blurring portions of the figures where users faces appear
(see Figure 5(d)). We only found 9 figures using such anonymi-
sation technique in our dataset. Another type of anonymisation
(not present in our dataset) might also be used, such as filling all
the areas of the figures showing a person in order to anonymize
their identity. Figure 5(e) [23] is a good example of such technique.
Buxton [14] and Greenberg et al. [31] refer in this context to the
technique of hybrid sketching: a part of the original photograph
is kept, while other parts are sketched over (in this case here in
order to anonymize). Besides anonymisation, hybrid sketching can
be used more broadly for any interaction scenarios where it is im-
portant to provide rich information about the context of the scene
(through the photograph), and overlaying these photographs with
the sketched elements illustrating an interaction technique, device,
or interface.

IS1: Defining the interactive space
Highlighting the physical dimensions of an interaction space (e.g.,
the two-dimensional area or a three-dimensional volume) is useful
to show a constrained space or a specific environment a person can
interact.

Colouring the interactive space
Applying a specific colour to a portion of the figure is a strategy
that is often used to highlight a 2D interactive space. Figures 6(b)
and 6(c) provide good examples of coloured interactive spaces.
The former shows a constrained on-skin interactive touch surface
limited to the arms of the user. The latter shows the area of possible
user displacements in a distal interactive context. Highlighting
3D spaces with colour can also be done using a geometrical 3D
shape enclosing these physical spaces. Figure 6(a) demonstrates
this technique where a semi-translucent blue cube is used for the
3D volume a person can interact with the system.

Highlighting the borders of a space
Instead of directly highlighting the interaction space, some figures
use space delimiters to provide spatial structure. A classic approach
is to draw lines on the figure as space delimiters. Figures 6(d) and
6(e) are good examples of the use of lines: while both figures are
delimiting VR spaces, the first one is using plain white circles, and
the second one dashed lines. Figure 6(f) instead uses transparent
coloured panels embedded in the figure as borders for each individ-
ual interaction space in the VR environment.
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(a) Colouring 3D space [84, Fig. 9] (b) Colouring 2D space [6, Fig. 1]

(c) Colouring 2D space [39, Fig. 8] (d) Border circles [94, Fig. 10]

(e) Border dashed lines [61, Fig. 4] (f) Transparent borders [94, Fig. 15]

Figure 6: Examples of figures highlighting the interactive
space

IS2: Highlighting interactive elements
These strategies highlight interactive elements through colour and
transparency, elements enclosing, or pointing using arrows.

Using colour and transparency
Colour is often used to highlight specific elements, a strategy ob-
served in 117 (19%) figures of our dataset. For example, Figure 7(a)
highlights the tangible objects in red, while lines and arrows used
for illustrating the current manipulation angle and direction are dis-
played in blue. In some cases, only a single element is colouredwhile
the remainder of the figure is represented in grey scale (e.g. Fig-
ure 7(b)). Transparency can also be used to provide focus on an
interactive element. For example, to emphasise the hand/gestural
interaction, Figure 7(c) uses a transparency layer only for the user’s
hands.

(a) Colour focus [82, Fig. 13] (b) Colour focus [83, Fig. 16]

(c) Transparency focus [33, Fig. 4] (d) Basic shape enclosing [57,
Fig. 18]

(e) Basic shape enclosing [11, Fig. 5] (f) Exact contour enclosing [52,
Fig. 7]

(g) Arrow pointing [67, Fig. 5]

Figure 7: Examples of figures highlighting interactive ele-
ments

12



Interaction Illustration Taxonomy CHI ’21, May 8–13, 2021, Yokohama, Japan

Enclosing
Another technique to emphasise specific elements in a figure is
to use enclosing. Enclosing consists in surrounding elements with
lines so that the focus is put on them, often using different line
styles (e.g. colour, plain or dashed lines).We distinguish two types of
enclosing: basic shape enclosing (40 figures, 6%) and exact contour
enclosing (15 figures, 2%). Basic shape enclosing consists in using
a simple geometric shape to enclose the emphasised element. For
example, Figure 7(d) uses a dashed-line rectangle to emphasise
the smartphone and Figure 7(e) uses an orange-coloured circle to
emphasise the tablet. Enclosing can also follow the exact external
contour of the focused element. For example, Figure 7(f) highlights
the controller trigger by using a green-coloured contour.

Arrow pointing
Although using arrows pointing at an object is a simple technique
to emphasise an element, surprisingly we did not find an example
of this technique in our dataset. Figure 7(g) (extracted from paper
[67]) is a good example of applying this technique, where arrows
highlight magnets attached to the wearable device.

IS3: Representing dynamic changes over time in
a single frame
While dynamic behaviours in a figure can be represented using
multiple frames to show the different steps of a sequence or motion,
there are also a few techniques to illustrate dynamic into one frame.
In this section we briefly describe such techniques, and refer to
McAweeney et al. for a specific taxonomy on the representation of
gestures [64].

Stroboscopic effect
Stroboscopic effects consist of drawing previous states/positions of
a moving element (e.g. controller, device, body part) using different
colours, transparency or line styles. Figure 8(a) shows a drawing-
based stroboscopic effect illustrating a thumb scroll on a touch-
screen. Figure 8(b) illustrates a photography-based stroboscopic
effect of a person’s moving body.

Lines and arrows
Lines and arrows are simple elements that can be used to show
dynamic actions. Typically, lines can be used to describe motion
paths (e.g. of a device, a body part or a cursor), as in Figure 8(e)
where a motion path is represented by a transparent pink line on
the photography. Arrows are used for directions and trajectories.
Figure 8(c) shows two possible rotations for the finger to manipulate
the cube using two blue arrows. Figure 8(d) shows the trajectory of
the user on the room’s floor.

Onomatopoeias
Also described as visual metaphors for what cannot be seen (p. 128,
[65]), onomatopoeias are a collection of small details added to a
figure, directly inspired from techniques used in comics, to give the
impression of dynamic actions. We distinguish two types: textual
and visual onomatopoeias. For example, small strokes can be used
behind an object to show a certain velocity (Figure 8(g)) or arranged
in a circle around a mouse cursor to illustrate a mouse click (Figure
8(f)). Figure 8(h) uses text onomatopoeia to illustrate smartwatch
vibrations.

(a) Drawing-based stroboscopic ef-
fect [21, Fig. 1]

(b) Photography-based strobo-
scopic effect [46, Fig. 3]

(c) Direction arrows [64, Fig. 9] (d) Trajectory [94, Fig. 12]

(e) Motion path [40, Fig. 10] (f) Visual onomatopoeia: click ef-
fect [55, Fig. 1]

(g) Visual onomatopoeia: speed ef-
fect [56, Fig. 1]

(h) Textual onomatopoeia: vibra-
tion effect [70, Fig. 1]

Figure 8: Examples of strategies used to represent dynamic
in a single frame
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IS4: Highlighting users’ actions
We identified several strategies aiming at emphasising user interac-
tion with a system.

(a) Contact points, colour [54,
Fig. 1]

(b) Contact points, shadow [64,
Fig. 8]

(c) Cast ray from finger [28, Fig. 2] (d) Cast ray from eyes [47, Fig. 7]

(e) Desktop mouse icon [17, Fig. 5] (f) Desktop mouse cursor [37,
Fig. 1]

(g) Colouring, shadow [95, Fig. 3]

Figure 9: Examples of strategies used to highlight users’ ac-
tions

Drawing contact shapes
A strategy to represent physical contact between two elements is
to highlight the contact area by drawing a shape (typically a disk)
as an intermediate layer between the elements. This technique is
commonly used to represent a touch contact between a finger and
a touch-sensitive surface (25 out of the 42 figures using contact
shapes illustrate touch interaction). As examples, figures 9(a) and
9(b) use blue circles to highlight contact points.

Showing raycast direction
Lines or arrows can be drawn to show a ray cast projection (visible
or not) from the user (using controllers, hands, fingers or eyes)
to the system. Such projection lines are usually displayed using a
specific colour or style. For instance, Figure 9(c) shows an orange-
coloured ray cast from the user’s finger. Similarly, Figure 9(d) shows
a dashed line representing the ray cast from the user’s eyes in a
context of gaze interaction.

Drop shadow effects
Using different types of drop shadows can help to illustrate physical
distance. For example, Figure 9(b) does not show any shadow of the
hand when it touches the surface, but displays a shadow when the
hand is in mid-air. Conversely, Figure 9(g) removes the shadow of
the pressed key while changing its colour from white to light grey.

Showing UI cursor
We can explicitly add a system cursor to better understand the
interaction, for example when using mouse input. Figure 9(e) dis-
plays a mouse icon embedded in the figure and Figure 9(f) shows
the mouse cursor. Furthermore, both figures use a clicked effect,
i.e. small strokes arranged in a circle around the icon, to represent
a physical press of the mouse button.

Colouring interactive elements
A different colour for the interactive elements may be used to high-
light which elements of the system or which parts of the users can
be used to interact (e.g. remotes, controllers, fingers). For example,
Figure 9(a) uses a white finger (versus light blue) to show the finger
on the touch surface. Figure 9(g) uses light orange to show which
finger presses the keyboard H key.

IS5: Illustrating non-visual feedback
Non-visual feedback such as audio or haptic feedback can be chal-
lenging to represent on a static illustration. In this section, we
explain a few strategies used to overcome this difficulty by adding
additional information on the figures.

Audio feedback
21 figures (3% of our dataset) indirectly illustrate audio feedback
by showing the audio-device used (e.g. speakers or earphones) that
let the reader infer there is an audio response provided by the
interactive system. For instance, Figure 10(a) shows a user playing
a racing game with headphones on his head suggesting the use of
sound feedback. Another strategy is to add an icon representing
sound in the figure. This is the case for Figure 10(b) that illustrates
a timeline of events, with a transition arrow going from a button
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(a) Suggested audio feedback [81,
Fig. 1]

(b) Speaker icon [59, Fig. 5]

(c) Vibration text [70, Fig. 1] (d) Vibration waves effect [77,
Fig. 1]

(e) Arrow force feedback [56,
Fig. 12]

(f) Taste feedback close-up [75,
Fig. 4]

(g) Taste feedback close-up [74,
Fig. 2]

Figure 10: Examples of strategies used to illustrate non-
visual feedback

press to a sound icon meaning once the button is pressed, a sound
is emitted by the system.

Haptic feedback
Unlike audio feedback, haptic feedback such as vibration or force
feedback is illustrated using dynamic illustration strategies. We
first observed the use of onomatopoeias, mentioned earlier in the
paper. Figure 10(c) uses the ITCH text twice with style to illustrate
smartwatch vibration, while Figure 10(d) uses an effect of waves.
Arrows are also used, specifically for force feedback interactions,
where different line styles are used to represent the different forces
applied by the system (Figure 10(e))

Taste feedback
While our dataset does not contain figures representing interaction
involving the sense of taste, we had to analyse papers about multi-
sensory interaction such as [74, 75] in order to extract a strategy,
which consists in using a close-up 3𝑟𝑑 person perspective of the
user’s mouth with the interactive device in the mouth to show
electrodes in contact with user’s tongue and suggest taste feedback
(figures 10(f) and 10(g)).

Patents strategies

Aspect
Patent figures are all done in a black and white or greyscale colour
scheme, and primarily by using line drawings. Some patent figures
embed photographswhere colours have been converted to greyscale
(see Figure 11(b)). Drawing style ranges from realistic (Figure 11(f))
to schematic (Figure 11(h)). User interfaces and wire frames are
mostly drawn in the image plane without perspective such as Figure
11(e).

Identifiers
Patent figures all use a specific identifier to link elements to defi-
nitions outside the figure. Related to guidelines, these identifiers
are always composed of a number and an arrow/line pointing at an
element.

Use of interactive strategies
Patent figures also use strategies similar to the ones we identified
in the figures extracted from academic conference proceedings. Dif-
ferent points of view are used: top (Fig. 11(a)), 1𝑠𝑡 person (Fig. 11(d)
and 11(e)) or 3𝑟𝑑 (Fig. 11(f)). Poupyrev et al. illustrated an interac-
tion sequence using two strategies on their patent [72]: multiple
frames (Fig. 11(a)) and stroboscopic effect (Fig. 11(d)). Fig. 11(c) uses
frame blending to represent the AR view of the system and the
background. Interactive areas can also be highlighted using a darker
grey colour 11(g). Another technique consists in drawing a field
of rays from the camera to define the interactive area, as shown
in Figure 11(h). As identified before, interaction between users
and systems are also represented using contact points for touch
interaction (Fig. 11(e)) or rays for distal interaction (Fig. 11(f)).
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(a) Multi-frame [72, Fig. 10] (b) Image preprocessing [87, Fig. 1]

(c) Frame blending [69, Fig. 4] (d) Strobosocpic effect [72, Fig. 3]

(e) Touch contact points [13, Fig. 1] (f) Cast rays [42, Fig. 1]

(g) Element coloured [71, Fig. 5] (h) Interactive area [73, Fig. 1A]

Figure 11: Examples of figures used in patents to illustrate
interaction

5 OPEN-SOURCE TOOLS FOR TAXONOMY
CODING, VISUALISATION AND
EXPLORATION

We developed three tools that facilitated the task of creating our
taxonomy and identifying visual strategies. These tools were critical
for allowing an effective coding and review/analysis of the large
dataset of visuals. In particular, we designed and implemented two
dedicated tools supporting coding (Figure 12), and an additional
tool for exploring the final taxonomy and identifying strategies. We
provide these tools as open-source, to support other researchers
in our community when creating taxonomies in the future. All
three tools are released as open-source software, available at https:
//ns.inria.fr/loki/IllustrationTaxonomy/.

5.1 Coding tool
First, we built a coding application in PyQt (Figure 12(a)). It displays
one figure at a time and its corresponding caption to help coders
understand the displayed figure. On the right side of the app, a tree
widget displays the code hierarchy. Hovering a code with the mouse
displays a tooltip containing the code description. For each leaf of
the code tree, a checkbox can be used to select or deselect this code
for the given figure. We also added the possibility to add, remove,
and rename codes in the hierarchy, which was very useful for the
first iterations when changes were needed. Keyboard shortcuts can
be used to rapidly interact with the application and optimise the
workflow.

Key categories of the taxonomy are highlighted with a red back-
ground in the tree widget when none of their children codes were
selected, and the background changes to green when at least one
child code is selected. A global indicator in the top right corner
changes from red to green when all key categories are green. The
key categories colour system helps coders to quickly identify when
the tagging of a figure is completed, i.e. when at least one code in
each key category was selected.

Finally, a text comment area and two 5-stars rating widgets can
be used by coders to give feedback on their coding confidence and
the overall subjective rating of the figure.

5.2 Visualisation tool
Second, we created an on-line visualisation tool using theD3 toolkit [9].
This tool, provided as supplementary material, proposes two types
of visualisations for the taxonomy (Figure 12(b)): a simple expand-
ing tree view (allowing clicking on each node of the coding hierar-
chy), and a treemap view (allowing observing examples of figures
for each code of our taxonomy). Both visualisation tools allow read-
ing each code description and were automatically updated upon
each coding iteration. These on-line tools helped coders to become
more familiar with the different codes of the taxonomy, and were
also used as visual support for the refinement discussions.
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(a) Coding tool (b) Visualisation tool (c) Taxonomy Explorer

Figure 12: (a) The coding tool was used to tag the figures. It displays the figure with its caption, two 5-stars rating widgets to
enter coding confidence and figure score, the hierarchy of codes as a tree widget and a comment area. (b) The visualisation
tool was used to navigate through the hierarchy of codes, see codes and categories, their definition and figure examples. (c)
The Taxonomy Explorer is a web application to navigate through the coded data. Selecting what code and how code items
(respectively in the blue and red lists) apply a filter on the data set to get the number of figures with these codes. Both lists can
be sorted alphabetically or by frequency, which are updated in real time upon the current codes selection. The right column
shows examples of figures corresponding to the selection.

5.3 Exploration tool
Third, we built a visual exploration software tool, Taxonomy Ex-
plorer (see Figure 12(c)), that can be used to browse the codes used
in the taxonomy, sort and filter them by frequency of use, and dis-
play figures associated with the codes that are selected. The main
idea of this tool is to be able to select specific codes and observe
the impact of the selection on the other codes and figures. This
tool is composed of four main parts: a green horizontal banner,
and three vertical columns (one blue, one red and one displaying
figures). The blue and red columns respectively display the list of
what and how codes of our taxonomy. Each row of these columns
is an HTML structure containing: a checkbox to (de)select the code,
the code name (concatenated with its parent category name), and
numbers indicating occurrences and percentage of the code in the
set of figures corresponding to the currently selected codes. When
(de)selecting a code, the set of figures corresponding to selected
codes (i.e. the intersection) is automatically retrieved, and the inter-
face updated to reflect the code (de)selection. The rows in the blue
and red columns also have background colours of different bright-
ness, brighter corresponding to a higher percentage of the code in
the corresponding set of figures. If no code is selected, all figures
are included in the selection. In order to support different code
exploration strategies, both lists can be dynamically sorted alpha-
betically or by frequency. The green horizontal banner shows the
list of currently selected codes. Clicking on one of them removes it
from the current selection and un-checks the corresponding check-
box in the blue or red column. Finally, the last column displays a
dynamic scrollable view with examples of figures that have been
tagged with currently selected codes. As mentioned in the previous
sections, this tool was used to observe global tendencies of codes
within the dataset, as well as identify illustration strategies.

6 DISCUSSION AND CONCLUSION
6.1 Reflection on use of taxonomy and tools
In this work, we developed a taxonomy of figures illustrating in-
teractive scenarios and identified strategies that are used (and can

be reused) when producing such figures. The taxonomy was elabo-
rated in a two-step process which consisted in having a group of
coders producing codes from scratch, and iterating to refine these
codes and their corresponding definitions. This approach was in-
herently driven by our dataset that consisted of figures illustrating
interactive scenarios extracted from the proceedings of four major
HCI conferences. While not necessarily complete, this dataset made
it possible to expand beyond what had already been known about
figures of interactive scenarios, and allowed us to create a com-
prehensive taxonomy of the representation of interaction in static
visual representations. As illustrated on Table 1, our taxonomy in-
tegrates previously published categorisations of the representation
of interaction, and extends beyond these with categories that were
not yet or only partially considered by previous works.

The complete coding of this dataset then provides interesting
insights on the illustration of interactive scenarios, as shown by
the summary statistics that can be found in section A. These il-
lustrations employ diverse layouts, structures, and points of view,
showing that there is not one single approach to illustrate inter-
action and that guidelines and strategies are helpful depending
on what an author might want to illustrate. The exploration of
this dataset – supported with our (open-source) software tools –
allowed us to identify Structural and Interaction strategies. We
hope that our generalised strategies will function as guidelines and
inspiration for HCI researchers and students to produce the best
possible visual representation of their interactive scenario.

Our taxonomy and classification can likely be extended in the
future, and additional strategies could be extracted by repeating
our methodology either with a different dataset or with different
goals in mind. Indeed, we provide our tools and complete dataset
for this reason as open-source, to further allow the creative explo-
ration of our taxonomy (or different taxonomies in the future). First,
our visualisation tool allows the exploration of our taxonomy, to
navigate our codes hierarchy, read codes descriptions and observe
examples of figures for each code. Second, our Exploration tool can
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be used to explore our dataset of coded figures and observe ten-
dencies or discover new strategies. It is indeed important to note
that our focus was on the illustration of interaction on static visual
representations, but our taxonomy could be further extended to
other fields, such as instruction manuals where specific strategies
are used to help the user understand the different operations [1].

6.2 Reflection on methodology
We combined a grounded theory approach [50] which consists in
building a theory through gathering and analysis of data, in our
case, the manual analysis of the figures from our dataset. Part of the
coding process used to build the taxonomy has been performed by
several coders, until we observed a stable agreement score between
them. After that, only one coder completed the process and then
manually analysed the coded figures to identify strategies.

6.2.1 Measuring agreement between coders. To the best of our
knowledge, there is no standard methodology for computing an
agreement score in a coding process. Indeed, commonly used met-
rics [26, 48] for measuring inter-rater agreement were designed for
categorisation tasks where an object can be classified in one and
only one category, while in our case each figure could be assigned
with multiple codes. To overcome this issue, we used a common
adaptation of the Fleiss’ kappa and Krippendorff’s alpha to a cod-
ing context by computing an agreement score for each object (in
our case each figure) instead of the whole set. In that respect, we
considered within a figure each code as an object to assign to one
of the non-overlapping categories: Selected or Not-selected. Eventu-
ally, overall agreement score was computed as the average of the
agreement score of each figure. We decided to report agreement
scores in spite of this adaptation to follow recommendations during
coding procedure. However, this method remains an adaptation
of what they were designed for, and as such, need to be carefully
considered when used in other contexts.

6.2.2 Manual exploration of coded figures. We decided to imple-
ment the Exploration tool to support the manual exploration of
the coded figures in order to extract strategies. Before that, we
considered to explore the coded dataset using PCA or clustering
methods such as K-means, but realised these techniques were not
adapted. First, clustering methods usually partition all the objects
of a dataset into a predetermined number of clusters. While fuzzy
clustering [24] such as fuzzy c-means [8] could overcome this prob-
lem, algorithmic methods still would be unadapted because of the
diversity of our dataset, both in terms of the number of codes and
diversity of figures. Indeed, these algorithms are very sensitive to
outliers, whereas our dataset has quite a few outliers because of
underrepresented interaction types (e.g. VR was much more rep-
resented than speech input). Cleaning data to remove outliers or
balanced weight between codes might be a solution, but would yield
in a problem of finding cleaning criteria and eventually losing too
much information. More importantly, we were also interested in
analysing outliers and aimed to find strategies commonly used for
a majority of figures, without missing relevant strategies sparsely
used only because the interactive scenario depicted in the figure is
rare. For instance, codes foot body part, speech input, anonymisation
blur, grey out or blurred background and more than 10 others are
used fewer than ten times in the whole dataset, and yet, most of

them are part of strategies we identified, presented in section 4. In
the end, we believe that the methodology used was sound. It relies
on a systematic coding of figures with a software-supported manual
exploration of the coded dataset. The exploration of the dataset by
a single coder already resulted in the extraction of several strategies
of different types used to illustrate interaction.

6.3 Limitations of the study
We focused on identifying higher-level strategies for creating vi-
sual representations for interaction scenarios, ignoring lower-level
strategies such as how visual variables (symbols, line styles, etc.)
could be used. We decided to focus on the former as significant
research has already been conducted on the latter [15] to the point
that education books can be found in order to better understand
how to adequately use these visual variables [89]. At the same time,
several strategies (e.g. SS3 or SS4) would benefit from a more thor-
ough understanding of semiology of graphics [7] or gestalt laws
to optimise their implementation. While all the strategies reported
in this paper can be seen as guidelines, this work does not provide
any guidance regarding "good" or "bad" strategies to employ. On
the one hand, we do consider all strategies reported in this paper as
“good”, which is why we believe they could be useful for the future
creation of figures. On the other hand, we acknowledge that some
strategies may be better than others and that distinction would
require further work to be studied.

Another limitation of our work was that we did focus on fig-
ures illustrating interactive scenarios on tool/system/prototype use,
ignoring other figures that can frequently be used in HCI papers
such as data charts. Once again, we decided to focus on a largely
under-explored area rather than focus on types of figures that have
already been intensively investigated [35, 78, 89].

We also limited our investigation to the case of static figures,
which remains the main visual medium to describe interactive
scenarios in research papers. As such, we deliberately decided to
ignore dynamic [32, 43, 44] and interactive figures [62] even though
some can be found in recent HCI appears [29, 32], because they are
not natively supported by most formats used for communicating
about interactive scenarios (typically PDF research papers), and
even when used, they require an equivalent static figure [32, 62].

6.4 Future work
In this work, we extracted structural characteristics and interactive
strategies to illustrate interactive scenarios, readily used by the
HCI community when producing their own figures. However, this
still requires to implement these strategies by hand into our own
figures. Recent systems were developed to support the production
of illustrative figures, such as DemoDraw [20] or Esquisse [4]. A
possible direction for future work would be to incorporate the
strategies we identified as templates into these – or similar – tools,
to simplify the reuse of such strategies.

A second direction for future work would be to evaluate the
efficiency of the figures used in our dataset. Indeed, we can assume a
certain quality level of all our figures given that they were extracted
from research papers published in top tier HCI conferences, but
is also likely that all figures are not of equivalent quality and that
some of them convey more efficiently their meaning than others,
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hence, that some of the identified strategies in this work could
be more efficient than others. Future work could investigate this
through user studies where participants produce several instances
of an illustrative figure (in a similar way McAweeney et al. did
for gesture representations [64]), using different strategies and
comparing their overall performances through subjective feedback
or ask participants to rate and describe what they understand for a
given interaction scenario illustrated with different strategies.
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A TAXONOMY OVERALL STATISTICS
We analysed the global tendencies of codes within the dataset. We
chose to exclude patent figures from the analysis since they seem
to always use the same codes3. In the end, we analysed the codes
applied to exactly 594 figures coming from the proceedings part of
our dataset.

A.1 Appearance of figures
387 figures (65%) used photographs while 175 figures (28%) used
drawings. Note that both types are not exclusive and the use of both
3This is unsurprising given that illustrations for patents must follow the rules men-
tioned section 2.2.5. Yet, we will discuss the strategies used for patents in section
4
photographs and drawings was found in 28 (5%) figures. We only

found 71 figures (11%) using a drawnUI, and 142 (23%) using a screen
capture, which represents a total of 213 (36%) figures including a
UI. Among these 213 figures including UIs, the UI was the main
component of the figure for 117 (20%) of them. 555 figures (93%)
used colours, 26 (4%) weremonochrome and 20 (3%) used a greyscale.

A.2 Purpose and structure.
We found respectively 250 (42%), 232 (39%) and 171 (28%) figures rep-
resenting design spaces, interactive systems and interaction sequences.
The structure used seems to be correlated to the represented con-
text.

Design space. A design space is a figure illustrating a set of func-
tionalities, possibilities, commands or use cases available in a sys-
tem. 229 figures (91% of 250) were composed of multiple indepen-
dent frames, i.e. there is no relationship between the frames. Within
these 229 figures, 193 (84% of 229) used a fixed time through the
frames (we refer to the supplementary materials for a definition of
the codes used).

Interactive system. A figure showing an interactive system fo-
cuses on the setup of a system and its sensing capabilities rather
than on the interaction between the user and the system. 136 figures
(58% of 232) focused on a system, using most of the time a single
frame. Within these 136 figures, 129 (94% of 136) used a fixed time
through the frames as well.

Interaction sequence. An interaction sequence is a sequence of
actions that must be accomplished in a specific order to launch
a system command. 145 figures (84% of 171) were composed of
multiple dependent frames, i.e. there is a relationship between
the frames. For these 145 figures, time was typically progressing
through the different frames in 127 of them (87% of 145).

A.3 Dynamic.
We found 170 figures (28%) representing time evolving. Interestingly,
within these 170 figures, 147 (86%) illustrate an interaction sequence.
Evolution of time is illustrated using three main techniques.

Multiple frames. 141 (82% of 170) usedmultiple frames to illustrate
the progression of time across the figure. To refer to each frame, 97
figures (68% of 141) used letters, 23 figures (16% of 141) titles and 9
(6% of 141) numbers.

Movement effects. 41 (24% of 170) used a stroboscopic effect to
represent a time progression. This little number can be explained
as it requires better drawing and figure design skills to produce a
stroboscopic effect.

Lines and arrows.We also found an important use of lines and
arrows to represent movements (52 figures, 30% of 170), trajectories
(41 figures, 24% of 170) and transitions (24 figures, 14% of 170).

A.4 User representation.
We found a total of 558 figures (96%) illustrating user(s) which leaves
23 figures where no user is represented (e.g. interactive systems
only).

Number of users: 491 figures (88% of 558) represented only one
user and only 67 figures (12% of 558) multiple users.

Body part. Unsurprisingly, the most frequently represented body
part is the hand with 302 figures (50%). This can be easily explained
as the most represented types of interaction are touch interaction
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(192 figures, 32%) and tangible interaction (152 figures, 25%). Then,
we did find representations of users’ upper body, full body and
fingers with corresponding proportions of 130 (21%), 85 (14%) and
73 figures (12%).

Anonymisation. Surprisingly, we only found 9 figures (1%) over
the whole dataset using user anonymisation technique (using blur
effect in our case).

Point of view. The most frequently used point of view was 3𝑟𝑑
person with 323 figures (54%). Within the 323 figures, 254 (78% of
323) illustrate a single user and 52 figures (16% of 323) multiple
users. The second most used point of view was 1𝑠𝑡 person view
with 170 figures (29%), mostly used to illustrate one user only (152
figures, 89% of 152).
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