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A B S T R A C T 

Anomalies in the flux ratios of the images of quadruply-lensed quasars have been used to constrain the nature of dark matter. 
Assuming these lensing perturbations are caused by dark matter haloes, it is currently possible to constrain the mass of a 
hypothetical Warm Dark Matter (WDM) particle to be m χ > 5.2 keV. Ho we ver, the assumption that perturbations are only 

caused by DM haloes might not be correct as other structures, such as filaments and pancakes, exist and make up a significant 
fraction of the mass in the Universe, ranging between 5 per cent and 50 per cent depending on the dark matter model. Using 

no v el fragmentation-free simulations of 1 and 3 keV WDM cosmologies we study these ‘non-halo’ structures and estimate their 
impact on flux-ratio observations. We find that these structures display sharp density gradients with short correlation lengths, 
and can contribute more to the lensing signal than all haloes up to the half-mode mass combined, thus reducing the differences 
expected among WDM models. We estimate that non-halo structures can be the dominant cause of line-of-sight flux-ratio 

anomalies in very warm, but already excluded, m x ∼ 1 keV scenarios. For colder cases m x � 3 keV , we estimate that non-haloes 
can contribute about 5 − 10 per cent of the total flux-ratio signal. 

Key words: gravitational lensing: strong – methods: numerical – dark matter – large-scale structure of Universe. 
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 I N T RO D U C T I O N  

ne of the biggest puzzles of contemporary cosmology and particle 
hysics is the nature of the dark matter (DM). DM dominates in mass
y about five to one over ordinary matter (Planck Collaboration et al.
020 ), it is required to successfully reproduce many observations of
he universe (e.g. Markevitch et al. 2004 ; Tegmark et al. 2004 ; de Blok
t al. 2008 ), and it is an essential ingredient in cosmological N -body
imulations that successfully predict the structure of the Universe 
e.g. Frenk & White 2012 ; Kuhlen, Vogelsberger & Angulo 2012 ,
or re vie ws). 

Despite the cosmological evidence, there is no sign of a potential 
M particle at at the Large Hadron Collider, nor at direct detection

xperiments (e.g. LUX, Akerib et al. 2017 ; XENON1T Aprile et al.
018 ). This has made traditional candidates for DM increasingly less
opular, while others such as axions (e.g. Sikivie 2008 ; Marsh 2016 ,
or re vie ws) or primordial black holes (e.g. Carr & K ̈uhnel 2020 , for
 re vie w) are enjoying rene wed interest. 

Various competing DM models predict different features on 
osmological scales, which opens up the opportunity to distinguish 
hem observationally. For instance, sterile neutrino warm dark matter 
WDM), with masses � 3 keV (e.g. Boyarsky et al. 2019 , for a
e vie w), or ultralight axion-like particles with masses of ∼ 10 −20 eV
 E-mail: thomas.richardson@obspm.fr 
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orming a condensate of ‘fuzzy’ DM (FDM; e.g. Niemeyer 2020 ,
or a re vie w), are in agreement with all large-scale structure data
ut predict smooth rather than clumpy cosmic structure below a 
article-mass-dependent scale. These differences are expected to 
f fect v arious cosmological observ ables thus it becomes possible
o constrain DM candidates and their properties. 

There are currently four main venues to constrain DM with 
strophysical observations: (i) The number and properties of Milky 
ay satellites; although these are found to be severely affected by

strophysical processes such as gas cooling and supernova explosions 
e.g. Dekel & Silk 1986 ; Ogiya & Mori 2011 ; Pontzen & Go v ernato
012 ; Zolotov et al. 2012 ; Arraki et al. 2014 ), these galaxies are still
ensitive to the amount of primordial small-scale structure. (ii) The 
mplitude of small-scale clustering of gas as measured by the Lyman-
forest. This method has put strong constraints on both WDM and

DM models down to scales that are now quite degenerate with
strophysical processes (e.g. Narayanan et al. 2000 ; Viel et al. 2013 ;
r ̌si ̌c et al. 2017 ; Kobayashi et al. 2017 ). (iii) Perturbations to star
ensity in stellar streams (e.g. Yoon, Johnston & Hogg 2011 ; Banik
t al. 2018 , 2021 ; Hermans et al. 2021 ) hav e pro vided constraints
n the population of sub-haloes around the MW and conversely the
odel of DM needed to produce this population. (iv) Perturbations 

n strong gravitational lensing which are becoming increasingly 
ompetitive in constraining the nature of DM thanks to recent 
dvances in modelling (Inoue et al. 2015 ; Vegetti et al. 2018 ; Gilman
t al. 2019 ; Gilman et al. 2020 ; Hsueh et al. 2020 ). Recently, efforts
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ave been made by the community to combine these various probes
o reach more stringent constraints on the cosmological parameters
see e.g. Enzi et al. 2021 ; Nadler et al. 2021 ) 

In this paper, we will focus on constraints obtained with obser-
ations of light fluxes of strongly lensed quasars. The images of
ultiply-lensed high-redshift quasars originate from different light

aths and have potentially encountered different structures which
roduce secondary lensing effects. This leads to anomalies in the
ux ratios of the images which cannot be explained by the main lens
lone. These ‘anomalies’ are found to be sensitive to even very small
M structures, and can therefore be used to constrain the warmth of
M. Recent analyses of quadruply-lensed quasars have found that
M has to be colder than a thermal relic mass of m χ < 5.2 keV

o explain the measured perturbations in the lensing signal (Gilman
t al. 2019 ; Gilman et al. 2020 ; Hsueh et al. 2020 ) 

In recent studies the amount of perturbation is directly linked to
he abundance and concentration of DM haloes, implicitly neglecting
ny density fluctuation outside of haloes (Gilman et al. 2019 ;
ilman et al. 2020 ; Hsueh et al. 2020 ). Ho we ver, FDM or WDM

osmologies are not completely devoid of small-scale structure
utside haloes. Since haloes form by triaxial collapse (Zel’Dovich
970 ; Shandarin & Zeldovich 1989 ), only partially collapsed non-
alo structures must exist: 1D collapsed ‘pancakes’ and 2D collapsed
filaments’. Pancakes and filaments typically have lower densities
han haloes, which is often the primary moti v ation for neglecting
hem. Ho we ver, early and modern DM simulations have shown
hat these structures contain high-contrast caustics (Buchert 1989 ;
handarin & Zeldovich 1989 ; Angulo, Hahn & Abel 2013 ) which
reate sharp high-density edges in the density field outside haloes.
n CDM, the same structures exist, but are typically fragmented into
ven smaller substructures (e.g. Bond, Kofman & Pogosyan 1996 ). 

As the precision of observations is increasing, it is important to
e vie w all the underlying assumptions in data analyses. Specifically,
ere we address the question of whether it is correct to assume that
n a non-cold DM universe the only source of significant density
uctuations are collapsed haloes. In other words, can filaments
nd pancakes in a warm DM universe cause flux-ratio anomalies
omparable with those of low-mass haloes in a colder cosmology? 

Pioneering work (Inoue 2015 ) using theoretical models of non-
alo structures attempted to answer this question for the strong lens-
ng system MG0414 + 0534. Here we are able to address this question
n a broader context thanks to a new generation of cosmological
imulations (Hahn & Angulo 2016 ; St ̈ucker et al. 2020 ), which,
or the first time, simulate non-linear structure with high precision
nd devoid of artificial fragmentation. Using the simulated density
elds, we will create mock strong lensing-observations mimicking
 quadruply-lensed high- z quasar. First, we will study an idealized
ase where we align a WDM-filament with the lens geometry and
how that filament could cause a rele v ant perturbation. Afterwards,
e will create more realistic mocks of random projections of all

non-halo) structures in such WDM simulations to estimate their
ontribution to the total number of lensing perturbations. We will
how that non-halo density fluctuation can indeed cause significant
ensing anomalies, comparable in amplitude to the joint effect of
ll haloes below the half-mode mass of the corresponding WDM 

osmology. 
The paper is organized as follows: in Section 2 we present

ur N -body followed by our gravitational lensing simulations in
ection 3 . In Section 4 we study a single filament extracted from
ur simulations. In Section 5 we create a set of mock strong lensing
bservations and study the statistics of these measurements. Finally,
n Section 6 we discuss our results and present our conclusions. 
NRAS 511, 6019–6032 (2022) 
 SI MULATI ONS  O F  W D M  S T RU C T U R E  

O R M AT I O N  

n this section, we describe our WDM numerical simulations. We first
ocus on the differences between CDM and WDM initial conditions,
nd then discuss our simulation technique. We refer to St ̈ucker et al.
 2020 , 2022 ) for specifics on our set of simulations. 

.1 Initial conditions and simulation set-up 

he main difference between CDM and WDM is that the thermal
elocities of the latter led it to free-stream out of small-scale
erturbations in the early Uni verse, ef fecti vely suppressing their
rowth. As the univ erse e xpands, these initial v elocities decay
diabatically and gravitationally induced velocities grow. Hence, a
ery good approximation is to consider WDM as a cold system with
 UV-truncated perturbation spectrum. 

To compute these initial fluctuation spectra for our WDM simu-
ations, we use the parametrization of the WDM transfer function
y Bode, Ostriker & Turok ( 2001 ) (but see also Viel et al. 2005 ,
or an alternative parametrization), where the matter density power
pectrum for WDM is a low-pass filtered version of the CDM
pectrum: 

 WDM 

( k) = 

(
1 + ( αk) −2 

)−10 
P CDM 

( k) (1) 

ith 

= 

0 . 05 

h Mpc −1 

(
�χ

. 4 

)0 . 15 (
h 

. 65 

)1 . 3 (1 keV 

m χ

)1 . 15 (1 . 5 

g χ

)0 . 29 

, (2) 

here g χ = 1.5, m χ is the mass of the DM particle in units of keV,
nd �χ is the mean DM density in units of the critical density of the
niverse. 
Here we will simulate cosmological structures in two WDM cases

ith m χ = 1 keV and 3 keV thermal relic WDM particles, as well
s a CDM case. We will refer to these simulations using their
espective thermal relic DM mass, i.e. the ‘1 keV simulation’ or
3 keV simulation’. 

We note that the parametrization of the cut-off that we are using
ere is slightly different than the one that is most commonly used
n the literature nowadays from Schneider et al. ( 2012 ). This is so
ecause these are simulations from a larger suite of simulations
hich explicitly triangulates the parameter space of possible cut-
ff functions as presented in St ̈ucker et al. ( 2022 ). If our models
re matched to the parametrization of Schneider et al. ( 2012 ) by
atching at the half-mode mass, they correspond to slightly warmer

osmologies of 0.82 and 2.6 keV. Ho we ver, this does not affect our
onclusions, as we will mostly focus on qualitative considerations. 

Our simulations consist of a cosmological volume of linear size
 box = 20 h 

−1 Mpc. We generated both CDM and WDM initial
onditions based on the same Gaussian noise field (implying that
hey share the same large-scale structure) using the MUSIC software 1 

Hahn & Abel 2011 , 2013 ). We use the cosmological parameters
isted in Table 1 . 

As we discussed abo v e, here we assume that both CDM and WDM
volve as a collision-less fluid under their self-gravity and are thus
o v erned by Vlasov–Poisson dynamics (e.g. Peebles 1980 ). In the
ase of CDM, the evolution can be followed by N -body techniques.
o we ver, WDM simulations are significantly more challenging
umerically, as we will discuss next. 

https://www-n.oca.eu/ohahn/MUSIC/
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Table 1. Parameters used in the simulations and throughout this work. The 
last line indicates the fraction of mass which was found to be outside of haloes 
at z = 0. 

Parameter 1 keV Sim. 3 keV Sim. 

h 0.679 –
�m 

0.3051 –
�� 

0.6949 –
�K 0 –
σ 8 0.8154 –
M hm 

2 . 5 × 10 10 h −1 M � 5 . 7 × 10 8 h −1 M �
L box 20 h −1 Mpc –
N tracer 512 3 −
m tracer 5 . 0 × 10 6 h −1 M � –
f non-halo 45.7 per cent 34.8 per cent 
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.2 Fragmentation-free WDM simulations 

.2.1 Artificial fragmentation 

 -body simulations have been very successful in predicting the non- 
inear evolution of cosmic structure from initial CDM perturbation 
pectra. Ho we ver, already early simulations of a UV-truncated 

DM perturbation spectrum showed that the same method performs 
ignificantly worse in this case, producing large amounts of spurious 
mall-scale clumps instead of smooth structures (e.g. Wang & White 
007 ) – an effect which has been termed ‘artificial fragmentation’. 

.2.2 Simulation method 

ecently, a new class of methods based on tessellations of the cold
hase space distribution function (cf. Abel, Hahn & Kaehler 2012 ; 
handarin, Habib & Heitmann 2012 ) has been developed by Hahn &
bel ( 2013 ), where the full 3D hypersurface of the cold distribution

unction is evolved. In this approach, the N -body particles serve as
ertices of 3D simplicial elements of the distribution function whose 
olume determines the DM density everywhere in space, without 
oarse graining. 

These methods have been demonstrated to overcome the artificial 
ragmentation problem. Ho we v er, in re gions of strong mixing inside
irialized structures, the number of vertices has to be increased to 
uarantee the tessellation still approximates well the distribution 
unction. Adaptive refinement approaches to solve this problem 

ave been proposed by Hahn & Angulo ( 2016 ) and by Sousbie &
olombi ( 2016 ). Since the number of required vertices can become
xceedingly large (cf. Sousbie & Colombi 2016 , due to phase 
nd chaotic mixing) inside of haloes (particularly so if high force 
esolution is used), most recently St ̈ucker et al. ( 2020 ) have proposed
 hybrid tessellation–N -body approach that resorts to the N -body
ethod in regions where 3D collapse has occurred based on a 

ynamical classification, and uses tessellations in the dynamically 
impler voids, pancakes, and filaments. 

This dynamical classification divides sheet tracing particles into 
our classes, voids, pancakes, filaments, and haloes, respectively, 
orresponding to 0, 1, 2, and 3 collapsed axes, only the latter of the
our having released N -body particles. This allows us to trace and
eparate the different structures present in a simulation, a feature 
sed in later sections. 

.2.3 Resolution employed 

n our analysis, we use simulations based on this new approach 
roposed by St ̈ucker et al. ( 2020 ). Specifically, our simulations use
56 3 particles to reconstruct the density field through interpolation 
f the phase space distribution function (where applicable), but 
dditionally trace 512 3 normal N -body particles which are used to
econstruct the density field where the interpolation fails (i.e. mostly 
n 3D collapsed structures) and can be used to infer other properties,
uch as the halo mass function. A more in-depth analysis of these
imulations can be found in St ̈ucker et al. ( 2022 ). 

.2.4 Mass density field 

ith similar interpolation techniques to those used to compute forces 
ne can, in a post-processing step, reco v er a density field with much
igher sampling than the original output (e.g. Abel et al. 2012 ;
ahn & Angulo 2016 ). Other than generating detailed visualizations 

e.g. Kaehler, Hahn & Abel 2012 ), this feature also allows us to
eco v er small scale features that would not be visible from the
nitial tracer particles and to reduce the discreteness noise in lensing
imulations (e.g. Angulo et al. 2014 ). In later sections we will refer
o the use of this technique as ‘resampling the density field’. Based
n high-quality density fields generated in this way, we perform 

imulations of the strong gravitational lensing effect, which we 
escribe next. 

 G R AV I TAT I O NA L  LENSI NG  SI MULAT IO NS  

n this section, we give a brief account of gravitational lensing theory,
e then describe the technical details of our lensing simulations, and
nish by discussing the measurements of simulated flux ratios of 
ultiply-lensed sources. 

.1 Theory of gravitational lensing 

e now recap the main equations of gravitational lensing and refer
o one of the many re vie ws and textbooks for details (e.g. Schneider,
hlers & Falco 1992 ; Bartelmann & Schneider 2001 ; Dodelson
003 ). 
Let D d and D s be the angular diameter distance from the ob-

erver to the deflector (i.e. the gravitational lens) and the source,
espectively, and D ds that between deflector and source. In the ‘flat
ens approximation’ (Bartelmann & Schneider 2001 ) the total ray 
eflection angle α is related to the position of the image θ and the
osition of the source β via: 

= θ − α. (3) 

A prominent feature of this lens equation is that a single position
n the source plane can map to several positions in the image plane,
hich originates multiple images in strong lensing. 
The deflection angle, α, is the gradient of the ‘lensing potential’
= ∇ ψ which is given by a 2D Poisson equation: 

 

2 ψ = 2 κ, (4) 

here κ is the ‘normalized surface density’ defined as: 

= 


( θ) − 
̄ 


 cr 
(5) 

nd 
( θ ) is the projected surface density, 
 cr = 

c 2 

4 πG 

D s 
D d D ds 

is the
ritical surface density, c is the speed of light, G is the gravitational
onstant, and 
̄ = 

∫ z bg 
0 ρm 

d z is the mean surface density. 
MNRAS 511, 6019–6032 (2022) 
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Figure 1. Distorted image produced by the reference lens model described 
in Section 3.3 , showing the position of critical curves and detected multiple 
images. 
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Finally, the distortion matrix A is defined as the Jacobian of the
apping between the source and image planes: 

 = 

∣∣∣∣∂ β∂ θ
∣∣∣∣ i.e. A ij = 

∣∣∂ j βi 

∣∣ = 

∣∣δij − ∂ i ∂ j ψ 

∣∣ , (6) 

here ∂ i is the partial deri v ati ve with respect to the i -th coordinate
f θ , and δij is the Kronecker delta symbol. We chose to clarify
he indexing convention due to the presence of numerical indices,
epresented by upper indices, that appear in later sections. 

The inverse of the determinant of this matrix defines the magnifi-
ation 

= 

1 

det [ A ] 
(7) 

he curves in the image plane where det [ A ] = 0 are called critical
urves and limit the different regions where image replications are
ormed. The projections of these curves on to the source plane are
alled caustics and separate in which parts of the source plane are
ultiply imaged (Note that at these curves the magnification becomes

nfinite, but, in practice, astrophysical sources hav e a finite e xtent and
o infinite magnification is never achieved.) 

.2 Multiply-lensed quasar simulations 

e now discuss how to numerically obtain deflection angles and
istortion matrices from a simulated density field. We start by
efining a grid in the image plane where we compute the normalized
urface density and convergence field κ . We then express the lensing
otential as a convolution 

 = g ∗ 2 κ, (8) 

here g is the Green’s function of the 2D Laplace operator g( θ ) : =
1 

2 π ln ( ‖ θ‖ ). We note that we use the regularized integration kernel of
ejlesen et al. ( 2013 ) for solving the 2D Poisson equation a v oiding

he problem created by the singularity θ = 0 (c.f. Appendix A for
etails). 
The deflection angles, distortion matrices, and magnification can

e obtained by exploiting the differentiation property of convolu-
ion, 2 which gives: 

i = ∂ i g ∗ 2 κ (10) 

 ij = δij − ∂ i ∂ j g ∗ 2 κ, (11) 

here δij is the Kronecker delta symbol and A defines the mag-
ification. We have thus obtained all the quantities needed for our
pplication. 

.2.1 Force splitting 

o efficiently incorporate the small and large-scale environment of
he lens, we split the lensing potential as a sum of long and short
ange contributions, ψ = ψ s + ψ � , where: 

 � = (2 κ ∗ g) ∗ h � , ψ s = (2 κ ∗ g) ∗ h s , (12) 
NRAS 511, 6019–6032 (2022) 

 The differentiation property of convolution is 

 i ( u ( x ) ∗ v( x )) = ∂ i u ( x ) ∗ v( x ) = u ( x ) ∗ ∂ i v( x ) , (9) 

where u ( x ), v( x ) are generic distributions and ∂ i is the deri v ati ve with 
espect to the i -th component of x , such that we express the different quantities 
ith respect to analytical deri v ati ves of the Green’s function. 

e  

e  

i  

l  

m
 

o  

s  
nd 

ˆ 
 � : = exp 

{−8 π2 k 2 � 2 
}

, ˆ h s : = 1 − ˆ h � , (13) 

here � is the splitting length scale and the hat denotes the Fourier
ransform. 

Operationally, we compute ψ � on a mesh with periodic boundary
onditions that co v ers the full volume, and ψ s on a much finer
esh with non-periodic boundary conditions that co v ers only a

mall region around the lens and where the large-scale solution is
nterpolated linearly on to it. 

.3 Flux ratio measurements 

e now describe how we simulate quadruply-lensed quasars. We will
rst describe these observations, then we will present the methods
sed to simulate these systems using the previously presented
mplementation to solve the lensing equation. 

.3.1 Lens model 

e set up a simulation of a typical quadrupally lensed quasar system.
he main deflector for these simulations is composed of a single
rojected elliptical NFW profile (Golse & Kneib 2002 ) characterized
y its mass M 200 = 4 × 10 13 M �, its concentration c 200 = 8, its
ccentricity ε = 0.05, and its orientation angle with respect to
he main axes λ = π /4, the lens is placed at redshift z l = 0.29
nd the background source is placed at z bg = 1.71 mimicking the
edshift configuration of PG 1115 + 080 (Weymann et al. 1980 ; Chiba
t al. 2005 ). In this configuration the four images of a quasar placed
xactly at the centre form at a radius θE � 1 arcsec as can be seen
n Fig. 1 , in the lens plane this corresponds to θE D d � 3 h 

−1 kpc. In
ater paragraphs we refer to this distribution as our reference lens

odel. 
We have checked the sensitivity of our results to the details of

ur adopted configuration by considering three different angular
eparations between the lens and the lensed quasar. These alternative
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onfigurations produced different absolute values for the flux ratios, 
ut all of them would give similar conclusions about the relative 
ontributions of haloes and non-haloes – which we are focusing 
n in this article. Ho we ver, for simplicity we will restrict to the
resentation of one configuration in this article. 

.3.2 Source model 

e assume a point-like source and model the flux ratios by the ratios
f the magnifications at the image locations. (Note that Fig. 1 instead
ses a disc of radius 0.01 arcsec and constant intensity for purpose
f visualization.) We note that a point-like source is a simplifying
ssumption which might artificially increase the sensitivity to small 
tructures, as we will discuss in Section 5 . 

.3.3 Ima g e segmentation 

he alignment of the source and the deflector gives rise to five
mages, four located near the outer critical curve and a fifth located
lose to the centre. The central image is heavily demagnified and 
ften impossible to detect in typical observations, while the four 
uter images are strongly magnified and easily visible. In Fig. 1 we
how the result of the same simulation where we have labelled the
ultiple images. 
In each realization, we measure the magnification at the location 

f each image θ , where θ is inferred by solving numerically: 

| θ − α( θ ) − β0 || 2 = 0 (14) 

sing a 2D root finding algorithm. The four different initial angles θ
or solving this equation are found by using a projection of a slightly
xtended source into the image plane and using the centre of each
roup (compare Fig. 1 ). We employ scipy.optimize.root 3 

Kelley 1995 ; Virtanen et al. 2020 ) readily available in PYTHON ,
sing the Krylov approximation for the inverse Jacobian. For- 
ally, as explained above, this equation admits five solutions. We 

herefore introduce an intermediate step where we use a cluster 
nding algorithm to locate the multiple images. We decided to use 
cipy.ndimage.label 4 (Weaver 1985 ; Virtanen et al. 2020 ) 

eadily available in PYTHON . Using as starting point the mean 
osition of pixels belonging to a replicated image and repeating 
he minimization for each image we ensure that we measure the 

agnification for all images and that the root finding algorithm does 
ot converge twice, or more, to the same image. 

.3.4 Flux ratios 

he main observable is the fluxes of the multiply imaged quasar. 
nder the hypothesis that the source has a small angular size with

espect to the lens, we then estimate the flux of each image, F k , as: 

 k = μk F int , (15) 

here F int is the intrinsic flux of the quasar and μk is the magnification
easured at the position of the image. Since the intrinsic flux 

s unknown, it is not possible to reco v er the magnification of a
ingle image. Ho we ver, since all the images originate from the
ame background quasar, flux ratios remo v e the intrinsic contribution 
hile retaining the information in the magnifications. These ratios 
 scipy.optimize.root documentation 
 scipy.ndimage.label documentation 

M

λ

re defined with respect to the brightest image produced by the model
resented below, corresponding to image 4 in Fig. 1 . In this work we
x the lens model to the reference model described abo v e. We then
erturb this model’s density field using different kinds of line-of-sight
ontributions. From this we are then able to investigate the resulting
ux-ratio anomalies caused by these line-of-sight contributions. 

.3.5 Scale-filtered contributions 

o we ver, in an actual observational scenario the base lens model
s not known, but has to be fitted simultaneously. Therefore, if
e wanted to mimic the observational situation, we would have 

o refit the lens model simultaneously on the perturbed lenses. For
xample, Gilman et al. ( 2020 ) do this by refitting the lens model
o to keep the positions of the images fixed, while using the flux
atios as the measured signal. We have tried to implement such a
efitting procedure, but found in our case that the scatter induced
y uncertainty in the lens model parameters is of the same order as
he investigated signals, making reliable measurements impossible. 
his is so, since we use much smaller line of sights than Gilman
t al. ( 2020 ), since our density fields have to come from actual high
esolution simulations. 

Therefore, we choose another method to approximately distin- 
uish between large-scale flux-ratio contributions that could be ab- 
orbed by the refitting of the lens model and small-scale contributions
hat would cause measurable flux-ratio perturbations. To this effect, 
e repurpose the force splitting kernels of equation ( 13 ). Defining

he large-scale convergence field, 

� = κ ∗ h � , (16) 

nd small-scale convergence field, 

s = κ ∗ h s . (17) 

ere, we choose � approximately equal to the Einstein radius, 
 = 0.85 arcsec, of our reference lens model. We show in Appendix C
hat the precise value of this splitting scale does not significantly
mpact our main results. 

 T H E  DENSITY  FIELD  IN  W D M  

n this section, we will provide an initial exploration of the relative
mportance of halo versus non-halo structures in WDM simulations, 
nd examine whether a single filament could create a lensing signal
hat is comparable with a halo at the WDM cutoff scale. 

.1 Haloes 

aloes of WDM universes have already been investigated in numer- 
us other studies (e.g. Bode et al. 2001 ; Schneider et al. 2012 ; Angulo
t al. 2013 ) and are reasonably well fitted by the two-parameter NFW
rofile (Navarro, Frenk & White 1996 ; Lo v ell et al. 2014 ; Bose et al.
016 ). Ho we ver, the abundance is heavily suppressed on small scales
s a consequence of the dampening of the primordial power spectrum. 

Using some simplifying assumptions, one can estimate the mass- 
cale below which the transfer function is suppressed by a factor of 2
ith respect to the CDM counterpart. This characteristic ‘half mode 
ass’ (Viel et al. 2005 ; Schneider et al. 2012 ) is: 

 hm 

= 

4 π
3 ρm 

(
λhm 

2 

)3 
(18) 

hm 

= 2 πλeff 
s (2 1 / 5 − 1) −1 / 2 � 16 . 29 λeff 

s (19) 
MNRAS 511, 6019–6032 (2022) 
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M

Figure 2. Top panel: Column density of a filament from the 1 keV simulation in logarithmic units of ρm 

h −1 Mpc, seen side on. Bottom panels: Same filament 
but projected along its axis for increasing projection depths. All panels are normalized to the same colour scale and the column density increases monotonically 
as the projection depth increases. We can observe the diagonal structure in all projections, this structure is the pancake within which the filament is embedded. 
In the right most panel the haloes at the end of the filament are visible, it is these haloes that generate the high density tail of the corresponding black curve of 
Fig. 3 . 
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ith the ef fecti ve free streaming scale λeff 
s = α defined in equa-

ion ( 2 ). We provide the value of the half-mode mass for our 1 and
 keV simulations in Table 1 . 
Free streaming and the following suppression of small perturba-

ions affects not only the abundance of small haloes, but also the
ensity structure of haloes close to the half mode mass (Bose et al.
016 ; Ludlow et al. 2016 ). Specifically, the concentration parameter
f haloes of mass M is modified as (Bose et al. 2016 ): 

c WDM 

( M, z) 

c CDM 

( M, z) 
= (1 + z) β( z) 

(
1 + 60 

M hm 

M 

)−0 . 17 

, (20) 

here β( z) = 0.026 z − 0.04 and z is the redshift. 
Here we will employ this model as a reference against which to

ompare non-halo structures both when it comes to their structure
nd the strong lensing signal they produce. 

.2 The density structure of a filament 

 large fraction of the total mass of the Universe is expected to
eside beyond haloes in other structures like filaments, pancakes,
nd voids. Estimates of the fraction of mass outside of haloes depend
trongly on the free streaming scale of DM, but range between
 per cent in very cold and 50 per cent in very warm scenarios (e.g.
ngulo & White 2010 ; Buehlmann & Hahn 2019 ). Thus, we would

ike to quantify if such uncollapsed mass could create an observable
ignature. 

As an initial toy example, we selected a relatively long and
traight (3.8 Mpc) filament from our 1 keV simulation. In addition,
NRAS 511, 6019–6032 (2022) 
his filament does not contain any major halo or substructures.
or this task we employ DISPERSE 5 (Sousbie 2011 ) which is an
utomatic structure identificator based on Morse theory. As discussed
n Section 3 , the main quantity rele v ant for lensing is the projected
ensity. Thus, as a best-case scenario, we will project the mass
istribution along the primary axis of the filament. This will inform
s if there is at least a small chance that a filament could generate a
ignificant perturbation to a lensing signal. 

In Fig. 2 we show our selected filament. We display density
rojections orthogonal to the filament’s primary axis (top panel)
nd along its primary axis (bottom panels) with varying projection
epths from 0.1 to 3 h 

−1 Mpc. We use the sheet resampling
echnique to increase the ef fecti ve mass resolution by a factor of
4 3 to m ≈ 20 h 

−1 M �. This is possible because the filament is still
ynamically simple enough to be reconstructed by the interpolation
lgorithms described in Section 2 . 

In the top panel, it can be seen that the filament exhibits several
austics which were formed by shell-crossing events and collapse
long the filament minor axis. In the bottom left-hand panel we show
he slice orthogonal to the filament’s axis which reveals a very rich
tructure. There is, for instance, a coherent structure going from
he top-left to the bottom-right which corresponds to a pancake that
his filament is embedded in. It can also be seen that the filament’s
nternal structure is very different from the typical almost-isotropic
nner structure of haloes. Instead its density structure is go v erned by

art/stac493_f2.eps
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Figure 3. Column density distribution functions, φ( 
 ), with 
 in units of 
ρm 

h −1 Mpc for increasing projection depths.The high-density tail (likely 
caused by caustics) stops adding up coherently around 10 2 ρm 

h −1 Mpc. The 
black curve is produced by the presence of high-mass haloes at the end of 
the filament as can be seen in Fig. 2 . The two dashed lines indicate the 
column density distributions of typical (CDM) NFW haloes with masses 
of 10 1 0 M � and 10 1 2 M �. We see that the filament achieves peak column 
densities comparable with a 10 1 0 M � halo, while at the same time having 
much more total mass associated with intermediate density levels as well. 
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ultiple density peaks, sharp caustic edges, and different o v erlapping 
treams. 

In Fig. 3 we provide the distribution of column densities for
arying projection depths (matching those shown in the bottom panel 
f Fig. 2 ). It becomes clear that column densities in filaments can
each orders of 100 ρm 

h 

−1 Mpc. 6 In comparison the average surface 
ensity of massive haloes of e.g. M 200 = 10 1 2 M � and c 200 = 11 on
 disc of radius r = 3 h 

−1 kpc, the pertinent length for our reference
ens model, is of the order of 4 × 10 3 ρm 

h 

−1 Mpc. On the other
and low mass haloes of e.g. M 200 = 10 1 0 M � and c = 15 reach
nly an average surface density of the order of 4 × 10 2 ρm 

h 

−1 Mpc
omparable to the filament. 

An aspect of the filament projections worth noting is that even 
n this case, where we purposely aligned the filament with the line
f sight, the high density features that we see in very thin slices do
ot add up very coherently and, instead, they get smeared out in the
hicker projections. Therefore, the high column density tail does not 
et enhanced much beyond the 0 . 5 h 

−1 Mpc projection. 
The toy example analysed in this section shows that filaments 

an indeed have significant densities with steep gradients, where the 
ensity can change by one or two orders of magnitude in a very
mall region. These sharp steps could potentially cause perturbations 
f a small enough coherence scale to be rele v ant in the flux-ratio
easurements. To quantitatively estimate their relevance, however, 

ot only the column densities, but their spatial pattern needs to be
onsidered. 

.3 A strong gravitational lens perturbed by a line-of-sight 
lament 

o estimate quantitatively the effect a WDM filament can have as
 lensing perturber, we create a mock lensing observation using the 
etup discussed in Section 3.3 . 

Our lensing simulations are performed on a grid of side length L =
 . 1 h 

−1 Mpc ∼23 arcsec and N = 1024 grid points per dimension for
 The value of ρm 

h −1 Mpc is 8 . 33 × 10 10 h 2 M �Mpc −2 at redshift z = 0. 

W  

c
s  
he fine grid, L = 1 h 

−1 Mpc ∼230 arcsec and N = 4096 grid points
er dimension for the coarse grid and the splitting length � = 0.92
rcsec. 

We perturb our lensing simulations by adding the mass field 
orresponding to the 2 h 

−1 Mpc deep projection of the filament shown
n Fig. 2 . We add the filament’s projected density with varying offsets
ith respect to the main deflectors centre – on a path that takes it

cross the strongly lensed re gion. F or each offset, we measure the
agnification ratios of all quasar images. Each position is marked 

y its distance, d , from the centre of the strong lensing region. The
ign of d is such that when the perturbation is approaching the centre
f the strong lensing region the sign is ne gativ e and inv ersely when
t is moving away the sign is positive. For reference the radius at
hich the multiple images form is approximately 3 to 4 h 

−1 kpc as
easured in the lens plane. In Fig. 4 , we sho w successi vely enlarged

rojections around the central region of the filament along with the
ritical curves and positions of the replicated quasar images for scale.
hat can be observed is that the density field presents sharp caustic

eatures at scales larger and smaller than the Einstein radius. 
For comparison, we repeat the same procedure, but using as a

erturber a projected spherical NFW halo (Golse & Kneib 2002 )
ith mass M 200 = 1 × 10 9 M � and concentration c WDM 

= 5.82. This
oncentration corresponds to a typical halo at that mass, as given by
he combined mass concentration relations from Ludlow et al. ( 2016 )
nd Bose et al. ( 2016 ). 

As described previously, we remo v e the large-scale contributions 
rom the convergence perturbation field. The resulting images are 
ot displaced by more than 5 m.a.s. allowing us to compare both
cenarios. 

In Fig. 5 , we plot the difference of the flux ratios measured in
resence of a perturbation, f , with respect to those in the case of the
nperturbed lens, f 0 . For the halo, the chosen path brings the centre
f the perturbing halo close to two of the images, we see that the
loser the structure is to the image the stronger the impact on the
easurement. 
This figure shows that the filament can cause perturbations of 

he same order of magnitude as the 10 9 h 

−1 M � halo. The precise
hape and amplitude, ho we ver, depends in a complicated manner on
he alignment of the structures and can hardly be summarized in a
implified model. It will be the subject of the next section to test the
mpact of such non-halo structures in a 3D cosmological context. 

 FLUX  RATI O  A N O M A L I E S  

e have seen in the previous section that material outside haloes can
n principle create flux-ratio perturbations comparable to small-mass 
aloes. We will now perform a more quantitative study to see whether
uch lensing perturbations are likely or not. 

.1 Flux-ratio perturbations from random lines of sight 

e use our reference lens model, for which all the lensing quantities
ave analytical solutions, and perturb it according to mass distribu- 
ions extracted from our WDM simulations along random lines of 
ight. 

We consider deep projections (8 × 8 × 80 h 

−3 Mpc 3 ) of the pe-
iodic simulation volume choosing a viewing angle that a v oids
eplications of the same material in the projected volume and consider 
he projected volume only in the single lensing plane approximation. 

e note that given the size of our simulations d = 20 h 

−1 Mpc we
annot create projection depths comparable to the distance to typical 
trong lenses ∼1 Gpc. Therefore we do not attempt to quantify the
MNRAS 511, 6019–6032 (2022) 
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Figure 4. The filament used to perturb the lens in the first experiment. From left to right we show smaller and smaller scales. In each panel, the white square 
represents the size of the panel to the right. In addition, we show the critical curves of the lens used in the first experiment along with the positions of the four 
replicated quasar images. Filaments can present significant density perturbations on scales smaller than the Einstein radius due to caustics. 

Figure 5. Relative change in flux ratio measurements in the presence of a 
perturbation, f with respect to the unperturbed flux ratios f 0 . The abscissas 
represent the offset of the perturbation with respect to the centre of lens plane 
in physical scale as measured in the lens plane. In this coordinate system, 
the multiple images of the quasar form at 4 h −1 kpc. Each line represents 
a different quasar image and are coloured according to the labelling of the 
images in Fig. 1 , the flux ratios are measured with respect to image 4 (red 
image). Top panel: The lens is perturbed with a filament aligned with the line 
of sight for 2 h −1 Mpc. Bottom panel: The lens is perturbed by a small 1 keV 

halo of mass M 200 = 10 9 M � and c 200 = 5.82. In both cases the perturbation 
follows the same path through the lens. One can observe that the filament is 
able to produce a considerable effect, similar to that produced by the halo. 
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bsolute effect of the non-halo structures of the full line of sight.
nstead we only consider the effects of the non-halo structures relative
o the effect of haloes inferred from the same regions. We have
hecked for projection depths of 40 h 

−3 Mpc 3 and 160 h 

−3 Mpc 3 that
he relative contributions of haloes and non-haloes stays roughly
NRAS 511, 6019–6032 (2022) 
he same. We also see no reasons that the relative contributions
hould be affected by the simplified assumption of a single-plane
pproximation. In this restricted context, one could consider our
ingle lens as one lens within many in a multiplane formalism. 

We construct density fields with two different kinds of projections:

(i) The first projection considers only haloes. To reduce numerical
oise, we replace each simulated halo by a spherical NFW profile
ith a concentration that has been fitted to the profile. Beyond the
irial radius, we then fade the profile with a cubic spline step function.
e select objects with masses M 200 < 10 10 M � which are those

xpected not to host a detectable galaxy that can be directly inserted
nto a lens model (Gilman et al. 2020 ). For comparison, we also
onsider a case projecting only haloes below the expected M hm 

of
he respective DM model. 

(ii) The second projection considers only non-halo material.
his is done by selecting mass elements that are not part of a
alo according to the release criterion from St ̈ucker et al. ( 2020 )
cf. their equation 17 ), and resampling them to a ∼ 20 M � mass
esolution with the sheet interpolation method. Note that due to this
igh resolution resampling our lensing mocks do not suffer from
iscreteness effects like those inferred from traditional SPH / CIC
ensity estimation techniques. 

In Fig. 6 we show an example of the halo projection (without mass
ut for this figure), the non-halo projection and the sum of both. 

Within these large projections (80 h 

−1 Mpc deep) we then sample
000 random lines of sight with a side length L c � 160 h 

−1 kpc. The
ize of these cut-outs is chosen to be large compared to the radius at
hich the multiple images form ( θE D d = 3 h 

−1 kpc with respect to
he centre of the lens plane). The small square in the bottom right of
ig. 6 displays the size of these regions. 
These cut-outs are then used to compute the gravitational lensing

ffect on our fine grids ( N = 1024) while the large-scale contribution
s calculated with the full large projection using N = 8182 grid points
er dimension and a splitting length � = 1.84 arcsec. As such, the fine
rid is calculated out to 50 θE while the coarse grid is calculated out
o 2900 θE to capture the influence of the large-scale environment. 

Using the linearity of equation ( 4 ) we then add this perturbation to
he analytical reference lens model. With a simulated quasar placed at
edshift z bg = 1.71 and sky coordinates that compensate for the mean
eflection generated by the large-scale environment, which ensures
he quasar is quadruply lensed, we measure the magnification of each
mage and calculate the three flux ratios, f i . 
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Figure 6. Exerts from the three large projections of the simulation volume. Top, we project only haloes as spherical NFW profiles. Bottom, we project only 
non-halo structures. Centre, we project both haloes and non-haloes simultaneously. This image has a width of 8 h −1 Mpc and a height of 2 h −1 Mpc. The small 
white square in the bottom right shows the size of the individual lines of sight to scale. 
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Figure 7. Cumulative histograms showing the fraction of summary statistics 
S larger than S i . The different colours show the statistics when modelling 
only haloes with masses M 200 < 10 10 M � (orange), only non-halo material 
(green) and both types simultaneously, Sum , (blue). In the top panel using 
the full, i.e. large and small scale, contributions to the statistic and in the 
bottom panel using only the small-scale contribution. In very warm 1 keV 

cosmologies the non-haloes constitute about half of the total flux-ratio signal. 
In colder cases, like 3 keV, the relative contribution is much lower (around 
5 − 10 per cent ). These estimates also hold when only considering the short- 
range part of the signal – which cannot be absorbed by the fitting procedure 
in observational setups. 
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For each line of sight, we can quantify the perturbations to the flux
atios using the following summary statistic: 

 : = 

√ √ √ √ 

3 ∑ 

i= 1 

( f i − f ref ( i) ) 2 , (21) 

here f ref( i ) is a flux ratio for image i as measured with the reference
nperturbed model, note this is the same statistic as used by Gilman
t al. ( 2019 ). The lar ger the value of S , the lar ger is the expected
erturbation to the main lensed images. We remind the reader that 
n our case the absolute values of S are about an order of magnitude
maller than of typical lenses, since we have a quite short line of
ight of 80 Mpc h −1 . Ho we ver, the relati ve comparison between the
 -distribution of haloes and non-halo structures should be unaffected 
y this since both scale with the length of the line of sight. 
In Fig. 7 we show the cumulative distributions for S from our 1000

ines of sight. These distributions can be interpreted as the probability 
f observing a flux ratio anomaly higher than a given level. Lines
f different colours correspond to different types of structures and 
ashed lines to the 1 keV simulation versus solid 3 keV lines. The top
anel shows the flux ratios obtained when using the full convergence 
eld whereas the bottom panel shows the flux ratios from the high-
ass filtered convergence field as explained in Section 3.3 . Therefore, 
he top panel includes contributions that might be absorbed into 
he parameters of the lens model in observational studies, whereas 
he bottom panel represents short-range contributions that cannot be 
bsorbed into the lens model. We investigate the flux-ratio anomalies 
s a function of scale further in Appendix C where we find that the
elative contributions of haloes and non-haloes remain similar on 
arge and small scales. 

First of all we see that haloes from cosmologies with different 
armth (solid versus dashed orange lines in the last panel), indeed 
roduce different statistics for the flux-ratio perturbations. This is 
he effect that is used to constrain the warmth of DM from flux-ratio
bservations (e.g. Gilman et al. 2020 ; Hsueh et al. 2020 ). 
Secondly, we concentrate on the curves from the 1 keV universe 

dashed lines). We can see that in both – the unfiltered and the
ltered case (top versus bottom) – non-haloes have a significant 
ontribution to the flux-ratio signal. In the short-range case (bottom) 
he non-haloes even dominate over the contribution from all haloes 
ith M < 10 10 h 

−1 M � at almost all perturbation levels. This shows
hat non-halo structures cannot be neglected when estimating the 
ux ratios in very warm cosmologies – lik e 1 k eV – and that their
ontribution cannot be absorbed by the parameters of the lens (like 
he shear or a uniform mass sheet). 
MNRAS 511, 6019–6032 (2022) 
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Next, we consider the flux-ratio signals in the colder 3 keV case
solid lines). First of all, we see that in a 3 keV cosmology the
on-haloes still have a larger contribution to the signal than all
aloes below the half-mode mass combined ( M < M hm 

= 5 . 7 ×
0 8 h 

−1 M �). Ho we ver, the dominant contribution to the halo signal
omes from larger masses, so that the haloes with M < 10 10 M � have
 much larger signal than the non-haloes – both in the filtered and the
nfiltered cases. When comparing the ‘sum’-line with the halo-line
e note that neglecting the non-haloes in the 3 keV cosmology causes
nly a minor underestimate of the flux ratios by 5 − 10 per cent .
o we ver, we note that our simplifying assumption of a point-like

ource might artificially increase the sensitivity to small haloes.
herefore, the relative contribution of filaments to the total signal
ight even increase a bit when considering an extended source. 
When comparing the ‘non-halo’ contribution in the WDM sim-

lations, we see that it decreases slightly, by 20 − 30 per cent ,
etween the 1 and 3 keV models. Since the fraction of total mass
utside of haloes, f non-halo , is smaller in colder models, more mass is
ollapsed into small haloes. As mentioned in Table 1 , for the 1 keV
imulation we have f non −halo = 46 per cent and for the 3 keV universe
 non −halo = 35 per cent . The ratio between these numbers is roughly
onsistent with the shift in S . In simple excursion set models, the
raction of mass outside haloes changes very slowly with the cut-off
cale. Even for very cold DM models, such as a 100 GeV neutralino,
bout 5 per cent − 20 per cent of mass is expected to reside outside
f haloes at z = 0. This fraction increases significantly at higher
edshifts (e.g. Angulo & White 2010 ). Therefore, we speculate that
he ‘non-halo’ contribution could shift from the 3 keV case to slightly,
ut not significantly, smaller values for colder dark matter candidates.

These results suggest that non-halo material is not only dense
nough to cause lensing perturbations, but that it commonly does so
n WDM scenarios. The effect of non-haloes can be dominant o v er
aloes in relatively warm cosmologies like 1 keV thermal relic warm
ark matter, which are, ho we v er, already e xcluded observationally.
n colder cases (like 3 keV) the absolute effect of non-haloes stays
imilar, but the relati ve ef fect decreases since the effect of haloes
ecomes stronger – leading to relative contributions at the order
f 5 per cent − 10 per cent . Therefore, the often made assumption
hat non-halo structures can be neglected for the modelling of
ux-ratio perturbations, holds within certain limits. Constraints on
osmologies with m x > 3 keV should be unaffected if they are robust
o prediction biases of order 10 per cent . Ho we ver, we recommend
areful investigations of the effect of non-haloes if a higher accuracy
s needed to tell the difference between dark matter models. 

 C O N C L U S I O N S  

he main question of this study was: can the material outside of
aloes – which resides for example in filaments or pancakes – cause
ele v ant ef fects in strong gra vitational lenses? In particular, we ha ve
ocused on lensing systems where a quasar is quadruply lensed.
n such systems the ratios of fluxes from the different images can
e used to constrain line-of-sight structures and thereby the DM
armth (Gilman et al. 2019 ; Gilman et al. 2020 ; Hsueh et al. 2020 ).
o far all studies have only modelled the effect of haloes, but not
ny other structures in the density field. Ho we ver, for example the
austic structure of a filament in a WDM universe can create density
ariations on very small scales – even when no small haloes are
xpected at these length scales. It is therefore important to understand
he effect of non-halo structures qualitatively and quantitatively. 

In a first qualitative part of this study we have shown the caustic
tructure and the sharp density edges that exist in projections of a
NRAS 511, 6019–6032 (2022) 
arm DM filament without substructure. Further we have confirmed
hat such a filament creates a rele v ant perturbation when aligned with
he line of sight, and found that its effect is comparable to that of a
alo of 10 9 M �. This shows that, at least in principle, such a filament
ould cause significant effects in flux-ratio observations. 

In a second – more quantitative – investigation we have created a
arge number of mock lensing observations from random projections
f two state-of-the-art WDM simulations. From these measurements,
e have found that the flux-ratio perturbations created by non-halo

tructures can be larger than those caused by all haloes up to the half
ode mass of the corresponding cosmology. 
Because of the numerical requirements, we only simulated warm

ark matter models here which are already excluded by current
onstraints. Ho we ver, we argue that the relative importance of the
on-halo structures (in comparison to haloes around the half-mode
ass) becomes even larger for colder DM candidates (e.g. m χ

5 keV). We speculate that the effect of non-halo structures is
oughly proportional to the total fraction of mass outside of haloes,
nd therefore it should only exhibit a moderate decrease when
onsidering colder models. On the other hand, perturbations from
aloes around the half-mode mass decrease rapidly with decreasing
alf-mode mass. Even in cold dark matter cosmologies a significant
raction of mass resides outside of haloes and might have an impact
n flux-ratio lensing observations. 
A precise quantification of the effect on recent constraints of the

armth of DM would require mock simulations mimicking details
f the observations and analyses. Ho we ver, in our simplified setup
e found that non-haloes dominated the flux-ratio signal in very
arm, but already e xcluded cosmologies. F or colder cosmologies,
e estimate that non-haloes can have a relative contribution of
 − 10 per cent to the flux-ratio signal from line-of-sight objects.
eglecting this component may therefore underestimate the likeli-
ood of observing certain flux-ratio anomalies and may lead to a
ias in fa v our of colder dark matter candidates. We conclude that
he effect of non-haloes has to be included in observational studies
f such a high prediction accuracy is needed to tell the difference
etween different dark matter models. 

We have made a variety of simplifications when estimating the
erturbations of flux ratios. These include that we only modelled a
ingle base lens; we could only project o v er a relatively short line
f sight (80 h 

−1 Mpc); we w ork ed in the single-lens approximation,
e did not model baryonic effects; and we only used simulations of

w o quite w arm DM models incompatible with current constraints.
hese simplifications prevent us from making an absolute estimate
f the frequency of anomalies caused by non-halo material, ho we ver,
e expect the relative contribution with respect to that of haloes to
e largely unaffected by our assumptions, and thus we argue for the
obustness of our conclusions. 

We conclude that a rigorous modelling of flux-ratio anomalies
hould include the effect of non-haloes. However, since the inclusion
f these non-halo structures is quite difficult in practice, they may
e neglected under some circumstances as an approximation. We
stimate that they can be neglected for cosmologies with m x > 3 keV
f a bias of 5–10 per cent in the prediction of the total flux-ratio signal
s acceptable. 
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PPENDI X  A :  N U M E R I C A L  

MPLEMENTATI ONS  

n this section, we discuss the specifics of the numerical implemen-
ations used to solve the lens equation. 

1 Computation of the lensing potential 

s said in Section 3 , the gravitational lensing potential is defined by
quation ( 4 ), a Poisson equation which can be solved by a convo-
ution with the appropriate Green’s function, see equation ( 8 ). The
nalytical Green’s function for the 2D Laplace operator presenting 
 singularity at the origin, which prevents convergence, we instead 
se the regularized integration kernels 

 m 

= − 1 

2 π

[
ln ( θ ) − Q m 

(
θ

ε

)
exp 

(
− θ2 

2 ε2 

)
+ 

1 
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E 1 

(
θ2 

2 ε2 

)]
(A1) 
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roposed by Hejlesen et al. ( 2013 ), where ε is a smoothing parameter
et to 1.5 times the grid spacing δ, Q m is a polynomial setting the order
 ∈ N of the kernel and E 1 is the exponential integral distribution.
his particular function has a finite value at θ = 0, 

 m 

(0) = 

1 

2 π

[ γ
2 

− ln 
(√ 

2 ε
)

+ Q m 

(0) 
] 
, (A2) 

here γ = 0.5772156649 is Euler’s constant. 
After replacing the green’s function equation ( 8 ) can be discretized

nd solved by multiplication in Fourier space. When numerically
 v aluating equation ( 8 ) using a discrete Fourier transform (DFT),
mplicitly periodic boundary conditions are assumed. One can
ccount for isolated boundary conditions by zero padding. The
olution being to pad out κ to twice its original size, assigning zero
o all the newly created cells. One then defines g ( ij ) 

m 

( θ ( ij ) ) on this new
rid and calculates the components of the FT of the lensing potential
s 

ˆ 
 

( qp) = 2 ̂  g ( qp) 
m 

ˆ κ ( qp) , (A3) 

here the hat symbolises the Fourier transform and the upper ( qp )
ndex corresponds to the Fourier space position k ( qp) . Finally we
eco v er the lensing potential by inverting the FT and removing the
added area. 

2 Computation of the deflection angles 

uring this work, we have identified two methods of computing
uantities that are deri v ati ves of the lensing potential, such as the
eflection angles α( ij ) which allow us to calculate the coordinates in
he source plane, β ( ij ) , where each grid point maps to. The simplest
anner is to use finite differences. To second order the components

f the deflection angles will be { 

α
( ij ) 
1 = 

ψ ( i+ 1 ,j ) −ψ ( i−1 ,j ) 

2 � 

α
( ij ) 
2 = 

ψ ( i,j+ 1) −ψ ( i,j−1) 

2 � 

. (A4) 

he second method is to use the differentiation property of the
onvolution, see equation ( 9 ), such that we express the different
uantities with respect to analytical deri v ati ves of the Green’s
unction. This gives the deflection angle components, 

i = ∂ i g m 

∗ 2 κ (A5) 

sing 

 i g m 

= − 1 

2 π

{
θi 

θ2 

[
1 − exp 

(
− θ2 

2 ε2 

)]

+ 

θi 

ε2 
exp 

(
− θ2 

2 ε2 

)[
Q m 

(
θ

ε

)
− ε

θ
Q 

′ 
m 

(
θ

ε

)]}
(A6) 

or the deri v ati ve of the Green’s function, with ∂ i g m | θ = 0 = 0. We
efer to this method as the spectral method. 

3 Computation of the distortion matrix 

imilarly, one can define the components of the distortion matrix A
ither through finite differences or using analytical derivatives, 

 ij = δij − ∂ i ∂ j g m 

∗ 2 κ, (A7) 

here δij is the Kronecker delta symbol. For which we require two
xpressions for the different possible combinations of deri v ati ves.
NRAS 511, 6019–6032 (2022) 
eading to, 

 

2 
i g m 

= − 1 

2 π

{
( −1) i ( θ2 

2 − θ2 
1 ) 

θ4 
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1 − exp 
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(
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)((
1 − θi 
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(
θ

ε
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− ε

θ
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θε

)
Q 

′ 
m 

(
θ

ε

)
− ε

θ
Q 

′′ 
m 

(
θ

ε

)
− 1 

])}
(A8

or the diagonal terms, which e v aluated at the origin yields
 

2 
i g m 

| θ= 0 = 

1 
2 πε2 

(
1 
2 + Q m 

(0) − Q 

′′ 
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)
, and 
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exp 

(
− θ2 

2 ε2 

)(
− 1 

ε2 

[
Q m 

(
θ

ε

)
− ε

θ
Q 

′ 
m 

(
θ

ε

)]

Y + 

1 

θ2 

[
θ2 + ε2 

θε
Q 

′ 
m 

(
θ

ε

)
− Q 

′′ 
m 

(
θ

ε

)])}
(A9

or the cross terms which yields ∂ i ∂ j g m | θ = 0 = 0. 
The convergence of both these schemes is discussed in Appendix
 , where one can see that the spectral scheme is o v erall more accurate
nd presents a faster convergence rate. On the basis of these tests we
rivilege the use of the spectral scheme. 

PPENDI X  B:  N U M E R I C A L  C O N V E R G E N C E  

ere we test the convergence of the numerical implementations
iscussed in Appendix A . To do so we set up a simple test problem to
hich we can find an analytical solution, a Gaussian surface density
eld 

= 

K m 

2 πσ 2 
exp 

(
− θ2 

2 σ 2 

)
, (B1) 

here θ = 

√ 

θ2 
1 + θ2 

2 is a radial coordinate, K m is the physical mass
f the profile in units of the critical surface density, and σ is its width.
e solve equation ( 4 ) to obtain an analytical solution for the lensing

otential 

 = 

K m 

4 π

[
log 

(
θ4 

4 σ 4 

)
− 2 E i 

(
θ2 

2 σ 2 

)]
+ C, (B2) 

here E i is the exponential integral and C is a constant gauge
erm. The main output of this code being the deflection angles and

agnification it is of interest to study them directly. As we have a
trong radial symmetry to our problem the solution is fully described
y the norm α of the deflection angle. 

= 

K m 

πθ

[
1 − exp 

(
− θ2 

2 σ 2 

)]
. (B3) 

We finally give the three independent components of the distortion
ensor A for r < r d ⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

A 11 = 1 − K m 

π

[ 
θ2 

2 −θ2 
1 

r 4 

(
1 − exp 

(
− θ2 

2 σ 2 

))
+ 

θ2 
1 

θ2 σ 2 exp 
(
− θ2 

2 σ 2 

)] 
A 22 = 1 − K m 

π

[ 
θ2 

1 −θ2 
2 

θ4 

(
1 − exp 

(
− θ2 

2 σ 2 

))
+ 

θ2 
2 

θ2 σ 2 exp 
(
− θ2 

2 σ 2 

)] 
A 12 = 

K m 

π

θ1 θ2 
θ4 

[ 
2 
(

1 − exp 
(
− θ2 

2 σ 2 

))
− θ2 

σ 2 exp 
(
− θ2 

2 σ 2 

)] (B

With this solution, we now compute the Root Mean Square
eviation (RMSD) between the numerical solution and the analytical

olution, imposing in the numerical case that the total mass of the
rofile is conserved. We repeat this while increasing the resolution.
he result of this is reproduced in Fig. B1 along with a power-law
t giving an indication of the convergence rate. 
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igure B1. RMSD of the determinant of distortion matrix with respect to
he analytical solution for increasing resolution. The black curve corresponds 
o the FD scheme and the purple curve corresponds to the spectral method.

e observe that the spectral method is overall more accurate and converges
t a faster rate than the FD scheme. 

PPEN D IX  C :  SCALE  D E P E N D E N C E  

t should be ensured that the observed flux ratio anomalies are 
roduced by effects that cannot be absorbed by the lens model, 
.g. the displacement of images. We have already investigated this 
ess e xtensiv ely in Section 5 by considering the flux ratios induced
y the full convergence field and the high-pass filtered field which 
nly contained contributions from scales smaller than the Einstein 
adius. Here, we show in more detail, how the halo and non-halo
ontrib utions beha ve as a function of scale. 

Drawing inspiration from Inoue & Takahashi ( 2012 ), we split the
ontribution of different scales using k -space filters, 

ˆ 
 k s : = exp 

{
− ( k − k s ) 2 

2 σ 2 
k 

}
, (C1) 

o isolate the scale k s . Here we have used a width of σ k �
.043 arcsec −1 and have selected the modes using a linear step, � k s 
 0.142 arcsec −1 , as such we have � k s � 3.28 σ k . Repeating this

rocess for multiple values of k s , we measure flux ratio anomalies
s well as the displacement of the images. From this information 
e generate a displacement spectrum, showing which scales impact 

mage positions the most, and a flux ratio anomaly spectrum to 
dentify the contribution of different scales to the total measured flux 
atio anomalies. 

In Fig. C1 , we show the RMS displacements as a function of k s .
e can see that haloes are more efficient at moving the images than

on-halo structures. We can also identify that for perturbations of 
elow the scale of the Einstein radius, k E = 1/ θE � 1.1 arcsec −1 ,
he images are not significantly displaced in any scenario. Therefore, 
he observed signal would not be absorbed by lens model fitting 
echniques. 
igure C1. Scale-dependent estimate of the RMS displacement of the 
mages with respect to their unperturbed positions. Top: in a 1 keV cosmology,
entre: in a 3 keV cosmology and bottom: comparing CDM haloes of different
asses. Haloes are far more efficient at displacing the images than non-halo

tructures. 

In Fig. C2 , we show the mean flux ratio anomaly as a function of
cale. In the 1 keV model non-halo structures play a major role in the
bserved flux-ratio anomalies at all scales. Ho we ver, when looking
t the colder 3 keV model we can see that while their contribution has
ot significantly declined, that of haloes has risen rapidly superseding 
hem as the dominant contributor at all scales. None the less, even
n this model non-halo structures still contribute at the order of
0 per cent to the final measured signal. This seems to be the case no
atter the filtering scale. We conclude that our relative measurements 

rom Section 5 are quite independent of the filtered scale. Therefore,
ur conclusions remain valid even for cases where an observational 
tting procedure might absorb large-scale contributions. 
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Figure C2. Scale-dependent estimate of the observed mean flux ratio 
anomaly . Top: in a 1 keV cosmology , centre: in a 3 keV cosmology and 
bottom: comparing CDM haloes of different masses. In the 1 keV scenario 
non-halo structures are a major component of the signal at all scales. In the 
3 keV case they still represent ∼10 per cent of the observed signal. The relative 
contributions of the different components are relatively scale-independent. 
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