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Effect of side chain modifications in imidazolium ionic liquids on the
properties of the electrical double layer at a molybdenum disulfide
electrode

Zheng Gong and Agilio A. H. Paduaa)
Laboratoire de Chimie, École Normale Supérieure de Lyon & CNRS, 69364 Lyon,
France

(Dated: 28 January 2021)

Knowledge of how the molecular structures of ionic liquids (ILs) affect their properties at electrified in-
terfaces is key towards the rational design of ILs for electric applications. Polarizable molecular dynamics
simulations were performed to investigate the structural, electrical and dynamic properties of electric double
layers (EDLs) formed by imidazolium dicyanamide ([ImX1][DCA]) at the interface with molybdenum disul-
fide electrode. The effect of side chain of imidazolium on the properties of EDLs was analyzed by using
1-ethyl-3-methylimidazolium ([Im21]), 1-octyl-3-methylimidazolium ([Im81]), 1-benzyl-3-methylimidazolium
([ImB1]) and 1-(2-hydroxyethyl)-3-methylimidazolium ([ImO1]) as cations. Using [Im21] as reference, we find
that the introduction of octyl or benzyl groups significantly alters the interfacial structures near the cathode
because of the reorientation of cations. For [Im81], the positive charge on the cathode induces pronounced
polar and non-polar domain separation. In contrast, the hydroxyl group has minor effect on the interfacial
structures. [ImB1] is shown to deliver slightly larger capacitance than other ILs even though it has larger
molecular volume than [Im21]. This is attributed to the limiting factor for capacitance being the strong
association between counter-ions, instead of the free space available to ions at the interface. For [Im81],
the charging mechanism is mainly the exchange between anions and octyl tails, while for the other ILs, the
mechanism is mainly the exchange of counter-ions. Analysis on the charging process shows that the charging
speed does not correlate strongly with macroscopic bulk dynamics like viscosity. Instead, it is dominated by
local displacement and reorientation of ions.

I. INTRODUCTION

Two-dimensional (2D) nanomaterials such as
graphene, hexagonal boron nitride and transition
metal dichalcogenide are composed of atomically-thin
layers assembled by means of weak, non-covalent forces.
Due to electron confinement in two dimensions, 2D
materials are able to access unprecedented physical,
electronic and chemical properties, therefore be com-
pelling in applications of novel electronic devices and
sensors.1,2 In electrical applications such as batteries,
electrical double layer capacitors (EDLCs) and field-
effect transistors (FETs), novel electrolytes are required
to function together with 2D nanomaterials. Room-
temperature ionic liquids (ILs) have unique properties,
such as wide electrochemical window, high thermal
stability, low vapor pressure, making them promising
electrolytes.3–7

At the electrode-electrolyte interfaces, the ILs form
ultra-thin electrical double layers (EDLs). The structure
and dynamics of EDLs are among the key factors deter-
mining the capacitance and charging speed of EDLC and
the gating speed of FET, and thus the performance of the
devices. A fundamental understanding of the behavior
of EDLs from the molecular level is essential for design-
ing electrolytes with improved performance. In recent
decades, numerous research efforts have been reported
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on EDLs formed at the IL-electrode interfaces, consisting
in experimental,8 mean-field theory9 and simulation10–12
studies.

Molecular dynamics (MD) simulation is a powerful tool
for investigating the properties of EDLs. It has provided
major insights into the structure of the interfacial lay-
ers with atomic resolution, helped understand voltage-
capacitance relations and the charging mechanisms.13–18
Extensive works have focused on how the properties of
EDLs will be affected by the nature of the electrodes,
e.g. the curvature,19,20 the roughness21,22 and the pres-
ence of nanopores.14,15 Notably, it has been shown that
nanoporous carbon electrodes could deliver much larger
capacitance than planar graphite electrode because the
confinement of ions inside the pores suppresses the over-
screening effect and allows ions to approach the electrode
surface more closely.14

The molecular structures of electrolytes is of compara-
ble importance to that of electrodes in determining the
properties of EDLs, e.g. imidazolium- and pyridinium-
based ILs are shown to provide larger capacitance but
lesser electrochemical stability than ammonium-based
ILs.23 The functionalization of ions offers very broad
possibilities to tune the properties of ILs at interfaces.
For a planar electrode, it is usually believed that ILs
with smaller ion size are likely to deliver larger inter-
facial capacitance, because of the more compact pack-
ing near the electrodes and thinner EDLs, as shown
both by experiments23,24 and simulations.25 However,
it was recently reported that bulky surface-active an-
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ions, such as 1,4-bis(2-ethylhexoxy)-1,4-dioxobutane-2-
sulfonate and dodecyl sulfate, actually deliver larger ca-
pacitances than tetrafluoroborate at high temperature,26
and this result was obtained using the same 1-butyl-3-
methylimidazolium cation. This enhancement was at-
tributed to self-assembly of the surface active anions into
lamellar structures that suppress the over-screening ef-
fect. This finding emphasizes that the microscopic struc-
tures of ions can have a prominent effect on the properties
of EDLs, and thus may affect the performance of electric
devices dramatically.

In order to rationally design ILs for specific electric ap-
plications, it is therefore of particular interest to under-
stand how modifications in the side chains will affect the
properties of EDLs. So far, most of the reports focused
on the effect of different lengths of alkyl tails,24,25,27–31
suggesting that longer side chain results in smaller capac-
itance and triggers the change of the voltage-capacitance
curve from bell-shape to camel-shape. Other than the
alkyl tail, the effect of introducing ether groups (increas-
ing the polarity of the side chains) has been considered,
showing that the tail containing ether groups is more
likely to be parallel to the electrode surface in the first
layer than alkyl tails, thus indicating stronger adsorption
between ether-functionalized tail on the electrode.32

In this work, we investigate the effects of dif-
ferent sizes and chemical functions in side chains
upon the local ordering and properties of EDLs
formed by alkylmethylimidazolium dicyanamide
([ImX1][DCA]) electrolytes at planar MoS2 elec-
trodes using polarizable MD simulations. Four cations
are considered: 1-ethyl-3-methylimidazolium ([Im21]),
1-octyl-3-methylimidazolium ([Im81]), 1-benzyl-3-
methylimidazolium ([ImB1]) and 1-(2-hydroxyethyl)-3-
methylimidazolium ([ImO1]), as depicted in Fig. 1. The
ethyl, octyl, benzyl and 2-hydroxyethyl groups are rep-
resentative for different shape, size and hydrophobicity.

FIG. 1. Structures of ions considered in this work.

MoS2 is used as electrode here because of its promis-
ing application in FETs based on 2D nanomaterials.33–36
In IL-gated FETs, the electrostatic field exerted by the
EDL induces doping on the semiconducting flake MoS2
electrodes by stabilizing charge carriers with a density up
to 1014 cm−2.37 A high capacitance at the electrolytic in-
terface is linked to a high carrier density in the semicon-

ductor, albeit with a lower carrier mobility.38,39 These
quantities are strongly dependent on the nature of the
ILs, which is an argument towards optimizing the elec-
trolyte through judicious choice of the chemical struc-
ture of the ions. Recently, the gating effect of amor-
phous indium-gallium-zinc oxide FET coupled with a se-
ries of imidazolium-based ILs was investigated, demon-
strating that both charge density and homogeneity of
charge distribution at the electrode surface are important
to the gating performance.40 In another work, the sol-
vent effect on MoS2 FET gated by a mixture of 1-butyl-
3-methylimidazolium tetrafluoroborate and acetonitrile
was studied, showing that the concentration of acetoni-
trile has a non-monotonic influence on the gating speed.41

The polarization effect is pronounced in ILs because
of the strong local electric field. Although electrode po-
larization has been taken into account in recent simu-
lation works on EDLs, the electrolytes are usually de-
scribed by non-polarizable or even coarse-grained models,
with only a few exceptions.42,43 Recent advances in GPU-
accelerated MD simulation make it possible to describe
the electrified interface with more detailed models.44,45
In this work, full polarization is considered for both
electrode and electrolytes by utilizing a constant-voltage
simulation method together with the recently developed
CL&Pol polarizable force field for ionic liquids.46

II. MODELS AND METHODOLOGIES

Constant-voltage simulations were performed to re-
semble the experimental conditions. That is, a voltage
drop is pre-assigned between electrodes, while charge ac-
cumulated on the electrode is an observable, in contrast
with the simulation condition where a constant charge
density is pre-assigned to the electrodes and held fixed
during the simulation. We note that since MoS2 is a semi-
conductor, the constant charge density setup is likely to
be more realistic than constant voltage method, which
is strictly valid only for ideal conductor. However, re-
cent works have shown that these two setups give similar
interfacial structures and capacitances under low volt-
age drops,42,43,47 while a unique advantage of the con-
stant voltage method is that it allows us to simulate the
charging process more accurately.48 At the beginning of
charging, a voltage drop is suddenly applied and charge
starts accumulating at the electrode. The difficulty for
constant-charge simulation during the charging process
is that the correct charge density to be assigned on the
electrode at each timestep is unknown.

The three-dimensional periodic image charge method
recently proposed by Dwelle et al.49 was used in this work
for constant-voltage simulations. Fig. 2 illustrates the
geometry of the simulation box with ionic liquid confined
between two MoS2 plane electrodes. The electrodes are
oriented along the xy plane and separated by d = 8.0 nm,
which we measure as the distance between the S atoms in
contact with ionic liquids on the cathode and the anode.
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Considering the two electrodes as mirrors, each atomic
charge in the electrolyte creates two oppositely signed
image charges with respect to the two mirror planes. The
image charges then generate higher-order image charges
with respect to the mirrors, which can be captured by
utilizing three-dimensional periodic boundary conditions
with a length in the z direction of 2d = 16.0 nm. By
applying an external electric field Eext on the electrolyte
atoms, the voltage drop ∆V between two electrodes is
guaranteed.49

Eext =
∆V

d
(1)

Each electrode contains two layers of MoS2 made of
13× 8 unit cells. The length of simulation box in x and
y directions are 4.109 and 4.380 nm, respectively. Dur-
ing image charge simulation, the electrode atoms are re-
strained at their original positions by a harmonic poten-
tial so that the locations of mirrors does not change.

Ures =

MoS2∑
i

(
kx(xi − xi,0)2 + ky(yi − yi,0)2 + kz(zi − zi,0)2

)
(2)

herein, xi, yi and zi are the position of each Mo and S
atom. xi,0, yi,0 and zi,0 are the original position. kx,
ky and kz are set to 0.1, 0.1 and 500.0 kcal mol−1 nm−2,
respectively. At each MD timestep, the positions of im-

age charges are updated according to the coordinates of
electrolyte atoms, immediately after the integration for
positions.

The numbers of ion pairs for the systems studied are
listed in Tab. I, which are determined based on the cal-
culated densities of bulk ILs at 333 K and 1 bar. The
simulation lengths are also listed in the table. Note that
a trajectory of hundreds of nanoseconds is required to
attain converged interfacial structures for these systems.

TABLE I. The number of ion pairs and trajectory length for
each electrolyte.

Electrolyte Number Length (ns)

[Im21][DCA] 511 180
[Im81][DCA] 312 480
[ImB1][DCA] 392 360
[ImO1][DCA] 503 240

The ILs are modeled with the recently developed
Drude polarizable force field CL&Pol46,50 with several
refinements, whereas the electrode atoms are modeled as
charge neutral particles with only LJ interactions. The
details of force field and simulation conditions are given
in section V. Near the electrodes, there are strong attrac-
tions between Drude particles and their images, which
cause instability if a Drude particle comes too close to
the electrode. Therefore, a wall potential is applied to
all Drude particles of ILs to avoid this situation:

Uwall =


∑Drude
i 4ε

((
σ

zi−z+

)12
−
(

σ
zi−z+

)6
+ 0.25

)
, zi − z+ < 1.1225σ∑Drude

i 4ε

((
σ

z−−zi

)12
−
(

σ
z−−zi

)6
+ 0.25

)
, z− − zi < 1.1225σ

(3)

herein, ε and σ determine the strength and range of
the wall potential, which are set to 0.5 kcal mol−1 and
0.15 nm, respectively. The z+ and z− coordinates are
the locations of cathode and anode, which are at 0 nm
and 8.0 nm, respectively. We note that the wall potential
is simply a safeguard. It decays to zero when the Drude
particle is beyond 0.1684 nm from electrodes. The wall
potential is only effective during the initial stage of the
simulation when the interfacial strucure is evolving dra-
matically. By inspecting the converged trajectories, the
minimum distance between Drude particles and electrode
is 0.18 nm because of the vdW repulsion between heavy
atoms. Therefore, this wall potential has no impact on
the equilibrated trajectories.

III. RESULTS AND DISCUSSION

A. Structure of the interfaces

Fig. 3 shows the distributions of centers of mass
(COM) of imidazolium heads of [Im21] cations and [DCA]
anions along z direction under voltage drops of 0 and 2 V.
In the absence of voltage drop, [Im21][DCA] forms lay-
ered structures at the interface which oscillate for around
1.5 nm before reaching the bulk liquid. The symmetry of
this distribution profile confirms the convergence of the
trajectories. Herein, we use the peaks of the distribution
of [DCA] to identify the location of layers at the inter-
face, because the imidazolium head group can adopt dif-
ferent orientations near the electrodes. Three layers can
be identified, which are located at 0.34, 0.72 and 1.09 nm
from the electrodes. The [Im21] are more likely than
the [DCA] to be found in the first layer. As the voltage
increases to 2 V, the [Im21] and [DCA] ions then con-
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FIG. 2. System geometry and setup for image charge simulations of ILs confined between two MoS2 electrodes. The purple
points are image charges. The blue box shows the periodic cell boundary. Each layer of MoS2 is covalently bonded to its images
in the x and y directions.

centrate near the anode and cathode, respectively. How-
ever, the locations of the three interfacial layers are not
affected.
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FIG. 3. Distributions of COM of different fragments along z
direction in the [Im21][DCA] system under 0V (upper plot)
and 2V (lower plot).

The angles formed between ions and the plane of elec-
trodes are analyzed to reveal the orientations of ions lo-
cated in the first layer. Fig. 4 illustrates the definitions
of three kinds of angles: the angle between the plane
of an imidazolium ring and the electrode (α); the angle
between the end-to-end vector of an octyl chain and the
electrode (β); and the angle between the plane of a [DCA]
anion and the electrode (γ). In [ImB1][DCA], the angle

between the plane of benzyl ring and the electrode is also
considered. The value of these angles range from 0° to
90°. The former corresponds to a parallel orientation to
the electrode and the latter to a perpendicular one.

FIG. 4. Illustration of the angles formed between imidazolium
head, octyl tail or [DCA] anion and the electrode. The ver-
tical line at the left side represents the electrode in xy plane.
Hydrogen atoms are omitted for clarity.

The angle distributions for the [Im21][DCA] system is
shown in Fig. 5. Both the imidazolium rings and the
[DCA] anion tend to be oriented parallel to the electrode
plane. The applied voltage drop of 2 V has almost no
effect on the the orientations of ions at either the cathode
or the anode.

Fig. 6 shows the distributions of COM of imidazolium
head groups and octyl tails in [Im81], and COM of [DCA]
along z direction. When there is no applied voltage, three
layers located at 0.34, 0.71 and 1.11 nm away from the
electrodes can be identified, which are close to the loca-
tions of the interfacial layers in [Im21][DCA]. That is, the
introduction of octyl tails does not alter the distributions
of ions at the interface in the absence of voltage drop. A
sharp peak at 0.34 nm in the distribution of octyl tails
indicates that they tend to lay parallel to the interface in
the first layer, similarly with the imidazolium rings. This
agrees with previous simulations on EDLs formed by im-
idazolium based ILs with long alkyl tails.28 In the insets
in Fig. 6 it is shown that the bulk region of [Im81][DCA]
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FIG. 5. Distributions of angles between imidazolium head
groups or [DCA] and the xy plane in the [Im21][DCA] system
under 0V (upper plot) and 2V (lower plot). The number
inside the bracket denotes the z coordinate (in nm) of corre-
sponding peak in density distribution.

is not homogeneous. There are polar-group rich domains
and non-polar group rich domains, alternatively. This
nano-scale segregation into polar and non-polar domains
is well documented for longer-chain ionic liquids.51 Be-
cause the distance between two electrodes is in the order
of nanometers, a confinement effect might have a con-
tribution to this heterogeneity.43 However, it should not
have a pronounced effect on the structure of the EDLs.
Because imidazolium rings and [DCA] always stay in the
mutual vicinity in the bulk region, the polar and non-
polar segregation does not induce charge oscillations in
bulk region. The applied voltage drop of 2 V promotes
the enrichment of [Im81] and [DCA] near the anode and
the cathode, respectively. The interfacial structure at
the anode is similar to that at 0 V, except for the in-
tensity of each peak. At the cathode, however, signifi-
cant structural changes are observed. The interface with
the cathode can not be simply identified as three lay-
ers any more. The octyl tails are pushed away from the
first layer, therefore forming a non-polar rich region at
around 0.8 nm from the cathode, which in turn induces
strong oscillation of polar and non-polar domains.

The distributions of angles formed between the imi-
dazolium head group, the octyl tail in [Im81] cation or
the [DCA] anion and the xy plane are shown in Fig. 7.
Note that the tails analyzed in this figure are the octyl
chains attached to the imidazolium rings located in the
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FIG. 6. Distributions of COM of different fragments along
the z direction in [Im81][DCA] system under 0V (upper plot)
and 2V (lower plot).

first layer. Without voltage drop, both the imidazolium
rings, the octyl tails and the [DCA] anions lay parallel
to the electrode. The orientations of imidazolium head
groups and [DCA] are almost the same as in [Im21]. The
applied voltage drop of 2 V has almost no effect on the
orientation of imidazolium head groups, while the [DCA]
at the cathode orient slightly more parallel to the elec-
trode than those at the anode, which can be attributed
to the electrostatic attraction between the three nega-
tively charged nitrogen atoms in [DCA] and the cathode.
However, the orientation of octyl tails is significantly al-
tered by the applied voltage. It is shown that octyl tails
at the cathode are more likely to be perpendicular to
the interface, while the tails at the anode are still pref-
erentially parallel to the electrode. This orientational
change is counter-intuitive at first sight. Considering
the attraction between the anode and the imidazolium
head groups, it would be expected that the octyl tail
leave the first layer near the anode so that more space
is available for imidazolium groups. The orientational
change observed can be attributed to the more favorable
interactions between counter-ions than the interaction
between alkyl tails and [DCA] anions. At the cathode,
[DCA] occupy the first layer, then either imidazolium
rings or octyl tails will be excluded from the first layer.
Here the more favorable interactions between opposite-
charged ions results in the octyl chains being excluded.
A recent simulation work on butyltrimethylammonium
bis(trifluoromethanesulfonyl)amide at a graphene elec-
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trode revealed a similar scenario, with butyl tails more
likely to be found perpendicular to the electrode at the
cathode.31 It was shown that the turning point in voltage
for the butyl tails to be more likely perpendicular to the
electrode is 1 V at the cathode, whereas the correspond-
ing value is −5 V at anode.
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FIG. 7. Distributions of angles between imidazolium head
groups, end-to-end vectors in octyl tails or [DCA] and xy
plane in the [Im81][DCA] system under 0V (upper plot) and
2V (lower plot). The number inside the bracket denotes the
z coordinate (in nm) of corresponding peak in density dis-
tribution, while the + and − denote the octyl tails bonded
to the imidazolium head groups near the cathode and anode,
respectively.

Fig. 8 shows the distributions of COM of imidazolium
head groups and benzyl side groups in [ImB1] ions, and
COM of [DCA] ions, along the z direction. In the ab-
sence of voltage drop, the first layer is mostly occupied
by imidazolium rings and [DCA] anions. Only a small
amount of benzyl groups are present in the first layer.
The peak located at around 0.46 nm represents the ben-
zyl groups that are attached to the imidazolium rings of
the first layer. Also note that there is a peak for imi-
dazolium head groups located at around 0.58 nm, which
represents mainly the imidazolium rings attached to the
benzyl groups in the first layer.

From the orientational distributions as shown in
Fig. 9, both the imidazolium and benzyl groups located
at 0.34 nm are parallel to the electrode surface, while
the imidazolium rings located at 0.58 nm and the benzyl
groups located at 0.46 nm are perpendicular to the elec-
trodes. An applied voltage drop of 2 V has no effect to

the shape of the orientational distributions, even thought
the intensities of the density peaks are affected.

The [ImB1] cation adopts two main conformations in
the first interfacial layer, as shown in Fig. 10. The first
consists of imidazolium rings parallel to the electrode,
while the benzyl ring is perpendicular with one hydrogen
atom of the benzyl ring pointing toward the electrode.
The second conformation corresponds to the benzyl ring
parallel to the electrode, while the imidazolium ring is
perpendicular to the electrode, with the methyl group
pointing to the bulk electrolyte. In the absence of a volt-
age drop, the first conformation is dominant. Applying of
voltage drop of 2 V induces exchange between these two
conformations. In the first layer near the cathode, most
of the [ImB1] that adopted the first conformation reori-
ent into the second, because of repulsion between cath-
ode and positively-charged imidazolium head-groups. At
anode, the second conformation disappears.
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FIG. 8. Distributions of COM of different fragments along
the z direction in the [ImB1][DCA] system under 0V (upper
plot) and 2V (lower plot).

Fig. 11 shows the distributions of COM of imidazolium
rings and oxygen atoms in [ImO1] ions, and also COM
of [DCA] ions, along z. The distributions of imidazolium
rings and [DCA] anions are almost identical to those in
[Im21][DCA]. The oxygen atoms of the hydroxyl groups
are more likely to stay in the first layer near the cathode.
However, because of its flexibility, the location of the hy-
droxyl group has a minor effect on the structural arrange-
ment of imidazolium head groups and anions. The orien-
tations of ions are also similar to those in [Im21][DCA],
and thus are not shown here.
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FIG. 9. Distributions of angles between imidazolium head-
groups or benzyl rings or [DCA], and the xy plane in the
[ImB1][DCA] system under 0V (upper plot) and 2V (lower
plot). The number inside the bracket denotes the z coordinate
(in nm) of corresponding peak in density distribution. The
profiles for ions near the anode are not shown for clarity.

FIG. 10. The two main conformations of [ImB1] cations in the
first layer. The vertical line in each sub-figure represents the
electrode. The positions on the figure denotes the distances
along z between the COM of the imidazolium or of the benzyl
ring and the electrode.

B. Electrical properties of the EDLs

We are particularly interested in the link between the
interfacial ordering and the electrical properties. Herein,
the voltage profiles are extracted from the simulation tra-
jectories and enable evaluation of capacitance. The volt-
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FIG. 11. Distributions of COM of different fragments along
the z direction in [ImO1][DCA] system under 0V (upper plot)
and 2V (lower plot).

age profile along the z direction can be calculated by
double integration of the charge distribution of the elec-
trolytes, ρ(z), and of the charge density on the electrodes,
Q, based on the one-dimensional Poisson equation:

V (z) = − 1

ε0

(∫∫
ρ(z)d2z +Qd

)
(4)

where ε0 is the vacuum permittivity.
Fig. 12 shows the charge distributions in the elec-

trolytes. On the anode side, the first peak of positive
charge is 0.27 nm away from the electrode. This distance
is the same for all four electrolytes, because it is mainly
determined by the vdW repulsion between S atoms of
the electrode and the imidazolium ring. On the cathode
side, the first peak of negative charge is 0.29 nm away
from the electrode. However, we notice that a peak of
positive charge is present at 0.25 nm away from the cath-
ode, which is mainly due to hydrogen atoms from im-
idazolium cations. Even though the first layer at the
cathode is dominated by [DCA] anions, hydrogen atoms
from cations can approach the cathode more closely be-
cause of their smaller vdW radius, compared to those of
heavy atoms.

Unlike in the fluctuating charge method,52 the charges
on the electrodes are not directly obtainable in the
present 3D periodic image-charge method, because the
electrode atoms carry no charge by themselves. The ef-
fects of electrode polarization are described instead by
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FIG. 12. Charge density distributions along the z direction
for different electrolytes under voltage drop of 2V.

the image charges and their infinite periodic images, to-
gether with the applied electric field. Herein, Q is evalu-
ated from the positions of electrolyte atoms,53

Q =

n∑
i=1

qizi
dA

+
∆V ε0
d

(5)

where qi and zi are the charge and the z coordinate of
each electrolyte atom, and A is the area of electrode.

Fig. 13 shows the voltage profiles along z across the
electrolyte region with different ILs. The computed volt-
age drops between the electrodes equals to the preset
values, and this validates the image charge method. The
voltage profiles reach a plateau in the bulk electrolyte
beyond ca. 2 nm away from the electrodes, showing the
strong electrostatic screening of the EDLs.
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FIG. 13. Voltage profiles along the z direction for different
electrolytes under voltage drops of 0V (dashed lines) and 2V
(solid lines).

From the calculated charge densities on the electrodes
and the voltage profiles, the integral capacitances of the

EDLs at each electrode and the cell are evaluated as

C± =
Q

V ± − V ±
0

(6)

Ccell =
Q

∆V
(7)

where V ± is the voltage drop between each electrode and
the bulk region, and V ±

0 is the value of V ± in the absence
of voltage drop between the electrodes. The calculated
capacitances for different system are listed in Table II.
For all ILs, the interfacial capacitance at the cathode is
slightly larger than that at the anode. Among the four
electrolytes, [ImB1][DCA] shows the largest cell capaci-
tance, while [Im81][DCA] shows the smallest, the differ-
ence between them being quite small, only 8.5 %. The
values of capacitance do not correlate with the molecular
volumes of the ions, which indicates that the available
space for counter-ions in the interfacial region is not the
dominant factor for capacitance under voltage drop of
2 V.

TABLE II. Calculated integral capacitances of EDLs under a
voltage drop of 2V.

Electrolyte C+(µF cm−2) C−(µF cm−2) Ccell(µF cm−2)

[Im21][DCA] 4.89±0.008 4.65±0.008 2.38±0.004
[Im81][DCA] 5.08±0.025 4.37±0.021 2.35±0.012
[ImB1][DCA] 5.35±0.027 4.87±0.025 2.55±0.013
[ImO1][DCA] 5.05±0.021 4.83±0.021 2.47±0.011

An applied voltage drop drives the cations and anions
aggregating nearby anode and cathode, respectively. In
order to inspect the charging mechanism, Fig. 14 shows
the increase in the number of different species at the first
layer near each electrode when voltage drop of 2 V is
applied. An ion or fragment is considered to be located
in the first layer if its COM is less than 0.5 nm away from
the electrode.

In all of the systems, it is shown that the adsorption or
desorption of [DCA] anions at the cathode or the anode
dominates the behavior of ions at the interface, which
can be attributed to the smaller size and therefore larger
charge density of the [DCA] anion compared to imida-
zolium head-group. For [Im21], [ImB1] and [ImO1], the
applied voltage drives imidazolium groups move into, or
out of, the first layers of cathode or anode, which indi-
cates a charing mechanism of exchange between counter-
ions. However, the situation is different for [Im81]: at
the cathode, the imidazolium head does not move out of
the first layer. Instead, the tails are pushed out of the
first layer, and more imidazolium head-groups enter into
the first layer to occupy the created vacancies together
with anions. At the anode, even though both imida-
zolium head groups and octyl chains become enriched
in the first layer, the increment for octyl tails is larger
than for imidazolium head-groups. Therefore, the charg-
ing mechanism for [Im81][DCA] is mainly the exchange
between anions and octyl tails.
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Another phenomenon worth noting is that the increase
in the number of imidazolium head-groups at the cath-
ode, and its decrease at the anode, is more significant
for [ImB1] than for the other cations. This can be at-
tributed to the orientational preference of [ImB1] cation,
as discussed in previous section. As shown in Fig. 10, the
conformation (b) dominates the first layer at the cath-
ode. The benzyl group tends to be aligned parallel to
the electrode and drives the imidazolium ring out of the
first layer. At anode the conformation (a) dominates,
with the benzyl group tending to be placed perpendicular
to the electrode and occupying less space. The presence
of the benzyl group promotes the separation of imida-
zolium head-groups and [DCA] anions at the first inter-
facial layer. As a result, [ImB1][DCA] is able to deliver
slightly larger capacitance than the other ILs.
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FIG. 14. The increase in the number of different species
in the first layer near cathode (filled bars) or anode (unfilled
bars) when voltage drop of 2V is applied. The tail of [Im21]
is not considered.

C. Role of the alkyl tail of [Im81]

It was recently reported that surface-active ILs pro-
mote enhanced capacitance by self-assembling into lamel-
lar structures at the interface.26 In our simulation, even
though polar and non-polar domain separation is ob-
served in the bulk region, the [Im81] does not form pro-
nounced layered structures near the anode. Instead, the
octyl side chain is likely to occupy the first layer at the an-
ode. Among the four ILs studied here, [Im81] delivers the
smallest interfacial capacitance at the anode, as shown in
Tab. II. It is therefore interesting to see whether the inter-
facial capacitance at the anode will increase if the octyl
tails are forced to leave the first layer, so that more space
is made available for imidazolium head-groups. We de-
fined a reaction coordinate as the number of octyl tails in
the first layer at the anode (Ntail). In order to make Ntail

differentiable with respect to atomic positions, the con-
tribution of an atom i to its number density at position

r is defined as a Gaussian function:

ρi(r) =
1

σ
√

2π
exp

(
−|r− ri|

2σ2

2
)

(8)

where ri is the position of atom i, and σ determines the
radius of the atom, which we set to 0.05 nm. Then Ntail

is evaluated as

Ntail =
1

2

C3−C8∑
i

1

6
erfc

(
z0 − zi√

2σ

)
(9)

where C3–C8 means the third to eighth carbon atoms in
the octyl tail, zi is the z coordinate of each atom, and z0
is the lower bound of the first layer at the anode, which
we set to 7.5 nm based on the molecular distributions
discussed in section IIIA. In order to force the octyl tail
to leave the first layer, a harmonic biasing potential is
applied to restrain the Ntail to a target value:

Uumbrella =
1

2
k(Ntail −Ntarget)

2 (10)

where k is the harmonic force constant, which we set to
100.0 kJ mol−1. Three simulations were performed with
Ntarget set to 0.0, 10.0 and 20.0, under the voltage drop
of 2 V.

Fig. 15 shows the number of imidazolium head-groups
and [DCA] anions located in the first layer of the anode,
when different Ntarget are applied. The integral capac-
itance of the cell is also plotted. When Ntarget is de-
creased, the octyl tails are forced to leave the first layer.
As expected, more imidazolium head-groups are then
able to occupy the first layer because of the free space
created. However, it is found that the number of [DCA]
ions in the first layer increases almost in parallel with the
number of imidazolium groups. This indicates that the
imidazolium groups and the [DCA] anions move into or
out of the first layer in a correlated manner. Therefore,
the charge that can be stored in the interface is not af-
fected, which results in an essentially similar capacitance
independently of the value of Ntarget.

D. Charging performance

The speed of charge accumulation on the electrodes is
one of the key properties of EDL devices, since it deter-
mines the power of EDLC and the gating speed of the
FET. In order to inspect the charging process of the cell,
initial configurations were taken from the system equili-
brated under 0 V. Then a voltage drop of 2 V was applied
to the electrodes and the evolution of charge density ac-
cumulated on the electrodes was extracted according to
equation (5).

Fig. 16 shows the charge density on the electrodes plot-
ted against time, averaged from three trajectories started
from different initial configurations. It is shown that the
[Im21][DCA] displays the fastest charging. The charging
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of the cell at different settings of Ntarget for [Im81][DCA], un-
der a voltage drop of 2V.

performance for [ImO1] is close to that for [Im21] and
is significantly better than those for [ImB1] and [Im81].
These results are surprising given that [ImO1] is three
times more viscous than [Im21] and has comparable vis-
cosity to [ImB1] and [Im81]. As such, we conclude that
the charging performance is not strongly correlated with
macroscopic dynamics. We interpret this results as be-
ing due to the charging processes of [Im21] involving only
the displacement of small ions in adjacent layers, whereas
that for [Im81] and [ImB1] are accompanied by confor-
mational changes of cations at the interface. During the
charging process, the octyl tails of [Im81] near the cath-
ode are pushed away from the first layer and reorient to
become perpendicular to the interface. For [ImB1], how-
ever, most of the cations of the first layer near the cathode
change their conformations from (a) to (b), as shown in
Fig. 10. These local conformational change slow down
the charging of the EDL. In [ImO1], the 2-hydroxyethyl
groups also change their orientations near anode, but the
barrier for this conformational change is low because of
the small size and flexibility. Therefore, the charging per-
formance of [ImO1] is close to that of [Im21] and much
higher than those of [Im81] and [ImB1], even though
[ImO1] is much more viscous than [Im21]. From our sim-
ulations, the full charging of the cells happens at the
time scale of nanoseconds. It is much shorter than ex-
perimental charing times reported for a IL-EDLC54 and
a IL-FET,55 which are in the order of seconds. The dis-
crepancy can be attributes to two factors: Firstly, in both
the EDLC and FET mentioned above, porous electrodes
are used, in which the diffusion of ions into or out of
the electrodes dominates the charging speed; Secondly,
the simulations were performed at 333 K in this work,
which allows for much faster dynamics than at ambient
temperature.
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FIG. 16. Time evolution of the charge densities accumulated
at the electrodes for different electrolytes when voltage drop
of 2V is applied. The horizontal dashed lines denote the
converged values of charge densities.

IV. CONCLUSIONS

We have performed polarizable MD simulations to
study the interfaces between four imidazolium di-
cyanamide ionic liquid electrolytes and MoS2 electrodes.
The effect of side chain modifications to the structural,
electrical and dynamic properties of the electric dou-
ble layers are studied by using ethyl, octyl, benzyl and
2-hydroxyethyl side groups on the imidazolium cations
([Im21], [Im81], [ImB1] and [ImO1], respectively).

The octyl and benzyl groups are found to have promi-
nent effects on the interfacial structure, while the 2-
hydroxyethyl group has almost no effect. In the absence
of a voltage drop, the octyl tails of the [Im81] cation
tend to lay parallel to the electrode in the first interfacial
layer. An applied positive voltage drives the octyl tails
out from the first layer, and they become perpendicu-
lar to the electrode, whereas an applied negative voltage
has minor effect on the orientation of the octyl chains.
The [ImB1] cation displays two major conformations in
the first layer of the interface, one with the imidazolium
head-group parallel to the electrode and the other with
the benzyl group parallel to the electrode. In the ab-
sence of a voltage drop, the first conformation dominates.
An applied positive voltage promotes a conformational
change from the first to the second one.

The difference in interfacial structures results in dis-
tinct charging mechanisms. The charging mechanisms
for [Im21], [ImB1] and [ImO1] consist mainly in exchange
between counter-ions, whereas the mechanism for [Im81]
is mainly the exchange between [DCA] anions and octyl
tails. The separation between counter-ions is more pro-
nounced for [ImB1][DCA] than for other ILs. This is
due to the orientational preference of the [ImB1] cation.
At cathode, the benzyl group lays parallel to the elec-
trode, driving imidazolium group away from the first
layer. While at anode, the benzyl group prefers to be per-
pendicular to the electrode, allowing imidazolium group
to enter the first layer more easily. The benzyl group in
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[ImB1] assists with the separation of imidazolium group
and [DCA] anion, therefore allows [ImB1][DCA] to de-
liver slightly larger capacitance.

In spite of the difference in molecular volumes and in-
terfacial structures, all the four ILs deliver similar ca-
pacitances. It is found that the space available at the
interface has little effect on the capacitance under a volt-
age drop of 2 V. Instead, the capacitance is mainly de-
termined by the association between counter-ions. In
[Im81], even when the octyl tails are forced out of the
first layer, the space s created at the interface are occu-
pied by neutral clusters of imidazolium head-groups and
[DCA] anions, and as such the capacitance is not sharply
affected. This result is comparable to the observation
that the addition of organic solvents does not have sig-
nificant effect on the interfacial capacitance, because of
the balance between ionic concentration and the separa-
bility of the counter-ions.16

From the analysis of charge accumulation on the elec-
trodes during charging, it is shown that the charging
speed with [ImO1] is close to that of [Im21], and is sig-
nificantly larger than those of [Im81] and [ImB1], even
thought the viscosity of [ImO1] is closer to that of [Im81]
and [ImB1], than to [Im21], which is considerably lower.
This difference in charging is attributed to the slow con-
formational changes of [Im81] and [ImB1] near the cath-
ode during charging, and indicates that the charging per-
formance does not correlate strongly with macroscopic
dynamics. Instead, it is mainly determined by local re-
orientations and displacements at the interface.

This work emphasizes the importance of how micro-
scopic molecular structures of ILs affect the properties of
EDLs. In order to optimize the interfacial capacitance at
a planar electrode, efforts should be undertaken on how
to effectively suppress the association between counter-
ions at the interface. In contrast, the capacitance is
largely insensitive to the molecular volume for ILs of the
same family. The present results also point out that bulk
dynamic properties like viscosity do not determine by
themselves the charging performance of EDLs. Instead,
the microscopic conformational changes happening at the
interface assume an important role in the charging pro-
cess, and should be taken into account in the rational
design of IL electrolytes. In the present, all cations share
the same imidazolium head. It is therefore intriguing to
see whether these conclusions still stand for ILs belonging
to different families (e.g. tetraalkylammonium, phospho-
nium), considering that the association strength between
counter-ions can be very different.

V. FORCE FIELD AND SIMULATION DETAILS

The van der Waals (vdW) parameters for MoS2 were
obtained from the work of Sresht et. al.56 Since the
image-charge method is used to describe the Coulomb
interactions between MoS2 and the electrolytes, the elec-
trode atoms carry no charge. The recently-developed

CL&Pol46,50 polarizable force field is used to describe the
ILs. In order to avoid the polarization catastrophe, the
electrostatic interactions between hydrogen atoms in hy-
droxyl group and all Drude dipoles are damped by using
a Tang-Tonnies function.57 The Thole screening parame-
ter and non-bonded parameters for hydroxyl and benzyl
group are refined to provide better agreement with ex-
perimental viscosity data.

The CL&Pol model was developed on top of the non-
polarizable CL&P force field58 by introducing Drude in-
duced dipoles to heavy atoms. After the introduction of
Drude induced dipoles, the Lennard-Jones (LJ) param-
eters are scaled, because the non-polarizable force field
had been optimized to account for part of the polarization
implicitly. A predictive scheme to evaluate these scaling
factors for LJ well-depths from the charge and dipole mo-
ment of fragments was proposed during the development
of CL&Pol.46 The scaling factor for the LJ radius is em-
pirically determined to be 0.985 based on the calculated
densities.

The refined force field for ILs was validated by calcu-
lating the viscosity and density of of several ILs at 333 K
and 1 bar. The viscosities are calculated with periodic
perturbation method,59 which has proven to be accurate
and efficient for viscous liquids like ionic liquids, or liq-
uids under extreme pressure.60,61 In this method, an ac-
celeration along the x direction, with periodicity in z, is
applied in an otherwise normal NpT simulation:

ax(z) = A cos

(
2πz

lz

)
(11)

where lz is the z-length of the simulation box. In steady
state, the acceleration will generate a velocity gradient:

vx(z) = W cos

(
2πz

lz

)
(12)

from which the velocity amplitude W can be calcu-
lated by ensemble averaging of the simulation data. Via
Stokes’ equation, the amplitude is related to the viscosity
η by:

W =
Aρ

η

(
lz
2π

)2

(13)

Viscosities were calculated at four accelerations (0.01,
0.02, 0.03 and 0.04 mm ps−2), from which a linear extrap-
olation towards zero acceleration is performed to obtain
the zero-shear viscosity.60,62

The density and viscosity are calculated with differ-
ent values of the Thole parameter to determine its ef-
fect. As shown in Fig. 17, the Thole parameter has little
effect on these properties, with the exception that the
density calculated with extended-Langrangian (EL) ap-
proach is smaller than the result of self-consistent field
(SCF) method when the Thole parameter is set to the
usual value of 2.6. By inspecting the root-mean-squared
force (RMSF) on Drude particles after 20 SCF iterations
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at the last step, it is shown that decreasing the Thole pa-
rameter makes the SCF iterations more robust. There-
fore, the Thole parameter is chosen to be 1.8 in this work
to enhance the stability of the Drude model without af-
fecting the thermodynamic and transport properties.
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FIG. 17. Calculated density, viscosity, and the RMSF on
Drude particles for bulk [Im21][DCA] at 333K with different
values of the Thole parameter. The uncertainty of density is
too small to be shown.

In the CL&Pol force field, the LJ well-depth between
cation-anion, cation-neutral, anion-neutral and neutral-
neutral fragments are scaled down using the predictive
scheme,46 whereas the LJ well-depth between fragments
with charges of the same sign were kept untouched (since
these are seldom in the respective vicinity). In this work,
the LJ well-depth between fragments with charges of
the same sign are also scaled down based on the predic-
tive scheme.46 However, the predictive scheme requires a
minimal-energy distance between fragments optimized by
QM calculation, which is not applicable for same-charge
fragments. As such, we estimate the distance between
same-charge fragments by

d(frag1, frag2) = d(frag1,butane) + d(frag2,butane)

−d(butane,butane)
(14)

After scaling down the LJ well-depth of same-charge frag-
ments, the experimental viscosities for alkylimidazolium
dicyanamide were more accurately reproduced, as shown
in Table III.

The Drude polarizable trajectories were generated with
an integrator using the extended-Langrangian approach,

where the COMmotion of real atoms and attached Drude
particles are thermalized at 333 K, unless otherwise spec-
ified, while the relative motion between atoms and their
Drude particles are thermalized at 1 K to approximate
the SCF relaxation of Drude dipoles.63 The electrode
atoms are thermalized using a Langevin thermostat with
a friction coefficient of 5 ps−1. The IL atoms are thermal-
ized using the recently developed temperature-grouped
Nosé-Hoover (TGNH) thermostat in order to attain more
reliable dynamic properties.64 With the conventional
dual-Nosé-Hoover (NH) thermostat,63,65 the tempera-
tures of different degrees of freedoms (DOFs) cannot be
properly maintained. Because of the continuous heat
flow from DOFs of real atoms to Drude particles, the
temperature of molecular COM motions becomes signif-
icantly higher than that of other DOFs, which causes
underestimation of density and overestimation of diffu-
sion. As a remedy, the TGNH thermostat thermalizes the
DOFs of molecular COM motions, atomic internal mo-
tions relative to molecular COM and Drude relative mo-
tions separately, which gives more accurate estimations
of density and diffusion coefficient.64 Three Nosé-Hoover
chains were used for the TGNH thermostat. The cou-
pling strength for real-atom DOFs and Drude DOFs are
10 ps−1 and 40 ps−1, respectively. As shown in Table III,
the conventional NH thermostat is not able to correctly
thermalize Drude-polarizable systems. The temperature
of molecular COM motion is over 50 K higher than the
preset value, which results in significant underestimation
of viscosity and density. In contrast, the TGNH ther-
mostat is able to maintain the average molecular trans-
lational temperature, thus predicting density to be the
same as the one obtained with the Langevin thermostat.

The vdW and the real space electrostatic interac-
tions are truncated at 1.2 nm. The particle mesh Ewald
method70 is applied to handle the long-range electro-
static interactions in reciprocal space. The integration
time step is 1 fs. All bonds involving hydrogen and
the C-O-H angles in [ImO1] are constrained by using
SHAKE algorithm.71 In NpT simulations for determin-
ing density, viscosity and permittivity, a Monte Carlo
barostat72,73 was used to maintain pressure, wherein the
volume of simulation box and positions of molecular cen-
ters were scaled every 100 ps. The uncertainties reported
in this work were estimated as the standard errors of five
blocks using the block-average method. The extended-
Langrangian simulations were performed with OpenMM
7.4.1,45,74 while the SCF simulations were performed us-
ing GROMACS 2016.75 OpenMM is extensively acceler-
ated on GPU processors, allowing sufficiently long simu-
lation trajectories to be generated. The methods used in
this work were implemented as an OpenMM plug-in. The
source code is hosted at https://github.com/z-gong/
openmm-velocityVerlet.

https://github.com/z-gong/openmm-velocityVerlet
https://github.com/z-gong/openmm-velocityVerlet
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TABLE III. Calculated viscosity, density and molecular COM temperature for several ILs with the refined CL&Pol force field
using different thermostats. The uncertainties for calculated density are smaller than 0.001 g cm−3. The experimental data66–69

are listed in the brackets for comparison.

Ionic liquid Thermostat T (K) TCOM (K) Viscosity (mPa s) Density (g cm−3)

[Im21][DCA] TGNH 333 333.3±0.4 6.3±0.3 (6.95) 1.088 (1.081)
Langevin 333 334.9±0.9 - 1.088 (1.081)
NH 333 388.8±1.3 2.6±0.1 (6.95) 1.046 (1.081)

[Im61][DCA] TGNH 333 334.5±0.3 17.0±1.1 (15.0) 0.996 (1.008)
[Im81][DCA] TGNH 333 332.7±0.2 25.5±1.9 0.976
[ImB1][DCA] TGNH 333 333.7±0.5 26.5±2.3 1.126

Langevin 298 297.9±0.9 - 1.157 (1.158)
[ImO1][DCA] TGNH 333 333.4±0.3 19.6±1.2 (20.7) 1.166 (1.164)
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