
HAL Id: hal-03134217
https://hal.science/hal-03134217v1

Submitted on 28 May 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Predictive System of Semiconductor Failures based on
Machine Learning Approach

Yousef El Mourabit, Youssef El Habouz, Hicham Zougagh, Younes Wadiai

To cite this version:
Yousef El Mourabit, Youssef El Habouz, Hicham Zougagh, Younes Wadiai. Predictive System of Semi-
conductor Failures based on Machine Learning Approach. International journal of advanced computer
science and applications (IJACSA), 2020, 11 (12), pp.199-203. �10.14569/IJACSA.2020.0111225�. �hal-
03134217�

https://hal.science/hal-03134217v1
https://hal.archives-ouvertes.fr


(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 11, No. 12, 2020 

Predictive System of Semiconductor Failures based 
on Machine Learning Approach 

Yousef El Mourabit1, Youssef El Habouz2, Hicham Zougagh3, Younes Wadiai4 
TIAD Laboratory, Sciences and Technology Faculty, Sultan Moulay Slimane University, Beni Mellal, Morroco1, 3, 4 

2Igdr Umr 6290 Cnrs- Rennes1 University, Rennes, France2 

 
 

Abstract—Maintenance in manufacturing has been developed 
and researched in the last few decades at a very rapid rate. It’s a 
major step in process control to build a decision tool that detects 
defects in equipment or processes as quickly as possible to 
maintain high process efficiencies. However, the high complexity 
of machines, and the increase in data available in almost all 
areas, makes research on improving the accuracy of fault 
detection via data-mining more and more challenging issue in 
this field. In our paper we present a new predictive model of 
semiconductor failures, based on machine learning approach, for 
predictive maintenance in industry 4.0. The framework of our 
model includes: Dataset and data acquisition, data preprocessing 
in three phases (over-sampling, data cleaning, and attribute 
reduction with principal component analysis (PCA) technique 
and CfsSubsetEval technique), data modeling, evaluation model 
and implementation model. We used SECOM dataset to develop 
four different models based on four algorithms (Naive Bayesian, 
C4.5 Decision tree, Multilayer perceptron (MLP), Support vector 
machine), according to the five metrics (True Positive rate, False 
Positive rate, Precision, F-Mesure and Accuracy). We 
implemented our new predictive model with 91, 95% of 
accuracy, as a new efficient predictive model of semiconductor 
failures.  

Keywords—Machine learning; semiconductor; predictive 
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I. INTRODUCTION 
Currently, the industrial competition, the huge demand and 

the digital transformation have encouraged most industries to 
exploit and take advantage of the available technological 
tools. Many researches have proved the potential of the 
Artificial Intelligence (AI) for more efficiency and quality, 
reducing cost, and improving predictive maintenance services 
in manufacturing [1]. Nowadays, the industry is gradually 
developing towards what experts have called Industry 4.0, 
(The Fourth Industrial Revolution). This fact is strongly 
associated with the integration between digital and physical 
systems of production environments. This integration allows 
the collection of a huge amount of data by different 
equipment, located in many sectors of the factories [2]. 
Industry 4.0 is about performing tasks right on time, 
simultaneously, more efficiently, with more flexibility in a 
safer and respectful way. Likewise the industry 4.0 
technologies integrate machines, products and people, 
allowing faster and more secure exchange of information [3]. 
The introduction of new technologies and new services 
associated with Industry 4.0 revolutionizes many industrial 
applications, and approaches, such as those in factories 

regarding automation and predictive industrial maintenance to 
create smarter work environments, in order to found 
opportunities for newcomers to de-liver innovative solutions 
that change business models. 

Every year, a huge amount of data is collected by 
industrial systems, it contains precious information about 
processes and breakdown that occur in the production. In 
addition, analyzing and processing these data can show up 
valuable information and knowledge from system dynamics 
and manufacturing process [4]. Using various approaches 
based on data, it is possible to find illustrative results for 
strategic decision-making, providing advantages such as, 
increased production, machine fault reduction, maintenance 
cost reduction, among others [5] [6] [7]. The advantages 
above have strong relation with maintenance procedures. In 
manufacturing, equipment maintenance is a very important 
key, it affects the efficiency and operation time of equipment. 
As well, equipment faults need to be identified and solved, 
without production processes shutdown [8]. 

In literature, various groups and categories of maintenance 
management strategies can be found. Based on [9] [10], the 
maintenance procedures are classified as follows: Run-to-
Failure (R2F) or Corrective maintenance, Preventive 
Maintenance (PvM) Time-based maintenance or Scheduled 
maintenance and Predictive Maintenance (PdM). PdM uses 
predictive tools to identify when maintenance actions are 
necessary. Therefore, it permit the early detection of failures 
by predictive tools using collected data with engineering 
approaches, statistical inference methods and machine 
learning techniques. To contribute to this challenge, in this 
paper we present a new predictive model of semiconductor 
failures, based on machine learning approach. 

The aim of our work is to create a powerful predictive 
model of semiconductor failures that can predict future events 
to avoid failures. We used the SECOM dataset, after the 
preprocessing phases, we compare four predictive models 
based respectively on Naive Bayesian (NB), C4.5 decision 
tree, multilayer perceptron (MLP) , support vector machine 
(SVM) algorithms, in order to implement the most efficient 
and accurate model. According to several metrics (True 
Positive rate, false Positive rate, Precision, F-Measure and 
accuracy) we implemented a new efficient model based on 
MLP algorithm for predicting equipment failures during the 
wafer manufacturing process in the semiconductor industry, 
reached 91% of accuracy. The remainder of the paper is 
organized as follows: Section 2 introduces the related work. 
Section 3 presents our approach with detailed framework. 

199 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 11, No. 12, 2020 

Section 4 details the experiment with a discussion of results. 
Section 6 concludes with future research directions. 

II. RELATED WORK 
Artificial Intelligence transforms the traditional factory 

into a digital paradigm by increasing technological tools, real-
time connectivity, and analytics capabilities. Moreover, data 
become a source of value to find illustrative results for 
strategic decision-making, in order to identify when 
maintenance actions are necessary, Hashemian and Bean [11] 
confirms that the few researches in the PdM area are due to 
the difficulty and complexity of implementing efficient PdM 
strategies in production environments. Also, the lack of use of 
Machine learning (ML) algorithms in PdM applications is 
related to availability of historical data in equipment failures, 
and especially, having professionals in the data science and 
ML field on the production line. 

According to [12], Random forest (RF) is a supervised 
learning algorithm for regression tasks and classification. RF 
have shown more efficiency when the number of variables is 
larger than the number of samples. The main contributions of 
the Canizo work [13], are automation and scalability, also 
speed in data processing. Its results show an improvement of 
5.54%, according to predictive accuracy, when compared to 
the Kusiak & Verma work [14]. The research developed by Su 
and Huang [15], presents a predictive fault detection system 
“HDPass”, in order to perform hard disk drive faults. Using 
RF algorithm, the result presented by this work is promising, 
since it achieves 85% of accuracy. Authors used a type of 
SVM for regression purposes in [16]: Support Regression 
Vector (SVR). In this work, a modified regression kernel is 
presented to prognostic problems. In spite of that, the work 
does not perform any comparison between other ML methods. 
Results show that the proposed SVR model outperforms a 
standard SVR model. 

Artificial intelligence, within, ML become a powerful tool 
for developing efficient predictive algorithms in various 
applications. ML approaches have the ability to deal with 

multivariate and high dimensional data in dynamic and 
complex environments [17]. Thus, ML offers powerful 
approaches for PdM applications. However, the efficiency of 
these applications depends on the adequate choice of the ML 
approach. Therefore, the aim of this paper is to present a new 
predictive model of semiconductor failures, based on the 
comparison of the most efficient machine learning algorithms 
(most used in PdM) according to various metrics. 

III. PROPOSED APPROACH 
Data preparation is the first critical phase in the 

development of a predictive model, it’s an essential step aims 
converting various types and forms of data into an appropriate 
format, which is relevant to the predictive model based on 
machine learning. On the semiconductor manufacturing 
process, a huge amount of data is collected regularly during 
processing. 

An experimental implementation was conducted to verify 
the efficiency and performance of the proposed failure 
prediction model by using SECOM dataset [18]. This dataset 
consists of 1567 data record and 591 attributes; it’s collected 
from a semiconductor manufacturing process by monitoring 
the sensors and the process measurement point. Each record is 
a vector of 590 sensor measurements in addition to the data of 
the remaining feature were represented by Pass and Fail 
(label). Fig. 1 shows the proposed approach for generating a 
predictive model. 

A. Oversampling Phase 
The unbalanced distribution of data is a big challenge for 

standard learning algorithms. In SECOM dataset the number 
of successful tests is very important (1463 in-stances), 
compared to the number of failure tests, which is very 
infrequent (104 instances), this imbalance failure and success 
record, also the huge number of metrology data obtained from 
various sensors makes this dataset difficult to evaluate 
accurately. Therefore the forecasting model needs a data 
sampling method that can solve the imbalance of the records, 
for this we propose the sampling method [19]. 

 
Fig. 1. Approach Architecture. 
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B. Data Cleaning Phase 
Firstly we check the found value of each attribute, if the 

data seems to be unique value, i.e. the same value for all 
records, we remove this feature. Secondly we count in each 
column the missing data; if it reaches more than 55% we 
remove this attribute. We removed 158 attributes, and only 
kept 434 attributes. 

C. Attributes Selection / Reduction Phase 
A Huge amount of datasets are increasingly widespread in 

various disciplines. Characteristic selection or dimensionality 
reduction techniques are required to perform such datasets, 
also to improve prediction and computation performance, 
while preserving most information in the data. In this phase 
we used two methods to compare the results and implement 
the efficient one. Firstly we apply the CfsSubsetEval 
(Correlation-based Feature Selection) selection method [20], 
with the Best First search strategy that evaluates value of a 
subset of attributes according to the individual predictive 
capacity of each characteristic and the degree of redundancy. 

The subsets of characteristics strongly correlated with the 
class while having a low intercorrelation are preferred. The 
result shows that just 17 attributes are considered, adding the 
label Pass / Fail, we obtain 19 attributes, we save the result as 
a separate dataset. 

Secondly, we used principal component analysis (PCA) 
[21]. It aims to reduce the dimensionality of a dataset, and 
preserve as much as possible statistical information and 
variability. PCA geometrically projecting data onto lower 
dimensions named principal components (PCs), in order of 
finding the better summary of the data using a few number of 
PCs. Fig. 2 shows the correlation matrix of the used dataset. 

After the standard scalar normalization, in order to 
normalize our set of features, we selected 168 best features to 
maintain approximately 95% of the accumulated variances as 
shown in Fig. 3. 

 
Fig. 2. Correlation Matrix of the used Dataset. 

 
Fig. 3. Commutative Variance. 

IV. EXPERIMENT AND RESULTS 
After the preprocessing part, we performed a series of 

experiments in order to obtain the most efficient predictive 
model. Firstly, we used four different sets according to the 
data preprocessing phase: uncleaned dataset, cleaned dataset, 
cleaned dataset with attributes selected by the CfssubsetEval 
method, and cleaned attribute reduced by the PCA method. 

Secondly, for every dataset, we applied four machine 
learning algorithms (SVM, NB, MLP, C4.5) [22], and perform 
the efficiency of these models based on five relevant metrics 
(TP Rate, FP rate, F-Measure, Precision, and accuracy) [23] 
[24]. Finally, we implement the most performant and efficient 
predictive model, based on MLP method using python 
environment. According to the results below, we can visualize 
the performance evaluation between the four different 
machine learning models, using four different dataset. 

According to the results above (Fig. 4 to Fig. 8), it’s clear 
that the using of a dataset with features reduction methods, 
improve significantly the accuracy of the four predictive 
models. Moreover, in this case, PCA method shows 
considerable performance compared to the CfssubsetEval 
method. 

 
Fig. 4. TP Rate of Machine Learning Models according to the Four Datasets. 
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Fig. 5. FP Rate of Machine Learning Models according  to the Four 

Datasets. 

 
Fig. 6. Precision of Machine Learning Models according to the Four 

Datasets. 

 
Fig. 7. F Mesure of Machine Learning Models according to the Four 

Datasets. 

The highest rate of accuracy is obtained on MLP 
predictive model, using dataset with PCA features reduction 
method. It reached 91% of accuracy. 

This presents the MLP model as the most efficient 
predictive model of semiconductor failures, which can predict 
future events to avoid failures. 

In order to confirm this results, we implemented the MLP 
model on the python environment, then we obtained 91, 95% 
of accuracy. 

 
Fig. 8. Accuracy of Machine Learning Models according  to the Four 

Datasets. 

V. CONCLUSION 
In order to create a new efficient predictive model of 

semiconductor failures based on machine learning, we 
designed and implemented four models based on the most 
used machine learning algorithms in this field, using SECOM 
dataset. Due to imbalance records of the success and failure 
examples in addition to the large amount of data we have 
proposed in the first part of preprocessing an oversampling 
method and during the cleaning phase, we have removed the 
attributes containing a unique value and the average 55% of 
missing values, and among these remaining features, we 
selected the most relevant features using CfssubsetEval 
methods and PCA method. 

We performed a series of experiments from which we 
created four predictive models based on four machine learning 
algorithms (NB, SVM, MLP, C4.5). We implemented every 
model on four datasets (uncleaned dataset, cleaned dataset, 
and cleaned dataset with attributes selected by the 
CfssubsetEval method, cleaned and reduced with the PCA 
method.) Five metrics are used for efficiency evaluation (TP 
Rate, FP rate, F-Measure, Precision, and accuracy). Then, we 
developed the MLP predictive model on the python 
environment. The results shows that our predictive model is 
more efficient and performant, reached 91, 95% of accuracy. 
We report that data clearance and at-tribute reduction are 
critical steps in the data-mining process. Therefore we cannot 
ignore these phases, they require a considerable attention. 

It is important to point that for dealing with maintenance 
events, PdM emerges as an efficient tool. With the Industry 
4.0, PdM became gradually very promising. The employment 
of ML algorithms, for designing PdM applications leads to 
performant results with cost reduction of a PdM strategy in a 
factory. 

In future works, we aim to use large and complex dataset 
with various labels, from different equipment on the factory, 
on real time, In order to identify other relevant features that 
impact the production line. Also, implement our model on real 
factory, and shows results on real time. 
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