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Visual Secrets: a human security primitive
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This article presents and evaluates an idea for a non-transferable secret that can be used for security verification. This new type of
security primitive relies on the pre-semantic treatment of images in the human brain. By showing users an image for a limited time,
we show that they can find it again when it is shown among a larger set. Despite their ability to recognise their image, they cannot
reliably communicate to someone else exactly how to do so. As the secret is embedded in the very act of recognition, it cannot be
shared by the user — whether voluntarily or through coercion. We report on the initial results of a usability study on 151 subjects
which showed that subjects can recognise their image shown among 20 similar images with an accuracy of 79% to 86%, compared with
an expected baseline of 5%. Despite their recognisability, the ‘secret’ images were hard to describe in unambiguous ways: no assessor
managed to accurately identify the images from the description given by the subjects.
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1 DEFINING VISUAL SECRETS

Researchers in usable security often talk about “something you are, know or have”. Those secrets are often shareable:
one can give their home keys to a friend, be coerced into revealing their passwords, or have their fingerprints stolen [15].
The problem we seek to tackle is the following: is it then possible for humans to have secrets that cannot be shared?

Let us suppose two individuals decide to meet in public and want to be able to ascertain each other’s identity.
However, they are afraid of one of them being coerced into revealing the identification mechanism, and being replaced
by an adversary. Any passphrase or callsign could be obtained under coercion and replicated. The problem then is to
find a secret that they could recognise but would not be able to share, no matter the context.

In a formalised version, this problem is not a priori solvable by independent agents in a classical computing setting.
As Turing Machines can simulate each other, any communication between agents would be indistinguishable if one
agent were simulated. This is not necessarily true in a quantum setting, as a non-simulatable protocol could potentially
be found thanks to the no-cloning theorem — depending on the formalism used [22].

However, humans are not Turing Machines, and their physical bodies have unique abilities. One option is to use
something that only they could do, for example a behavioural biometric. This is possible in the abstract case, but
multiple problems exist with those, from high error rates to biometric identity theft [6, 17]. Moreover, this type of secret
can require complex apparatus to measure.
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A second lead is then to use our specialised cognitive functions. One such function of particular interest to us is
linked to image recognition. As has been demonstrated since the 1960s, humans have an extensive memory for visual
stimuli [13, 16, 23, 25]. This has already been used as a source of security primitives, for example with authentication in
the case of visual passwords [11], as well as with biometric methods [1, 2, 26]. Most importantly in our case, a significant
aspect of this image recognition happens in a pre-semantic and pre-cognitive fashion, and requires no conscious effort,
thanks to specialised neural pathways in multiple areas of the brain [13, 18]. This is related to the difference between
recognition and recall [10]. The mind’s pre-semantic treatment means that there might be a loss of information during
image recognition. As such, the ability to recognise an image is not directly related to our mental description of it, and
any description might ignore some key elements of the picture.

We take inspiration from both this cognitive science research and concepts from zero-knowledge proofs [9]. We thus
use this pre-semantic treatment as a source of secrets that are recognisable but not shareable, and call the resulting
primitive a visual secret1. A user with unlimited time and good eyesight might be able to describe exhaustively each
pixel of an image. However, practical protocols would have reasonable constraints on the time spent describing images.
This paper explores the viability of this new primitive, and the relationship between describability and recognisability.

1.1 Main results

We present two main contributions in this paper:

• we introduce and formalise the concept of visual secrets;
• we report on the results of a usability study on 151 subjects that demonstrates the viability of visual secrets: they
have both high recognisability and low describability.

2 EMPIRICAL STUDY

2.1 Protocol

The online protocol tested image recognition and describability for three images series. It was split into four sections:

(1) A single introductory page informing subjects of their rights (including the right to quit at any point) and
informing them that they would have to confirm at the end to submit the experimental data. It also asked whether
they had performed or seen someone else perform the experiment and whether they were on a mobile device.

(2) Three pages, each featuring a picture (one per series). The instructions were to describe the picture in at most 10
words to try to make it identifiable among similar images.

(3) Three pairs of pages, each page featuring 2 rows of 5 images. Each pair of pages corresponds to a series of 20
images. These images were randomly distributed between the two pages, in such a way that all images were
shown exactly once in this section. Subjects were asked to select an image if they thought it was one of those
they had seen earlier, and could also select “none”.

(4) A conclusion page thanking them for their input, indicating their scores on the memory phase, and asking them
to confirm the submission of the experimental data.

We used A/B testing to randomly assign the order of the first two image series. The third series was always shown
last, and the image recognition order was the same as the presentation order. The tasks of writing the second and third
images descriptions were used as distractor tasks in order to limit the effect of short-term memory. The A/B testing
allowed us to measure any order effect (which was not statistically significant).
1There is no relationship between visual secrets and visual cryptography[19, 20].
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The experiment was tested with an informal pilot study2 among colleagues before being put online at redacted for

anonymity.

2.2 Measurements

The only two questions not directly relevant to the study were whether the subjects used a mobile device (as it changed
the interface), and whether they had participated or seen someone participate in the study (as it could affect the
memorisation). Considering the experiment’s statistical power, we did not expect to be able to distinguish differences in
demographic base performance. Thus, and out of a general concern over studies featuring irrelevant demographics
questions, we decided to collect as little identifying data as possible — in accordance with local legislation.

All other recorded data relates to the answers provided to the questions asked during the study. For each of the three
sets of pictures, we recorded:

• the index of the picture assigned to the subject (1 to 20);
• the description they gave for it;
• the list and order of each of the two sets of 10 images shown;
• the indices of the pictures they recognised, with a zero indicating that they chose “none”;
• how much time they spent on each page.

We also recorded which group they were in for the A/B testing.

2.3 Image bank

During the design of the experiment, we conjectured that the recognisability and describability of the pictures would
depend on what they depict. Distinguishing one human face from another is much more frequent for most people than
distinguishing an abstract work of art from another. Moreover, the vocabulary to describe a human face is abundant,
widely spread, and unambiguous when compared to the technical vocabulary required to describe a mountain or
abstract works of art. The choice not to include human faces is discussed in Section 4.1.

We then used three series of 20 pictures with three themes: lions, mountains, and abstract shapes. The pictures were
either (free of rights) pictures of lions or mountains, or they were abstract shapes randomly generated by the authors.

2.4 Subjects

Our study lasted from September 1st, 2020 to December 31st, 2020. We recruited subjects through John Krantz’s
Psychological Research on the Net index [14]. A total of 164 subjects participated to the study. All but two of them
wrote their answers in English (with one French and one Spanish). The median time spent on the experiment was 213
seconds with a standard deviation of 169s — discounting users who took a noticeable break (between 20 minutes and 15
hours).

Before handling the full subject data, we removed from the study any subject who had not provided intelligible
answers to the first part of the protocol (as a few adversarial subjects often participate). This eliminated a total of 13
answers, mostly corresponding to subjects who had skipped the questions, as well as a few who wrote descriptions
such as “pee” or “po”. This removal is not targeted towards the worst-performing subjects: of the 13 removed, 6 actually
had perfect memorisation scores.

2The pilot study data is not included in our analyses as the protocols differ slightly.

2021-02-05 21:50. Page 3 of 1–10. 3
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A total of 4 subjects indicated that they had seen someone perform the experiment before or had performed it
themselves. We chose to include those subjects as it is not evident in which direction the results would be affected if we
excluded them: repetition could improve the performance, but could also increase the rate of false positive recognition.
The performances of those subjects are similar to the other subjects and as such have little impact on the general results.

3 PRELIMINARY DATA ANALYSIS

3.1 Error types and frequencies

We interpret and analyse the answers to the image memorisation tests as a two-answer test rather than two independent
tests. The subject succeeds if they get both answers right: if they manage to find the image they had been primed with
earlier and click none on the other test. This allows us to compare their performance with an equivalent memory-less
algorithm which chooses an image when not primed with one. Such a memory-less algorithm on independent tests
would skew the results as the optimal strategy would be to always pick the “none” option, which is not realistic. On
two-answer tests, such a memory-less algorithm would have at best a 5% success rate3 (corresponding to picking exactly
one image from each set of 20).

The following categorisation of errors was applied to each two-answer test:

• False negative (FN): the subject answered “none” to both queries;
• False positive (FP): the subject correctly found their picture but also recognised a second picture;
• Single mistake (SM): the subject correctly answered “none” to one query but chose the wrong image on the
other query;

• Complex mistake (CM): the subject had a false positive on one query and a false negative on the other;
• Double mistake (DM): the subject chose the wrong image on one query and had a false positive on the other
query.

Thus, a subject can accurately find their picture (‘success’) or have one of the previous four kinds of errors. Advanced
statistical analyses are not relevant for the following data analysis for the following reasons:

• Comparing the success ratios to the null hypothesis (5% success rate) gives extremely high values (z-score > 40,
corresponding to p-values < 10−350).

• Comparing the success ratios between the different image series would not make statistical sense as the number
of subjects is too low to perform a rigorous analysis of variance (ANOVA) between the image series. With the
proportions measured, more than 1 000 subjects would have been needed to attain statistical significance.

The main subject accuracy performances are indicated in table 1 below:

Correct FP FN Mistakes (SM+CM+DM)
Lion 125 (83%) 12 6 8
Mountain 130 (86%) 8 10 3
Abstract 120 (79%) 12 9 10
1st image 128 (85%) 9 9 5
2nd image 127 (84%) 11 7 6

Table 1. Subject accuracy and error types for each series as well as for the first/second image shown (abstract always being third).

3This corresponds to an optimised memory-less algorithm, with a naive one having an 0.8% success rate.

4 2021-02-05 21:50. Page 4 of 1–10.
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Fig. 1. Number and types of errors made by the subjects for the memorisation questions.

Figure 1 above shows the error types and the number of errors when trying to find their pictures. Among the 7
people who made three mistakes, one had only false positives and one had only false negatives. This might be due
to misinterpreting the instructions, an effect we also observed and confirmed when running the pilot version of this
experiment among colleagues.

3.2 Image describability and accuracy

To estimate image describability while minimising bias, two of the authors independently categorised the full list of
descriptions subjects wrote about their assigned images, before comparing with the rest of the data. For each description,
the assessors selected all images that could potentially fit. One of the assessors had the instruction to be strict in their
estimates, and the other had the instruction to be lenient4.

As can be inferred from Figure 2 (on the next page), some descriptions provide no information at all as they potentially
correspond to all images. This is not always related to concision: although “lion” was the full description given by
multiple subjects, some also provided other non-distinguishing descriptions like “the lion is the king of the jungle”
or “70s, groovy, Brady Bunch, swirly, woman, colorful” (for the abstract image). We call these descriptions trivial if
they can correspond to any image — for a given assessor. We discount them in some analyses to have a more rigorous
interpretation of describability5. A few descriptions resulted in very different assessments, such as “the lion is focused
on something”, where the lenient assessor selected 17 images whereas the strict assessor selected no images. The
accuracy of both categorisations (as the fraction of image selections that included the originally described image) is
shown in Table 2 below.

Finally, in the goal of assessing the security of the images as potential visual secrets, we have the question of whether
they can be accurately and unambiguously described — where a description fits a single image. Even with this noisy
dataset, there is some evidence that certain unique elements get picked up by most subjects. Table 3 shows for each
image series and assessor the number of unambiguous descriptions. It also shows how many of those descriptions
considered unambiguous were in fact attributed to the wrong image (a low accuracy making the system more secure).
4In multiple cases, this meant that some parts of descriptions were ignored as potentially small mistakes. For example, 18% of subjects describe the
abstract image as having blue among its main colours, although blue is very rare in the image set, and only twice makes up more than 15% of the image
(when including many shades of blue).
5Our hypothesis and hope was that most users would provide ambiguous descriptions showing the difficulties in sharing their secret. Eliminating the
worst performers imposes a stricter threshold on any subsequent result.

2021-02-05 21:50. Page 5 of 1–10. 5
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Fig. 2. Distribution of the number of selected images by the strict and the lenient assessor for the lion (top left), mountain (top right),
and abstract (bottom) series.

Assessor Lion Mountain Abstract
All
descriptions

Strict 59% (89) 55% (83) 50% (76)
Lenient 92% (139) 78% (118) 76% (115)

Non-trivial
descriptions

Strict 54% (72) 52% (75) 43% (56)
Lenient 89% (102) 75% (97) 67% (72)

Table 2. Accuracy of the categorisations by the strict and the
lenient assessors for the three series of images considering either
all descriptions or only non-trivial ones (percentages with total
number in parentheses).

Assessor Lion Mountain Abstract
Correctly
unambiguous

Strict 30 37 35
Lenient 27 21 7

Wrongly
unambiguous

Strict 17 12 16
Lenient 8 4 3

Unambiguous
accuracy

Strict 64% 76% 69%
Lenient 77% 81% 70%

Table 3. Number of unambiguous identifications by the strict
and the lenient assessors for the three series of images. The
proportion of correct identifications among unambiguous images
is shown on the bottom lines.

6 2021-02-05 21:50. Page 6 of 1–10.
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4 DISCUSSION

4.1 Design choices

A central design choice was in the theme selection for the image series. We chose to avoid human faces for the following
reasons:

• most humans6 have specialised neural pathways that react specifically to faces [12, 21], which could create
stronger reactions;

• this specialised facial processing’s performance also depends on the age, ethnicity and gender of the face shown
to the subject [29, 30];

• finally, languages tend to have specialised vocabulary to describe faces, which could improve the performance
on describability.

For these reasons, we chose to use non-primate faces as they would not trigger human-specific responses [8]. As we
still wanted to compare different types of image for describability, we settled on animal faces (lions) and natural scenes
(mountains) [5]. For the third series, we wanted to have abstract images as they have the advantage of being easy to
generate automatically — and as we conjectured that they would be hard to describe. We restricted the study to these
three series to limit the time spent by subjects and the drop-out rate.

4.2 Limitations of the study

This study has one main limitation. We tested the subjects’ memory only a few minutes after the initial stimulus.
Although the writing the other descriptions to provide in between provided distractor tasks, the recognisability might
still be influenced by short term memory effects.

A second potential limitation lies in the design as a web experiment where data is only stored if the user confirms at
the end. First, this could limit the ecological validity compared to physically interacting with the pictures in a laboratory
experiment with a controlled environment. Second, we could not measure the drop-out rate, and more importantly, the
proportion of subjects who dropped out and redid the experiment. Two factors mitigate this. First, only a few subjects
indicated having performed the experiment or seen it performed earlier. Second, other studies using the same source of
subjects recorded a limited drop-out rate and next to no repeating subjects [4].

4.3 Future work on this dataset

This paper is late-breaking work with an empirical dataset that was compiled on December 31st, 2020. The data will be
released upon publication, and the following questions can be further investigated in our data:

• How much variation is there in memorability between the images within each series? A cluster analysis could
confirm the impact of pairs of very similar images.

• Similarly, as some images were apparently very easy to describe unambiguously, can clustering on the descriptions
reveal any insight, and would this clustering match the one for the memorability?

• How is the memorability correlated with the time spent on the image description? How is it correlated (inversely)
with the time spent on the description of other images (as they function as distractor tasks)?

• Does the mobile interface — used by 20% of subjects — have any impact on performance, compared to a full-sized
computer screen?

6This sets aside people with certain neurodivergences and ones suffering from prosopagnosia, representing a non-negligible subset of the population [27,
28].
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• How does describability vary by subject? Are some people better at describing everything unambiguously, or
does it mostly depend on the images assigned to them?

4.4 Open problems

This work demonstrates that visual secrets are a viable security primitive. It also raises multiple questions about
refinements and extensions:

• Could the image recognition process be fooled by images that are very similar, such as iterations on one basis
made using generative adversarial networks [7]?

• Would visual secrets be viable with human faces, and how would one correct for demographic variation without
knowing the subjects or users in advance?

• How unambiguous would the descriptions be if we allowed subjects to view the other pictures? What if we did
so for a limited time, or only for a fraction of the image set?

• Using classical and quantum complexity formalisms, what constraints would allow non-shareable secrets?
• How sensitive to environmental conditions is the process? Our study happened in situ, but the images were
presumably shown and recognised with identical screen settings. Would the performance be affected by the use
of printed images or varying luminosity?

• As relying on sight alone could cause accessibility issues, would an auditory equivalent be viable? What kind of
auditory stimulus would achieve the same recognisability, and would length be a hindrance (as sound is a more
linear medium)?

5 CONCLUDING REMARKS

We have introduced a human security primitive called visual secrets, a kind of non-shareable secret that is pure
information and do not depend on possessing an item. Its strength comes from two properties:

• the high recognisability of the pictures, with subjects have 80%+ accuracy;
• the difficulty of unambiguously describing the pictures. No assessor managed to get better than 81% accuracy on
the 15-25% of descriptions which they thought were unambiguous.

This primitive allows new possibilities in terms of low-tech protocols that don’t require complex sensors. The
accuracy figures mean that the visual secrets could be used as is in specific contexts. For example, they could replace
the identifying mark commonly used in verifiable voting systems inspired by Ron Rivest’s ThreeBallot protocol [3, 24].
This would lower the probability of fraud detection from 33% to 28% per ballot, which would have no impact as it would
be absorbed by the exponential behaviour when detecting fraud on multiple ballots.

Moreover, the accuracy could be amplified by the simultaneous use of multiple visual secrets (as the subjects have
shown their ability to remember multiple images). For example, using 3 independent visual secrets means that the
probability of fraud detection7 is at least 99.1%. However, an adversary coercing the subject into describing their visual
secrets would have at best an 1.5% chance of correctly identifying all the images.

Beyond voting protocols, we can also imagine visual secrets being use as part of authentication mechanisms or online
communication protocols. We hope that this new primitive will inspire the development of systems with improved
security and privacy in many different settings.

7In a voting setting, this assumes that the adversary changes the information attached to all the ballots. If they perform a single modification, the detection
probability is at least 79%.
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6 APPENDIX: IMAGE GALLERY

Fig. 3. The three image series used for the experiment.
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