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The influence of hand visualization in tool-based motor-skills training, a
longitudinal study

Aylen Ricca* Amine Chellali† Samir Otmane‡

IBISC, Univ Evry, Université Paris-Saclay

ABSTRACT

Mastering motor skills requires performing the task unconsciously
with great speed and accuracy. This is acquired slowly through
practice over time. Nonetheless, in domains such as surgery, the
training of these skills in the field introduces safety, ethical and eco-
nomic issues. In this context, immersive VR technologies offer the
possibility to recreate real-world situations and allow the trainees to
improve their skills in a safe and controlled environment. However,
the design of such systems raises new research questions, such as
how to represent the user in the virtual environment, and whether
this representation can influence motor skills automaticity.

In this work, we focus on how the user’s hand representation
can impact the training of tool-based motor skills in immersive
VR. To investigate this question, we have created a VR simulator
for training a tool-based pick and place task, and conducted a user
study to evaluate how the user’s hand visualization can influence
participants’ learning performance after a two-week training period.
For that purpose, two groups of participants were trained in the
VR simulator under one of the two experimental conditions: the
presence and the absence of their virtual hands’ representation, while
a control group received no training. The results of the study show
that training on the VR simulator improves the participants’ motor
task performance when compared with the control group. On the
other hand, no difference was observed between the two training
groups. This suggests that the user’s hand visualization does not
always impact tool-based motor tasks training in immersive VR
simulators. Indeed, for short-term motor training there was no
difference in performance between having a partial embodiment of
the user’s hands and only the tools representation.

Keywords: Avatar; Motor-skills training; Immersive virtual reality.

1 INTRODUCTION

A motor skill is the coordination of small muscles in movements
usually involving the synchronization of hands and fingers with the
eyes [37]. In surgery, motor skills permit to perform several tasks
such as instrument handling, tying knots, or suturing. However, even
the most basic of these tasks requires several skills such as precision,
bimanual dexterity, hand-eye coordination and force control.

To ensure patients’ safety during surgical procedures, the exe-
cution of those tasks must be performed with higher degrees of
efficiency. The mastery of these skills “depends on the ability to
perform it unconsciously with speed and accuracy while consciously
carrying out other brain functions” [6]. Indeed, motor skills can be
performed unconsciously with great speed and accuracy only when
reaching the highest level of automaticity, allowing the practitioners
to focus their attention on the other factors of the procedure. Master-
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ing these skills requires repetitive training, usually done on the field
under the supervision of more experienced surgeons. However, this
method raises several ethical and patient safety issues [36].

Recently, the surgical domain has shown interest in using im-
mersive VR technologies to improve the training of those skills.
Immersive VR technologies are interactive systems composed of
display and tracking systems coupled to a computer which generate
the virtual environment (VE) in which a user can interact [34]. These
technologies allow a realistic and interactive simulation of different
procedures in a safe and cost-effective environment, while avoiding
the ethical and safety issues of traditional in-the-field training meth-
ods [2, 3, 12]. In addition, VR simulation allows repeatability, the
generation of different tasks and scenarios, and provides objective
feedback and evaluation measures [7, 8].

Nonetheless, the design of these training systems raises new
research questions. For instance, most of immersive VR simulators
require the users to wear a head-mounted display (HMD), which
allows them to explore and interact with the VE from a first-person
perspective but without having direct visualization of their own
physical body. Therefore, how the user body parts are represented
in the VE and what impact these representations can have on motor
skills automaticity remains open questions.

Many surgical tasks require the manipulation of tools to accom-
plish a manual procedure. In this work, we focus more particularly
on how the users’ hand representation can influence a tool-based mo-
tor task performance, in systems designed to train bimanual dexterity
and hand-eye coordination skills.

To investigate this question, we have designed and implemented
a VR simulator for a tool-based pick and place task, which was
inspired from existing part-task surgical trainers. We have also
conducted a user study to evaluate how the users’ hand visualization
can influence task performance after a two-week training period in
the VR simulator.

2 BACKGROUND

2.1 Immersive VR training

The main motivations of using immersive VR technologies for train-
ing are related to situations that are impossible or dangerous to
reproduce physically, such as space exploration, firefighters training,
or surgical procedures [16]. With the advancements in VR technol-
ogy, HMDs provide cost-effective solutions for training. In addition,
HMDs as training tools have also been shown to be more efficient
than non-immersive technologies [40]. When immersed through a
HMD, the user can have a first person perspective of the simulated
environment thanks to the head tracking. Moreover, when coupled
with other devices, it is also possible to track the users’ body parts,
such as hands and foots, allowing a more natural interaction. One
of the problems when wearing a HMD is that the users do not see
their own physical bodies. In the context of motor skills training in
immersive VR, an open research question is whether visualizing a
virtual representation of the self-body improves the training perfor-
mance. In this work, we focus on motor skills training for surgery,
where the users manipulate tools with the hands. Therefore, the
self-body representation concerns primarily the users’ hands.



2.2 The impact of virtual hands characteristics on user
experience in VR

The importance of body-based perception in immersive VR systems
has been studied for some time [34, 35], showing a high correlation
between presence and the degree of association with the virtual
body [35] (sense of embodiment). Presence can be defined as “the
perceived realness of a mediated or virtual experience” [33], which
distinguish between place illusion (“sense of being there”) and plau-
sibility illusion (“the illusion that what is apparently happening is
really happening”) [34]. The sense of embodiment in VR appli-
cations refers to the set of sensations arising from “being inside,
having, and controlling a virtual body” [23].

Many studies have investigated the influence of hand appearance
and control on users’ sense of embodiment in different tasks and ap-
plicatios [21]. In this context, two characteristics of the virtual hand
have been explored; the hand visual fidelity (i.e., visual resemblance
between the real and virtual hands) and the hand kinematic fidelity
(i.e., replicating the real hand movements on the virtual hands). In
general, research has shown that higher levels of kinematic fidelity
can influence the users’ sense of agency (i.e., sense of having motor
control) [1, 30] and their whole state of presence [25]. On the other
hand, higher levels of visual fidelity have been shown to improve
the sense of ownership (i.e., the virtual body is experienced as users’
own body) [1, 17, 26]. In addition, hands structural (e.g., extra/fewer
fingers) and appearance (e.g., gender models, size) differences can
also affect the sense of ownership [22, 27, 31, 32].

In addition to studying how virtual hands characteristics can in-
fluence users’ experience inside the VE, it is important to determine
whether the visualization of the virtual hands can also impact manual
tasks performance and motor skills training in VR simulators.

2.3 Hands visualization in manual tasks and motor
skills training

Caggianese et al. have explored hand-based manipulation tasks in
immersive VR [9]. In their experiment, they have compared two
different metaphors, handheld controllers vs. mid-air interaction, for
block arrangement tasks. Users were able to visualize a virtual hand
collocated with their own hand during both conditions. However, the
fingers movements were more realistic when the Leap Motion de-
vice was used. The results show that controller interactions allowed
the participants to carry out the task faster than the hand gestures
technique, particularly for the motor tasks involving a combination
of several actions and movements (i.e., selection, rotation and po-
sitioning). Controllers were also rated as easier to use than mid-air
interactions.

For short-term motor skills learning, Ossmy et al. have shown that
both visual and kinematic properties of a virtual hand representation
affect performance for a task requiring to learn a sequence of finger
movements [28]. Indeed, performance increased with bigger virtual
hands if motor synchronicity was provided. Motor synchronicity
importance was also found to be beneficial for the motor skills
learning process involving the upper limp [10]. This suggests that
a virtual hand with high kinematic capabilities can improve motor
skills learning.

Moreover, Van Nguyen et al. study have shown that adding
a static virtual hand during a surgical motor task increases depth
perception and gives users additional spatial cues when manipulating
tools [39]. Similarly, visual feedback from arms and hands was
reported to be better for movement perception in tool-based tasks
than the visualization of an isolated tool [18].

On the other hand, other studies have shown that the virtual hands
do not have a significant impact on performance for direct and tool-
based object manipulation [25, 30]. Indeed, Batmaz et al. showed
that for a pick and place task, tool-based manipulation achieved the
same performance as bare hands manipulation in terms of preci-
sion for direct and 2D-monitor visualization of the working site [5],

and with stereoscopic view [4]. Moreover, Lok et al. concluded
that hands visual fidelity of the hand is not required for a block
arrangement task through direct manipulation [25]. In addition, their
results show that the interaction with physical objects significantly
improves participants’ performance, due to generating a more realis-
tic interaction. This supports the need of adding physical tools to VR
motor skills trainers. Finally, Ricca et al. experiment has shown that
having the users’ virtual hand visualization does not impact users’
task performance during a tool-based motor task [30]. However, it
is not clear whether these findings apply for a longer training.

2.4 Tool-based interactions in VR simulation
Different approaches are used to design motor skills interactions
in VR. For tool-based motor tasks, haptic devices have been fre-
quently used to support these interactions due to the multi-modal
feedback which has been shown to be beneficial for skill acquisition.
Indeed, force feedback has been recognized as important when per-
forming motor skills, particularly for surgical skills [11, 14, 15, 38],
but also for industrial maintenance tasks [19, 29]. These interac-
tions are particularly interesting for tool-based motor tasks, since a
shape-alike tool can be coupled with the device to achieve a better
representation and reproduce the same interaction as expected in
real procedures [20, 38]. This suggests that the use of haptic devices
is important to support tool-based interactions in VR simulators.
Nevertheless, their combination with virtual hands in an immersive
VR simulator remains a challenge. While this question is out of this
work scope, we have included haptic feedback to support tool-based
motor skills training in our simulator as suggested by the literature.

To summarize, although many works have explored users’ hand
virtual representation and control in VR, their impact on motor skills
training remains unclear. Questions on whether having a virtual
hand in the VE can impact motor skills training and acquisition
remain open, more particularly, for tool-based manual tasks. This
work aims to explore the impact of the user’s hands visualization on
a tool-based motor skill training. The long term object is to improve
the design of surgical skills trainers by providing guidelines on the
artefacts and characteristics an immersive surgical VR trainer must
support to ensure an appropriate training of motor skills.

3 METHODS

In this work, we investigate whether participants’ motor-task per-
formance in VR improves after a two-weeks training period in the
simulator, and whether this improvement is influenced by having
their hands represented in the VE during training. For this purpose,
we have developed a VR simulator, for a bi-manual tool-based pick
and place task, and conducted a user study following a pre- post-
retention-test design. Two training groups and a control group were
formed. The first training group was trained with the virtual hands
visualization, while the second group was trained without it (tools vi-
sualization only). Finally, the control group did not receive training
and only participated in the pre-, post-, retention tests.

Our research questions for this study are:
• Would training groups significantly improve their performance

in the VR simulators as compared to the control group?
• Would the experimental condition in the VR simulator impact

differently the performance of the two training groups?
Our hypotheses were:
• H1) Participants in the training groups would improve their

performance (i.e., time, accuracy, and errors) in the VR simu-
lator as compared to the control group.
We hypothesize that the training groups would benefit from
the training sessions to automatize the motor task execution,
expecting an improvement from the pre-test to the post-test.
In addition, we were expecting a retention of the motor skill
performance after a short pause, which means that the perfor-
mance at the post-test would not be significantly different from



that of the retention-test. On the other hand, although one can
expect a small improvement for the control group between the
three tests (pre-, post- and retention-test), we were expecting
that the training groups improvement would be significantly
higher than that of the control group.

• H2) Participants that trained under the virtual hand visualiza-
tion condition would improve their performance in the VR
simulator compared to participants who trained in the no hand
condition.
We were expecting that users can improve differently under
the two conditions after a longer exposure to the simulator. In
particular, we hypothesize that the hand-visualization training
condition would more positively affect the users’ performance
by providing additional spatial and hand-eye coordination cues
as suggested by previous research. Therefore, the group trained
under the hand-visualization condition is expected to reach a
higher performance level in the post-test than the group trained
under the no-hand visualization condition.

3.1 Participants
Previous studies show that a minimum of 6 participants per group
is required for assessing training [24, 41]. Therefore, a total of
26 participants (16 males, 10 females) were retained for the study
(N = 26), and were divided into three groups: the control group
(N = 9) and two training groups (N = 9 and N = 8, respectively
for training with the virtual hand and the tools only representation).
The mean age was µ = 37.00 (σ = 10.87). Nineteen of them were
right-handed, six left-handed (23%), and one ambidextrous. All of
them had normal or corrected to normal vision, and twelve wore
their correction glasses during the experiment. All of them had
previous experience with video games, with thirteen of them being
regular players. Thirteen participants reported a previous experience
with 3D VEs, and nine participants used haptic devices before this
experiment (mainly in demonstrations or previous user studies).
Finally, thirteen participants have previously used HMDs.

The institutional ethics committee of Université Paris-Saclay
(CER Paris Saclay) approved the experimental protocol beforehand,
and all the participants were presented with an informed written
consent prior to their participation.

3.2 Experimental design
The experiment followed a three-way mixed-design with one
between-subjects factor, the group, with three levels: control group
(CG), hand-training group (HT) and tool-training group (TT); and
two within-subjects factors, the phase, with four levels: the pre-test
(PRE), the training (TRAIN), the post-test (POST) and the retention-
test (RET), and two conditions for the VR prototype, the presence
of the animated virtual hands (VH) and the absence of them (NH).

All participants (N = 26) performed the PRE, POST and RET
phases. Each of these phases consisted of a single experimental
session (30 minutes mean duration) where participants performed an
evaluation test of the pick and place task in the VR simulator under
the two experimental conditions. The order of presentation of the
conditions was counterbalanced for each group (CG, HT and TT).

The training phase consisted of ten training sessions on the VR
prototype performed in two successive weeks (30 minutes mean
duration each). Only HT and TT groups participated in the training
phase. The HT group was trained under the VH condition while the
TT group was trained under the NH condition (see Fig. 1).

3.3 Experimental task
The experimental task is a simple tool-based pick, transfer, and
place task, inspired from the peg and transfer task used to train
hand-eye coordination and bi-manual dexterity skills in laparoscopic
surgery [11]. In the designed task, the user had to pick six small
virtual cubes from a starting position using one tool, transfer them

Figure 1: Experimental protocol for the longitudinal study

to another tool, and place them in a final square target. The start
and target positions of each cube were fixed and numbered, and
participants were required to place them in an ascendant order (from
cube #1 to cube #6).

In addition, each cube had a green pattern on one of its faces.
At the beginning, the cubes were oriented with the pattern facing
upwards, and participants were required to place them with the
pattern facing downwards, while aligning the cube with the target
square. This feature made the task more challenging by forcing the
participants to rotate the cubes during their transfer.

In addition, the working area was divided into two sub-spaces
separated by a wall to constraint participants’ use of tools. Indeed,
each tool was used to interact with the cubes only in one sub-space,
with the exception of the exchange zone (located on top of the virtual
wall) where both tools could be used at the same time to transfer
the cube from one side to the other. The task was also symmetrical:
three cubes and three target squares were located at each side of
the wall, and the participants were required to place each cube on
the opposite sub-space, all while respecting the zone boundaries
attributed to each tool (see Fig. 2).

To ensure that all the participants started from the same position
for all the trials, they were required to place the tools in the starting
position and wait for the countdown before each trial. They were
asked to perform the experimental task as quickly and precisely as
possible, and they were able to do as many cube manipulations using
the tools as necessary. If a cube was dropped during the task, a
dropping error counter was incremented but they were allowed to
pick the cube up and continue with the task. Depending on which
sub-space of the working area the cube was dropped in, they were
instructed to use the appropriate tool (left or right) to pick it up.
They were required to reduce the cube drops.

3.4 Apparatus

The VR prototype consisted of an HTC VIVE1 HMD to render an
immersive experience from a first-person perspective, two haptic
devices to control the virtual tools and to provide the force feedback
output, and a pair of data gloves for tracking the users’ hand and
fingers movements (see Fig. 3).

Virtual environment: The VE consisted of a working area
divided into two sub-spaces by a rigid wall. Three black square
targets were designed in different positions and rotations on each
sub-space. They were numbered from 1 to 3 in the left sub-space,
and from 4 to 6 in the right one. The initial cube positions were also
designed and numbered. Six pickable cubes with a green pattern on
one of the faces were initially placed in the initial zones (cubes 1
to 3 on the right side, and 4 to 6 on the left side). In addition, two

1https://www.vive.com



(a) Example of the task execution for cubes #1 to #3 (VH condition)

(b) Example of the task execution for cubes #4 to #6 (NH condition)

Figure 2: Pick, transfer and place task execution and experimental conditions

virtual forceps representing the tools and a pair of virtual hands were
also part of the VE.

Physical interfaces: Two Geomagic Touch2 haptic devices (3D
Systems Inc.) were placed in a wooden support. These interfaces
provide 6 DOF for movement and 3 DOF for force feedback, and
were used to control the virtual tools. We have replaced each stylus
by a 3D printed forceps model, which were designed to include an
extra DOF for opening and closing the tool. This allowed to simulate
a realistic grabbing of the cubes. Indeed, a potentiometer was placed
on the handles intersection axis of each tool to register the opening
angle. Data was sent to the VE through an Arduino UNO board.

Hands representation: The Hi5 VR Gloves3 (Noitom Inter-
national Inc., MA, USA) were used to track the users’ hand and
finger movements. These interfaces provide 1 DOF for each finger,
1 additional DOF for the thumb, and 3 DOF for hand’s rotation. The
users’ virtual hands global positions (3 DOF) were provided through
an HTC tracker attached to each glove.

In terms of kinematic fidelity, we have provided 1 DOF for flexion
of each finger not directly involved in the tool grasping (free fingers,
commanded by the data gloves sensors), and an extra DOF for simu-
lating the “pinch” movement carried out with the (other) two main
fingers to open and close the tool (controlled by the potentiometer).
We have proposed three different configurations for the main fingers
to contemplate participants comfort and tool-handling preference:
the thumb and index, the thumb and middle, and the thumb and ring
fingers (see Fig. 4). No spreading movements between the fingers
were provided (limitations of the data gloves interface).

Finally, a moderate level of visual fidelity was used. Indeed, we
have used a human-like hand model. However, a neutral skin color
was used to symbolize the use of gloves. This made the final version
look more cartoonish than realistic. In addition, neither the cosmetic
aspects (e.g., skin texture), nor the dimensions and gender of the
users’ hands were personalized in our model.

Software implementation: The VR simulator was a client-
server application running on two different computers (CPU: Intel i7,
GPU: GeForce GTX 1060/1070, RAM: 16 GB) directly connected
through a UTP cable.

A C++ server was implemented using the chai3d4 framework
(version 3.2.0) [13] for haptic force feedback and ODE physics
engine for collisions detection. It receives the physical interface
positions and the potentiometer angles data, and computes the tools
and virtual cubes interactions. In addition, it renders the collision

2https://www.3dsystems.com
3https://hi5vrglove.com
4https://www.chai3d.org

forces when the tools are in contact with the virtual objects (cubes,
wall, table surface), similar to real objects manipulation. Finally, it
continuously transmits the tools and cubes positions and orientations
to the client application (UDP socket).

The client application was developed using Unity3D5 (version
2018.3.6) with C#. It receives the computed positions and orientation
of all the VE components and displays them in the HMD. Finally, it
uses the gloves information to animate the virtual hands in real time.

Figure 3: Interaction devices

(a) Thumb and index (b) Thumb and middle (c) Thumb and ring

Figure 4: The different configurations for hand-tool association

3.5 Experimental procedure
All participants (N = 26) started with the PRE phase (day 0). The
first step consisted of reading and signing the consent form, as well as
completing the demographics questionnaire. Then, they were asked
to read the experimental instructions presenting the VR prototype
and the task to perform. Instructions on how to use the different
devices was also provided. After that, the participants were asked to
sit comfortably, put in the data gloves and wear the HMD. For the
VH condition, the standard data gloves calibration was performed.

5https://unity.com



To allow participants feeling comfortable with the setup and the
experimental task, a familiarization session was first carried out.
During this session, participants had to perform a pick, transfer and
place of one cube on each side of the wall. Finally, they performed
the experimental session, consisting of three trials of the experi-
mental task on each condition (VH and NH). This procedure was
repeated in the POST (day 0 + 2 weeks) and RET (day 0 + 3 weeks)
phases for all the participants.

In addition, the training groups (HT and TT, N = 17) participated
in the TRAIN phase, which consisted of 30-minute training sessions
in ten days during two weeks. The first training session took place
the day after the PRE phase (day 0 + 1 day), and the last one the
day before the POST phase. For each training session, participants
were installed in the VR prototype area, asked to sit comfortably
and wear the gloves and the HMD. For participants in the HT group,
a calibration of the data gloves was performed for each session. The
participants were then asked to perform the experimental task ten
times or the maximum number of trials possible in 20 minutes. They
were allowed to rest their arms and remove the HMD between each
trial if they felt tired or uncomfortable.

3.6 Data collection and analyses

The users’ performance was evaluated through the task completion
time, the accuracy of placing the cubes, and the number of cubes
dropped during the task (error measure). Data was automatically
recorded by the application on a log file.

The task completion time was calculated from the first contact
of the tool with the first cube (cube #1), until the placement of the
last cube (cube #6). The placement accuracy was based on the dis-
tance and the rotation difference between the cube and the target.
The distance was calculated from the center of each cube’s face in
contact with the working area and the center of the corresponding
square target. The rotation difference was the minimal angle differ-
ence between the cube’s face in contact with the working area and
the corresponding target square. The mean rotation difference and
distance for the six cubes was retained as accuracy measure. Finally,
an error was counted for cube drop.

3.6.1 Data analyses

All data analyses were performed using SPSS software version 21.0
(IBM Corp., Armonk, NY, USA) with the appropriate statistical
tests. We have used a confidence level of 95% for all our statistical
analyses. Therefore, a result is considered significant when p < .05.

The first step of the data analysis aimed to determine whether per-
formance in the VR prototype was different between groups through
time for the different conditions. We have used a three-way mixed-
design ANOVA on the pre-, post- and retention-test participants’
performance on the VR prototype (with two test conditions –VH and
NH), Tukey’s HSD post hoc test, as well as pairwise comparisons
with Bonferroni correction. Outliers were removed from the posi-
tional data and replaced with the group means before analysis. Two
data points on the total time, three on the rotation difference and total
drops, and four on the position distance were considered as outliers.
Furthermore, residuals normal distribution for each cell of the study
was validated through visual inspection of Q-Q plots, and homogene-
ity of variances through Levene’s test. For the two- and three-way
interaction effects, Mauchly’s test of sphericity was calculated, and
Huynh-Feldt correction applied when sphericity was not assumed
(ε is reported). In addition, one-way ANOVAs were performed for
the PRE phase measurements to compare groups initial performance
(baseline) for both conditions. This aimed to determine whether all
groups had a comparable performance at the beginning of the experi-
ment. Moreover, to assess the training impact, independent-samples
t-tests were applied to compare groups performance between PRE
and POST phases for each condition separately, and paired-samples

t-tests were employed to compare, for each group, the participants’
performance between the two conditions.

4 RESULTS

Descriptive statistics are summarized in Table 1.

4.1 Baseline
One-way ANOVAs indicate no significant effects (p > .05) for all
the dependent measures, indicating that all the participants had a
similar performance level at the beginning of the experiment.

4.2 Performance
The results of the three-way mixed-design ANOVA for each objec-
tive measure are summarized in Table 2 and Fig. 5. Only significant
results for each measure are reported below.

Time: For the total time, no significant three-way interac-
tion effect between the phase, the condition and the group was
found. In addition, no significant two-way interaction effects were
found neither between phase and condition was found, nor be-
tween group and condition. A significant two-way interaction
effect between phase and group (F(2.5,28.2) = 5.28, p = .008,
η2 = .314, ε = .614). Finally, a significant main effect of phase
(F(1.2,28.2) = 86.76, p < .001, η2 = .790, ε = .614) and group
(F(2,23) = 6.38, p = .006, η2 = .357) were found. No significant
main effect of the condition was observed. Tuckey’s HSD post
hoc test showed a significant difference between control group and
both, hand-training (p = .024) and tool-training groups (p = .009).
Pairwise comparisons with Bonferroni correction showed that total
time at PRE was statistically significantly different from total time
at POST and RET phases (p < .001), and POST was statistically
significantly different from RET phase (p = .011).

Accuracy: No significant three-way interaction effect was
found for any of the accuracy measures. In addition, there were
no significant two-way interaction effects neither between phase
and condition, nor between group and condition for these measures.
There was a significant two-way interaction effect of group and
phase for both, the position distance (F(4,46) = 5.60, p = .001,
η2 = .328), and the rotation difference (F(4,46) = 4.16, p = .008,
η2 = .266) accuracy measures. A significant main effect of phase
was also found for both measures (F(2,46) = 32.66, p < .001,
η2 = .587, and F(2,46) = 18.26, p < .001, η2 = .443; respec-
tively for position and rotation). No significant main effect of
group was found for these measures, and a significant main effect
of the condition was found only for the position distance measure
(F(2,23) = 6.62, p = .017, η2 = .223). Pairwise comparisons with
Bonferroni correction showed that both accuracy measures perfor-
mance at PRE were statistically significantly different from those
at POST phase (p < .001), suggesting learning, and no significant
difference was found for these measures between POST and RET
phases (p < .746, p = 1.00; respectively for position and rotation),
suggesting no skill decay.

Errors: No significant three-way interaction effect was found
for the cubes dropped. Moreover, there were no significant two-
way interaction effects between phase and condition, nor between
group and condition. A significant two-way interaction effect be-
tween group and phase was observed (F(2.9,33.2) = 3.42, p= .030,
η2 = .229). There was a significant main effect of the phase
(F(1.4,33.2) = 22.90, p < .001, η2 = .499). No significant main
effect of the condition was found, neither a group main effect. Pair-
wise comparisons with Bonferroni correction showed that PRE and
POST were statistically significantly different for the total cubes
dropped (p < .001), suggesting learning, and no significant differ-
ence was found between POST and RET error (p = .900), indicating
no skill decay one week after the training period.



Table 1: Mean and standard deviation for dependent variables

Phase Condi- Group Total time (s) Position (mm) Rotation (◦) Drops (Qty.)
tion (µ (σ )) (µ (σ )) (µ (σ )) (µ (σ ))

PRE-TEST

CG 142.65 (41.13) 3.99 (1.04) 9.99 (5.80) 5.63 (3.12)
HT 138.45 (42.84) 4.35 (1.77) 12.17 (5.98) 7.04 (7.00)VH
TT 120.88 (19.37) 4.07 (0.78) 9.74 (3.85) 5.50 (2.44)

CG 122.68 (14.42) 4.39 (2.34) 9.40 (4.79) 5.22 (4.43)
HT 142.08 (14.42) 4.51 (2.12) 12.56 (8.48) 6.59 (5.55)NH
TT 144.56 (44.04) 4.42 (1.19) 10.28 (5.16) 5.95 (2.29)

POST-TEST

CG 104.41 (9.02) 3.78 (1.28) 8.74 (3.20) 4.12 (2.22)
HT 74.82 (15.10) 1.88 (0.80) 3.26 (1.00) 1.11 (1.21)VH
TT 72.28 (12.35) 1.86 (0.60) 5.58 (3.34) 1.42 (1.32)

CG 115.93 (22.69) 4.59 (1.36) 9.61 (4.91) 5.19 (3.47)
HT 75.43 (11.45) 2.54 (1.24) 3.65 (1.20) 1.24 (2.07)NH
TT 76.20 (11.17) 2.56 (0.98) 5.15 (2.37) 1.23 (0.56)

RETENTION-TEST

CG 96.95 (16.40) 3.17 (0.91) 7.50 (6.00) 4.41 (3.62)
HT 73.29 (10.79) 2.12 (1.19) 4.83 (5.18) 0.93 (1.33)VH
TT 69.25 (12.57) 2.52 (1.68) 6.03 (4.31) 1.13 (0.85)

CG 106.53 (12.84) 3.06 (1.09) 8.15 (5.40) 3.83 (2.05)
HT 70.78 (7.96) 2.23 (0.95) 3.52 (1.43) 0.52 (0.63)NH
TT 71.31 (11.62) 2.69 (1.64) 5.73 (3.17) 1.44 (1.31)

Table 2: Results of the two-way mixed design ANOVAs for each dependent variable.

Measure Phase × Condition × Group Phase × Condition ε�

Total time F(2.7,31.2) = 3.01, p = .050, η2 = .207 F(1.4,31.2) = 0.93, p = .836 η2 = .004 .678
Position F(3.7,42.1) = 0.14, p = .960, η2 = .012 F(1.8,42.1) = 2.41, p = .106, η2 = .091 .914
Rotation F(4,46) = 0.73, p = .576, η2 = .060 F(2,46) = 0.26, p = .773, η2 = .011
Drops F(4,46) = 0.30, p = .879, η2 = .025 F(2,46) = 0.21, p = .808, η2 = .009

Measure Group × Phase Phase ε�

Total time F(2.5,28.2) = 5.28, p = .008∗, η2 = .314 F(1.2,28.2) = 86.76, p < .001∗, η2 = .790 .614
Position F(4,46) = 5.60, p = .001∗, η2 = .328 F(2,46) = 32.66, p < .001∗, η2 = .587
Rotation F(4,46) = 4.16, p = .008∗, η2 = .266 F(2,46) = 18.26, p < .001∗, η2 = .443
Drops F(2.9,33.2) = 3.42, p = .030∗, η2 = .229 F(1.4,33.2) = 22.90, p < .001∗, η2 = .499 .721

Measure Condition × Group Condition

Total time F(2,23) = 0.81, p = .458, η2 = .066 F(2,23) = 1.11, p = .302, η2 = .046
Position F(2,23) = 0.36, p = .965, η2 = .003 F(2,23) = 6.62, p = .017∗, η2 = .223
Rotation F(2,23) = 0.16, p = .851, η2 = .014 F(2,23)< 0.01, p = .952, η2 < .001
Drops F(2,23) = 0.20, p = .823, η2 = .017 F(2,23)< 0.01, p = .979, η2 < .001

Measure Group

Total time F(2,23) = 6.38, p = .006∗, η2 = .357
Position F(2,23) = 1.98, p = .162, η2 = .147
Rotation F(2,23) = 1.04, p = .369, η2 = .083
Drops F(2,23) = 2.90, p = .075, η2 = .201

∗p < .05
� sphericity not assumed Huynh-Feldt correction used

To summarize, the results indicate that participants improved
their task completion time as an effect of the training phase, with
the training groups achieving a better performance than the control
group. We can also observe that participants in the control group
have a higher and more accelerated improvement for time when eval-
uated in the VH condition. It can also be observed that participants,
in general, continue to learn from post- to retention-test, suggesting
that total time can still be improved. Participants accuracy was mea-

sured as the distance error and angle difference between the placed
cube and the target square. For both measures, we can observe
that participants improved between pre- and post-test, suggesting a
learning effect, while keeping almost the same performance between
post- and retention-test, indicating that they were able to retain the
learned skills after training stopped. Finally, the same results can be
observed for the total cubes dropped, where participants improved
significantly from pre- to post-test, and maintained their performance



(a) Total time (VH) (b) Total time (NH)
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Figure 5: Performance measures

in the retention-test. As a whole, these results suggest that train-
ing in VR (both groups) improved the participants’ performance as
compared to the control group.

4.3 Learning
The change in performance from PRE to POST as an indicator of
learning was analyzed for each experimental condition separately by
comparing each group 2-by-2. In addition, for each group, we have
compared this change in performance between the two conditions.

VH condition: Results from individual unpaired t-tests
showed that the change in performance for the hand-training group
compared to the control group was significantly different for the

position distance (t = −3.05, p = .008), and the rotation differ-
ence (t = −3.08, p = .007). The change in performance for the
tool-training group compared to the control group was significantly
different for the position distance measure (t = −3.41, p = .004).
No other differences were found.

NH condition: Results from individual unpaired t-tests
showed that the change in performance for the hand-training group
compared to the control group was significantly different for the
total time (t =−4.00, p = .001), the position distance (t =−2.93,
p = .010), the rotation difference (t = −3.44, p = .007), and the
total drops (t =−2.16, p = .046) measures. The change in perfor-
mance for the tool-training group compared to the control group
was significantly different for the total time (t =−3.53, p = .003),
the position distance (t =−3.33, p = .007), the rotation difference
(t = −2.74, p = .015), and the total drops (t = −2.25, p = .040)
measures. No differences were found between the training groups.

VH vs. NH condition: Results from individual paired-
samples t-tests showed that the change in performance between
the two conditions were not significantly different for any of the
four objective measures for the hand-training group, neither for the
tool-training group, nor for the control group.

To summarize, for the VR prototype with the VH condition
(virtual hand visualization), participants that trained under that con-
dition (HT) significantly improved their accuracy as compared to the
CG, but not the total time and the errors made, although having bet-
ter results. This can be explained by the fact that the VH condition
allowed participants in the CG to significantly improve their time in
only two sessions. Participants in the other training group (TT), who
trained without the virtual hand visualization, also improved their
accuracy in the VR prototype with the VH condition as compared
to the CG, suggesting transfer from the NH to the VH condition.
Both training groups significantly improved their performance (for
all measures) in the VR prototype with the NH condition, when
compared to the CG. This also shows transfer from the VH to the
NH condition. Finally, the improvement from pre- to post-test was
not different between the two conditions nor for the training groups,
neither for the control group. This suggests that the performance
improvement in the VR prototype is not affected by the experimental
condition (virtual hand visualization vs. tools only visualization).

5 DISCUSSION

5.1 VR prototype for learning
The results of this longitudinal study show that participants improved
their task completion time, accuracy (the distance error and angle
difference between the placed cube and the target square), and errors
(the total cubes dropped) as an effect of the training phase, with
the training groups achieving a better whole performance than the
control group. This implies learning in the VR prototype, and allows
us to validate H1. Indeed, the training groups reduced between 40%
to 48% the general mean task completion time between pre- and
post-test, between 42% to 56% the distance accuracy on placement,
between 42% to 73% the rotation difference, and between 74% to
84% the total number of cubes dropped. Whereas the control group
reported to have lower improvements than the training groups, less
than 5% improvement of performance between pre- and post-test for
all the measures in the VR prototype under the no hand condition,
and between 5% and 27% for the virtual hand condition. In addition,
no differences were reported between the hand-training and tool-
training as a function of group.

Moreover, for both accuracy measures (rotation and position) and
the total number of errors, the results also show that participants
kept almost the same performance between post- and retention-test,
indicating that they were able to retain the learned skills after a short
break in training. To fully assess retention of motor skills, a longer
break should be given between training and retention-test, since



motor skills do not decay in a short period of time. These results
reinforce the learning effectiveness of the VR simulator for these
performance measures. However, the task completion time was
significantly different between the post- and retention-test, which
means that participants in general continue to improve their speed
after training. They reduced 2% to 8% the total task completion
time between these phases (post and retention), suggesting that there
is still margin for improvement in terms of the total time to perform
the task before reaching a plateau.

As a whole, these results suggests that the training of the pick
and place task in our VR simulator (both groups) improves the
participants’ performance as compared to the control group (H1
validated for all the performance measures).

5.2 Hand visualization training condition

The results show that for the VR prototype with the virtual hand con-
dition, participants that trained under that condition (hand-training
group) significantly improved their accuracy as compared to the
control group, but not the total time and the errors made, although
having better results than participants in that group. One explanation
for this can be that the VR prototype with the virtual hand condition
allowed the control group participants to significantly improve their
task completion time in only two sessions. Indeed, participants in
the control group had a higher and more accelerated improvement
for time when evaluated in the virtual hand condition, 25% time
reduction for virtual hand condition compared to 6% for the no hand
condition. Participants in the other training group (tool-training),
which trained without the virtual hand representation also improved
their accuracy in the VR prototype with the virtual hand condition
as compared to the control group, suggesting transfer of learning for
accuracy from the no hand to the virtual hand condition.

Moreover, both training groups significantly improved their per-
formance (for all measures) in the VR prototype with the no hand
condition, when compared to the control group. This also shows a
learning transfer in the other direction, from the virtual hand training
condition to the no hand condition, for all the performance measures.

On the other hand, the results also show that the participants
in the hand-training group were more accurate than those in the
tool-training group in aligning the cubes during placement (rotation
difference accuracy), with a higher improvement (between pre- and
post-test) of 70% and 73% for the hand-training group, compared
to 43% and 49% for the tool-training group, respectively for the
evaluation in the VR prototype under the virtual hand and no hand
conditions, although no main effect of the condition was found in
the three-way ANOVA for this measure. The lack of significant
value can be related to the small number of participants, generating
a small effect size. Indeed, the calculated sample size for training
might not be enough to visualize the effect of hand visualization on
training. Further studies are required to determine the real impact of
hand representation on accuracy for tool-based tasks training.

Additionally, when considering the comparison of learning (pre
minus post) between the two conditions analyzed separately for each
individual group, the improvement was not different between the
two conditions, nor for the training groups, neither for the control
group. This suggests that the performance improvement in the VR
prototype is not affected by the training condition (virtual hands
visualization vs. tools only visualization). One possible explanation
might be the fact that participants were more concentrated in the
task itself than the visual representation of the tools and hands. This
does not allow us to validate our second hypothesis (H2).

As a whole, we do not observe a significant impact of users’ hand
representation and control on users’ training for tool-based motor
skills. Indeed, only small (not significant) improvements concerning
the rotation difference accuracy measure in favor of having the hands
representation were found. Nonetheless, only a partial embodiment
was tested, and for a task not demanding much of finger dexterity.

As mentioned before, participants could have been more focused on
the cubes, and included the tools as extensions of their own hands.
Therefore, further experiments are needed to investigate the effect
of hand representation on other tasks.

6 CONCLUSION

In the present work, we have explored how the users’ hand visual-
ization affects the training of a motor task in an immersive virtual
reality simulator. Our main objective was to investigate the impact
of visualizing virtual hands on participants’ task performance after
a two weeks training period in a tool-based motor skills simulator.
In order to answer this question, we have created a VR prototype
for a tool-based pick and place task inspired from existing surgical
simulators. This prototype permitted to visualize the users’ hands in
the VE through a human-like hands model collocated with the users’
real hands, and which reproduced also their finger movements.

In order to evaluate participants’ performance outcome after train-
ing, we have designed a pre-, post- and retention-test user experiment
with two training groups (one trained under the visualization of the
virtual hands condition, and the other without it) and a control group
which received no training.

The results of this study shows that users improved their perfor-
mance after the two-week training period in the VR simulator for
both training groups when compared to the control group. The re-
sults show also short-term skills retention after training has stopped.
This indicates that our simulator is an efficient trainer for the de-
signed task. On the other hand, there was no performance difference
between the two training groups after training. However, the small
sample size of participants considered might have limited the visual-
ization of a significant effect.

In general, these results add to the existing literature on motor
skills trainers design, providing further insights into the effects of
partial embodiment by adding evidence that for tool-based motor
tasks, hand visualization might not directly impact performance.
These findings suggest that tool-based motor skills trainers in general
can be simplified, by including less cumbersome equipment (i.e.,
data gloves, device communication devices, etc.) that can further
increase their costs.

7 LIMITATIONS AND FUTURE WORKS

The main limitation of the study is the number of participants in-
cluded in the study, therefore, results should be considered with
caution regarding power analysis.

Another limitation of our user study is that only one type of
hands representation was evaluated in terms of fidelity classifica-
tion. Indeed, previous studies have been shown that performance
can be impacted by the kinematic fidelity of the hand representa-
tion [25], that a realistic personalized hand can improve object size
estimation [22], and that object-size perception in VR is affected
by antropomorphic hands’ size [27]. Further studies with different
levels of visual appearance and kinematic properties are needed to in-
crease our knowledge on this topic and to be able to generalize these
results, which suggest that partial-embodiment generated by virtual
hands does not impact tool-based motor training when compared to
providing only the tools visualization.

In the future, we plan to include a real-world training and test
condition, to compare VR training to traditional approaches. This
could add knowledge concerning the effectiveness of immersive
VR for training and transfer (external validity) of knowledge to the
real environment. To do so, a physical prototype recreating the
simulated environment is required to analyze users’ performance
on the real task. This will further validate the use of immersive
VR simulators for training motor skills tasks for surgery and other
application domains.
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