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We demonstrate the accuracy and efficiency of a recently introduced approach to account for
nuclear quantum effects (NQE) in molecular simulations: the adaptive Quantum Thermal Bath
(adQTB). In this method, zero point energy is introduced through a generalized Langevin ther-
mostat designed to precisely enforce the quantum fluctuation-dissipation theorem. We propose a
refined adQTB algorithm with improved accuracy and we report adQTB simulations of liquid wa-
ter. Through extensive comparison with reference path integral calculations, we demonstrate that
it provides excellent accuracy for a broad range of structural and thermodynamic observables as
well as infrared vibrational spectra. The adQTB has a computational cost comparable to classical
molecular dynamics, enabling simulations of up to millions of degrees of freedom.

Nuclear quantum effects play a major role in a wide
range of physical and chemical processes where light
atoms, and especially hydrogen, are involved[1–4]. In
particular, a few studies point to their importance in bi-
ological systems[5–7], where hydrogen-bonding is ubiqui-
tous, but realistic atomic-scale simulations in that area
remain scarce. For such large and complex systems,
the most common approach has been to include NQEs
implicitly, by fitting analytical potential energy surface
models in order to recover experimental thermodynamic
properties when performing simulations with classical
nuclei[8, 9]. This strategy potentially limits transferabil-
ity and its ability to make predictions outside the fitting
data set is questionable. Furthermore, the recent devel-
opments of new generation polarizable force fields[8, 10–
13] and machine learning (ML) potentials[8, 14–17] have
opened perspectives for atomistic simulations of con-
densed matter systems. These approaches enable high
fidelity modeling of the Born-Oppenheimer (BO) energy,
and reproduce advanced quantum chemical calculations
at a fraction of their computational cost. When reach-
ing such precision on the BO energy, it becomes crucial
to account for NQEs explicitly to accurately reproduce
experimental observation and take full advantage of the
high accuracy achieved[18–21].

The conceptual and computational complexity of the
methods that account for NQEs explicitly has hindered
their spread to a broad community. Reliable results can
be obtained in the imaginary-time path integrals (PI)
framework [22, 23], by simulating multiple classical repli-
cas of the system (also called beads). PI provides a nu-
merically exact reference for static properties (approx-
imations have also been derived for dynamical observ-
ables, as discussed below), but their numerical cost in-
creases linearly with the number of replicas and can be-
come very large compared to classical molecular dynam-

ics (MD). Several solutions have been proposed to miti-
gate this cost, such as multiple timestepping in real and
imaginary time[24–27]. However, this method is based on
a decomposition of the energy as a sum of cheap high-
frequency and expensive low-frequency term, that is not
always feasible (in particular in ML approaches). Other
developments, such as high-order PI [28, 29] or PI pertur-
bation theory[30, 31] allow decreasing the number of nec-
essary replicas, but the computational overhead remains
important - typically increasing the simulation load by
an order of magnitude for hydrogen-bonded systems at
room temperature.

Recently, a different approach was introduced for the
explicit treatment of NQEs with the Quantum Ther-
mal Bath (QTB) [32, 33] and the related quantum
thermostat[34, 35], relying on generalized Langevin ther-
mostats to approximate the zero-point motion of the
nuclei. Although elegant and inexpensive, these meth-
ods suffer from zero-point energy (ZPE) leakage from
high to low frequency modes which can lead to mas-
sive errors[36, 37]. One possible workaround is to com-
bine the generalized thermostat approach with path
integrals[38, 39]. Even though the number of required
replicas is reduced compared to standard PIMD simula-
tions, the computational cost remains significant (at least
6 beads are needed for water at ambient conditions[40]).
In this letter, we focus on an alternative approach, the
adaptive QTB (adQTB) that completely avoids resorting
to PI.

In adQTB, the ZPE leakage is compensated di-
rectly, using a quantitative criterion derived from the
fluctuation-dissipation theorem (FDT). The method was
successfully tested on model systems[41], but its applica-
bility to more realistic problems remained to be demon-
strated. In the following, we report the main theoreti-
cal aspects of the QTB and adQTB methodologies and
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introduce two refinements to the adQTB algorithm, im-
proving its efficiency and accuracy and broadening the
range of its possible applications, in particular enabling
reliable constant pressure simulations. We then apply
the method to liquid water. Careful comparison with PI
references for structural and thermodynamic properties
as well as infrared absorption spectra (IRS) shows that,
contrary to standard QTB which is plagued by massive
ZPE leakage, adQTB is able to capture NQEs with a
remarkable accuracy, while its computational overhead
remains limited to less than 25% compared to classical
MD, allowing to scale up the system size to over a million
atoms.

In (ad)QTB simulations, each nuclear degree of free-
dom follows a Langevin equation [32]:

mi
d2ri
dt2

(t) = −∂V
∂ri
−miγ

dri
dt

(t) +Ri(t) i = 1, ..., 3N

(1)
where V (r1, ..., ri, ..., r3N ) is the interatomic potential (i
denotes both the atom number and the direction x, y or
z). Eq. (1) comprises a dissipative force (with friction co-
efficient γ) balanced by a random force Ri(t) that injects
energy in the system. In classical Langevin dynamics,
Ri(t) is a white noise, whose amplitude is proportional
to temperature. In QTB, the random force is colored
with the following correlation spectrum:

CRiRj
(ω) = 2miγi(ω)θ(ω, T )δji (2)

where γi(ω) is the random force amplitude and

θ(ω, T ) = ~ω
[

1

2
+

1

e ~ω/kBT − 1

]
(3)

corresponds to the average thermal energy in a quan-
tum harmonic oscillator at frequency ω and tempera-
ture T . Therefore, the aim of the QTB is to account
for ZPE contributions in an otherwise classical dynam-
ics by thermalizing each vibrational mode with an effec-
tive energy θ(ω, T ) instead of the classical thermal en-
ergy kBT . However, in the original formulation of the
QTB (where γi(ω) = γ,∀ω), the ZPE provided to high-
frequency modes leaks towards low frequencies, which
leads to an incorrect energy distribution and can dra-
matically alter the results. In adQTB, this leakage is
quantified precisely using a general result of linear re-
sponse theory: the quantum fluctuation-dissipation the-
orem (FDT)[42]. For each degree of freedom i, we define
the deviation from the FDT as:

∆FDT,i(ω) = Re [CviRi
(ω)]−miγi(ω)Cvivi

(ω) (4)

vi = dri
dt denotes the velocity, while Cvivi(ω) and

CviRi
(ω) are respectively its autocorrelation and its

cross-correlation spectrum with the random force Ri.
The FDT characterizes the frequency-dependent distri-
bution of energy in a quantum system at thermal equi-
librium. It implies that ∆FDT,i(ω) should be zero for

any ω, a condition violated in standard QTB, due to
ZPE leakage. In adQTB, ∆FDT,i(ω) is estimated at reg-
ular intervals and the coefficients γi(ω) are adjusted on
the fly via a first-order dynamics to correct for this vio-
lation: a negative ∆FDT,i(ω) reveals an excess of energy
at frequency ω, so γi(ω) is reduced, and conversely for
positive deviations. The adQTB results are produced
once the γi(ω) are adapted and ∆FDT,i(ω) vanishes on
average.

Here, we introduce two refinements with respect to
Ref. 41, both of which are presented in full detail in Sup-
plementary Materials. First, to improve the adaptation
efficiency, the coefficients γi(ω) are adjusted according
to the mean FDT deviation, averaged over all equiva-
lent degrees of freedom (i.e. over the 3 directions and
over all same-type atoms). Second, we account for the
fact that, due to the spectral broadening induced by the
friction force, the QTB (and adQTB) tends to slightly
underestimate the average potential energy and to over-
estimate the kinetic energy. This error (unrelated to ZPE
leakage) can be predicted and quantified for a harmonic
oscillator[43, 44]. We use this harmonic reference and
the deconvolution procedure of Ref. 45 to correct for this
inaccuracy: we slightly modify θ(ω, T ) to compensate for
the effect of γ on the potential energy, while the kinetic
energy is corrected a posteriori. The kinetic energy cor-
rection is significant (more than 10%) and essential to
enable reliable isobaric simulations, as its neglect causes
large errors on the pressure estimation.

The role of NQEs in liquid water has been extensively
investigated both experimentally and theoretically[46–
50]. It also represents a major challenge for the adQTB,
as massive ZPE leakage takes place from the high-
frequency intramolecular vibrations (O-H stretching and
H-O-H bending modes) toward the slow intermolecular
motion[36, 51]. Moreover, net NQEs on the structural
properties of water are relatively weak due to the compe-
tition between two opposite trends: the stretching ZPE
strengthens hydrogen bonding, while the bending ZPE
weakens it[40, 52]. The ability of the adQTB to cap-
ture this subtle balance is an important indication of its
robustness that opens perspectives for its broader appli-
cation.

Interatomic interactions are modeled by the q-
TIP4P/F potential [53] which was included in a local
version of the Tinker-HP massively parallel package[54],
where we also implemented PIMD and (ad)QTB. Simu-
lations are performed with 1000 water molecules. PIMD
simulations are essentially converged with 32 beads (the
number typically reported in the literature) and require
short timesteps, we used a 0.2 fs timestep for all methods
and checked that increasing it to 1 fs had only a limited
effect on the accuracy of the adQTB results. In classical
Langevin MD and PIMD simulations, static averages are
independent of the parameter γ, and we use γ = 1 ps−1

in both cases to limit its effect on dynamical properties.
On the other hand, adQTB requires relatively large fric-
tion coefficients γ, to prevent vanishing of γi(ω) during
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FIG. 1: Radial distribution functions at 300 K and constant volume corresponding to the density ρ = 0.995 g.cm−3.

Ek AB BS VdW Coul. rOH(Å) θHOH(deg)

Classical 2.69 0.41 1.18 2.20 -14.00 0.96 104.8

QTB 8.39 1.23 5.81 1.72 -12.38 0.98 104.6

adQTB 8.60 1.17 6.37 2.11 -13.76 0.98 104.7

PIMD 8.41 1.17 6.26 2.15 -13.87 0.98 104.7

TABLE I: Observables at 300 K. The kinetic energy
(Ek), the Angular Bending (AB), Bond Stretching

(BS), Vand der Waals (VdW) and Coulomb (Coul.)
energy terms of the q-TIP4P/F potential[53] are
reported in kcal.mol−1 per water molecule (the

standard error is inferior to 0.01 kcal.mol−1), together
with the average oxygen-hydrogen distance rOH and

molecular angle θHOH .

adaptation (which whould results in incorrect compen-
sation of the ZPE leakage[41]). We use γ = 20 ps−1 for
all QTB and adQTB simulation (the influence of these
parameters and the scalabilty of the algorithm for large
systems is assessed in Supplementary Material).

In Figure 1, the QTB and adQTB Radial Distribu-
tion Functions (RDFs) are compared with their classical
and PIMD counterparts. The most salient NQE for this
observable is the strong broadening of the intramolecu-
lar peaks caused by ZPE in the O-H and H-H RDFs.
This effect is very well captured by the adQTB simula-
tions, while it is slightly underestimated by the standard
QTB due to ZPE leakage. Apart from this, the clas-
sical and quantum RDFs are very similar, due to the
aforementioned competition of NQEs. In standard QTB
simulations, the leakage of the intramolecular ZPE desta-
bilizes the hydrogen bond network completely and the
intermolecular peaks are excessively broadened, but the
adQTB procedure efficiently suppresses the leakage and
the corresponding curves almost superimpose with the
PIMD reference.

This analysis is further confirmed by Table I, reporting
the average of the different the q-TIP4P/F energy terms.
Intermolecular interactions (labeled Coulomb and VdW)
are only slightly affected by NQEs and their classical

and PIMD values are close. In standard QTB, the to-
tal intermolecular energy is overestimated by more than
1 kcal.mol−1 due to ZPE leakage, but this is well cor-
rected in adQTB, where accurate values are recovered.
The adQTB is remarkably precise for intramolecular en-
ergies (labeled AB and BS) and for the kinetic energy
(that comprise large amounts of ZPE). It also captures
the elongation of the OH distance induced by NQEs,
while the molecular angle is essentially unaffected. The
dielectric constant computed from the adQTB simula-
tions at 300 K is 57, in good agreement with our PIMD
estimation of 58 and with the value in Ref. 53, given the
relatively large statistical uncertainties.

Although PIMD provides a numerically exact reference
for static quantum properties, the computation of dy-
namical observables, such as infrared absorption spectra
(IRS), represents a much steeper theoretical challenge,
subject of intense research[55–61]. There is no refer-
ence method to compute IRS exactly while accounting for
NQEs in large systems, but various approximations have
been developed[62–65]. Recently, Benson et al. com-
pared different state-of-the-art approximate methods for
IRS calculation in liquid water and ice[66]. They show
that the Linearized semiclassical initial value represen-
tation (LSC-IVR) method[64] - where time-correlation
functions are computed from short classical trajectories
initialized from an approximate sampling of the Wigner
distribution - provides the most accurate IRS within
their broad set of approaches, while the PI-based ther-
mostated ring-polymer MD (TRPMD)[55] is presented as
the cheapest available approach yielding reliable results.
QTB has formerly been used with some success as an
empirical method to compute approximate IRS[33, 67].
Although not formally derivable from first principles ex-
cept for the harmonic oscillator case, the use of QTB and
adQTB for IRS calculations can be justified qualitatively
by noting that the short-time dynamics is only little af-
fected by the thermostat and thus essentially classical.
Therefore, much like LSC-IVR, the QTB combines clas-
sical dynamics with approximate quantum initial value
sampling. Furthermore, the deconvolution procedure of
Ref. 45 efficiently eliminates the main effect of the ther-
mostat: the broadening of the spectral peaks.
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FIG. 2: Infrared absorption spectra at 300 K (in arbitrary units).

Figure 2 compares IRS computed in adQTB to those
obtained in classical MD and TRPMD (for which a
mild Langevin thermostat with γ = 1 ps−1 was ap-
plied). Compared to TRPMD, the low-frequency ab-
sorption band computed with adQTB is slightly more
intense, and the bending peak (around 1500 cm−1) is
a little blue-shifted and broadened. The OH stretching
peak at 3500 cm−1 is sharper in adQTB than in TRPMD
and its overtone at 7000 cm−1 has a much larger inten-
sity. These two discrepancies are in favor of the adQTB
approach since TRPMD has been shown to cause a spu-
rious broadening of the spectral features and to strongly
underestimate anharmonic resonances[66]. Overall, the
adQTB IRS are very similar to the LSC-IVR results re-
ported in Ref. 66. This should be further confirmed by
studies on different systems but it is extremely promising
given the almost classical computational cost of adQTB.

The dynamical properties related to slow molecular
motions, on the other hand, cannot be quantitatively as-
sessed in our present adQTB implementation, due to the
need for relatively large friction coefficients. The diffu-
sion coefficient D ' 0.8 cm2s−1 is underestimated by
almost a factor 3 with respect to its RPMD value[53] (a
similar decrease of D is observed in classical Langevin
MD using γ = 20 ps−1). The deconvolution procedure is
of no help here, sinceD corresponds to the zero-frequency
component of the vibration spectrum, and the deconvo-
lution does not provide reliable results in that spectral
region[45]. Improved diffusion estimates might be ob-
tained in future works by decreasing γ selectively at low
frequencies using a generalized friction force, or by ap-
propriately redesigning the adQTB algorithm, for exam-
ple using the recently introduced fast-forward Langevin
method[68].

We now explore the use of adQTB to perform fixed
pressure simulations using a Langevin piston barostat[69,
70]. Pressure is a challenging quantity to evaluate in
the (ad)QTB framework: its estimator is a difference be-
tween two large terms that almost cancel (a potential
and a kinetic term, of the order of 105 atm each). There-
fore, even small inaccuracies on either of these contribu-
tions can result in non-negligible errors (see Supplemen-
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FIG. 3: Density of liquid water (a) and Enthalpy of
vaporization (b) at constant pressure P = 1 atm.

tary materials). The results obtained for the density as
a function of temperature at P = 1 atm are shown in
Figure 3.

Because of the competition between NQEs, the clas-
sical and PIMD results are very similar, both show-
ing a characteristic bell shape with a maximum around
280 K. NQEs are only responsible for a small decrease of
the density in the intermediate temperature range (270-
330 K). The standard QTB completely fails to capture
this temperature-dependence. It decreases monotonously
and strongly overestimates the variations of the density.
Compensating the leakage in adQTB allows recovering
the overall bell shape and a good agreement with the
PIMD reference. In the intermediate temperature range
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(most relevant for biological systems), adQTB is very ac-
curate. The curvature of the density curve is only slightly
underestimated, leading to small errors of the order of
0.005 g.cm−3 in the low-temperature and in the high-
temperature limits. Note that in barostated simulations,
ZPE leakage can take place from the atomic system to-
wards the fictitious piston degree of freedom, but this
leakage can easily be avoided by an appropriate choice
for the piston mass and friction parameters (see Supple-
mentary materials).

These results show that adQTB can be a useful and in-
expensive tool for constant pressure simulations of phys-
ical and chemical properties. As an illustration, we
present on Figure 3.b the enthalpy of vaporization ∆Hvap

computed from the same isobaric simulations. The clas-
sical ∆Hvap is systematically overestimated compared to
the corresponding PIMD values[12, 71]. When NQEs
are included with the standard QTB, ∆Hvap decreases
markedly, and becomes even underestimated, but this is
due to ZPE leakage and the adQTB recovers an almost
perfect agreement with the PIMD reference.

Finally, we discuss the computational overhead of the
adQTB simulations with respect to classical Langevin
MD. A first additional cost comes from the generation
of the colored random forces and the adaptation of the
γi(ω) coefficients. It represents approximately 20% of
the total simulation time and the scalability tests pro-
vided in Supplementary Materials show that, even for
systems over one million atoms, it remains inferior to
25% in our present implementation - that will be further
accelerated using Graphics Processing Units (GPUs)[72].
The q-TIP4P/F water model is particularly inexpensive,
and we expect this overhead to become negligible in com-
parison to atomic force calculations with more realistic
models. A second additional cost comes from the adap-

tation procedure that requires time for the γi(ω) to con-
verge. This necessary time can vary from one system
to another. In our liquid water simulations, we show in
Supplementary Materials that with an appropriate choice
of adaptation parameters, the γi(ω) coefficients can con-
verge in about 10 ps. The minimum adaptation time
is thus small compared with the several ns required to
reach statistical convergence on some of the physical ob-
servables, as the density and the dielectric constant.

The adQTB renews the original promise of the QTB
method to provide approximate quantum simulations at
an almost classical cost, but with a much improved re-
liability. It is a promising alternative to PI methods
to account for NQEs explicitely in the calculation of
static properties as well as vibrational spectra. Combined
with accurate ML potentials or polarizable force fields, it
should provide a powerful tool with broad applications,
in particular for the large-scale simulations required in
biophysics and biochemistry.
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