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Abstract

Laser-induced  breakdown spectroscopy  (LIBS)  is  a  fast,  low analytical  cost,

environmentally clean technique that does not require the use of reagents for sample

preparation.  However,  regardless  of  the  LIBS  setup,  it  has  limitations  in  terms  of

sensitivity and precision,  especially  when applied to complex samples,  such as river

sediment.  To  overcome  these  limitations,  in  this  work,  different  experimental

parameters were optimized for multi-element analysis of a river sediment sample using

design of experiments (DOE) approaches, i.e., fractional factorial and central composite

designs (CCD). The findings demonstrated that DOE applied to the LIBS technique can

be  used  as  an  efficient  tool  for  optimizing  the  key  parameters  affecting  sediment

analysis by LIBS.

Keywords: LIBS, Design of experiments, Central composite design, Fractional factorial

design, Sediment.
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1. Introduction

Laser-induced breakdown spectroscopy (LIBS) is a fast, low analytical cost, and

environmentally clean technique, which does not require the use of reagents for sample

preparation  [1].  However,  limitations  of  LIBS,  compared  to  classical  analytical

techniques, are lower sensitivity and precision, due to matrix effects. The sensitivity of

the  single  pulse  (SP)  LIBS  system  can  be  increased  using  different  kinds  of

experimental setups, such as double pulse (DP) LIBS [2,3], resonance-enhanced LIBS

[4,5], microwave-assisted LIBS [6], spark discharge LIBS [7,8], spatial confinement of

laser-induced plasma [9], and the use of a micro-torch [10]. In addition to instrumental

techniques to improve the sensitivity of LIBS, strategies involving sample pretreatment

have been used,  such as  the  deposition  of  nanoparticles  onto  samples  [11] and the

addition of a salt containing easily ionizable elements [12].

In  LIBS,  the  measurement  precision  is  affected  by  matrix  effects  [15],  the

intensity  of the emitted  nanosecond laser,  and the nonlinear  interaction  between the

nanosecond  laser  and  the  sample  matrix  [15].  One  of  the  ways  to  overcome  this

limitation is to obtain tens or hundreds of spectra distributed in different regions of the

sample, to decrease the matrix effects and increase precision [16]. Some parameters that

affect the plasma, such as accumulated pulses [17,18], the wavelength [19] and energy

of the nanosecond lasers  [20,21],  and the temporal  parameters  (delay time and gate

width)  [22] play important roles in the optimization of the signal-to-noise (S/N) ratio,

with their ideal values varying according to the sample composition. In DP LIBS, the

inter-pulse delay is an important factor to consider for improving plasma emission [23].

Design  of  experiments  (DOE),  a  methodology  based  on  mathematical  and

statistical theory, is used to plan and conduct experiments by means of the analysis and

interpretation of data obtained from the experiments. DOE allows input variables to be
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manipulated to investigate their effects on the measured response variable  [24]. When

there are many factors to be optimized, it is necessary to select the variables that have

the greatest effects. Fractional factorial designs can be used to perform the screening of

factors  [25], but since they only allow fitting of first order models, another DOE is

needed to detect curvature. A three-level design (3k factorial design) is often performed

to  fit  a  second  order  model,  but  as  the  number  of  factors  increases,  it  becomes

inefficient and impractical, so a central composite design (CCD) may be used instead.

CCD is a fraction of the 3k factorial design, but it does not use unnecessary degrees of

freedom (which  increases  the  cost  of  the  experiment)  [26].  The main  advantage  of

adopting  a  DOE  strategy,  instead  of  testing  all  the  different  combinations  of

experimental  parameters,  consists  in  evidencing  interactive  effects  among  multiple

parameters,  reducing  analysis  time  and  costs  [27].  The  DOE  approach  has  been

combined with LIBS to define the most appropriate analytical parameters. For example,

factorial  design  was  used  for  samples  of  sugar  cane  [28] and  cassava  flour  [29],

fractional factorial design for fertilizers  [30], and CCD for soils  [27,31]. However, no

studies have used DOE to optimize instrumental parameters in LIBS, considering SP

LIBS with different lasers and the DP LIBS configuration.

The LIBS technique has been applied to investigate the elemental compositions

of marine [32–34], river [35], and mining [36] sediments. However, there have been no

studies concerning optimization of the key parameters affecting the analysis of complex

samples such as sediments,  whose matrix effects  are increased by the fact that  they

present different characteristics in terms of texture, granulometry (contents of sand, silt,

and clay),  and chemical  composition  [37].  LIBS combined  with DOE has  excellent

potential for applications involving sediments. 
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In the present work, the key parameters influencing the LIBS spectra for multi-

element  analysis  of  river  sediment  were  optimized  using  CCD  for  SP  LIBS  with

different wavelengths, and the combination of  two DOE for DP LIBS, 26-2 fractional

factorial  designs  (one-quarter  fraction)  and  CCD.  The  optimization  was  done  to

qualitatively analyze the main elements present in the river sediments. The parameters

considered were laser energy, delay time, gate width, and the number of accumulated

pulses. For DP LIBS, the inter-pulse delay time was also evaluated.

2. Materials and methods

2.1 Sample

One  sediment  sample  from  the  Piracicaba  River  in  Brazil  (22°36’01.8”  S,

48°17’53.5” W) was employed in this work to carry out all the experiments, to analyze

only the effect of the instrumental variables on the response. The sample was collected

using a core sampler to a depth of 15 cm in the sediment layer. The sample was freeze-

dried, ground, and sieved through a 100-mesh sieve. Portions (500 mg) of the sample

were compacted into pellets, using a pressure of 5 tons for 1 min.

2.2 LIBS instrumentation

The LIBS system used in this study was assembled in the laboratory, using two

Nd:YAG pulsed lasers, and could operate in two different modes: (i) SP LIBS with a

1064 nm laser  (Q-switched Ultra, Quantel)  reaching the sample at an angle of 90°, or

with a 532 nm laser (Brilliant, Quantel) reaching the sample at an angle of 45°, and (ii)

DP LIBS in crossed beam configuration, combining the two different wavelength lasers,

with the first pulse at 1064 nm and the second pulse at 532 nm, or with the first pulse at

532 nm and the second pulse at  1064 nm. The 1064 nm laser  pulse had maximum
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energy of 50 mJ, width of 8 ns, and  repetition rate of 20 Hz, while  the 532 nm laser

pulse had maximum energy of 180 mJ, width of 4 ns, and  repetition rate of 10 Hz,

coupled with a second harmonic generator module. In the case of SP LIBS, a pulse

delay generator (model 9618, Quantum Composers) was used for temporal control of

the laser and the data acquisition system, while for DP LIBS, it was used for temporal

control  of  the  two lasers,  and the  data  acquisition  system.  An echelle  spectrometer

(Aryelle Butterfly 400, LTB) was used to detect and select the wavelengths. The high-

resolution spectrometer was equipped with an intensified charge-coupled device (ICCD)

with 1024 × 1024 pixels, operated in two spectral bands (175-330 and 275-750 nm, with

a resolution of 13-24 and 29-80 pm, respectively).

2.3 Spectra reproducibility

A study  was  carried  out  to  evaluate  how the  number  of  spectra  affects  the

precision of the average S/N ratio,  through the simulation method consisting of the re-

sampling of subsamples [38,39]. The sediment sample was analyzed by SP LIBS, and

the parameters were chosen at random from the experimental runs of the CCD for SP

LIBS with the 1064 nm laser. Therefore, the 1064 nm laser energy fixed at 46 mJ, the

delay time at 0.5 µs, and the gate width at 5 µs. A total of 61 spectra were acquired for

different regions of the pellet, with the accumulation of 9 laser pulses. 

The  spectra  were  processed  using  software  developed  in  the  Python

programming language. After excluding outliers, using the scalar product between the

average and each measured spectrum, baseline correction was performed close to each

peak evaluated (Table 1) [40]. The S/N ratio for each analyte was calculated by dividing

the maximum intensity of each emission line (peak height) by the standard deviation of

the noise adjacent to the peak  [41], resulting in 61 S/N ratios being obtained. The R
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program (version 3.6.0) [42] was used to estimate the 95% confidence interval (CI) for

the mean S/N ratio of the 61 spectra. Random subsets of the 61 spectra were simulated,

with sizes ranging from 2 to 60 spectra. For each subset size, 1000 random samples

were simulated.

Table 1. Spectroscopic atomic emission lines evaluated.

Element Wavelength (nm)
B I 249.77
Ca I 422.67
Co I 252.13
Cr I 359.35
Cu I 324.75
Fe I 259.93

Mg I 383.82

Mn I 403.44

Na I 588.99

Ni I 232.00

P I 214.91

Sr II 
407.77

V I 437.92
Zn I 213.85

For each analyte, the mean of the S/N ratio outside the 95% CI as a function of

the number of  spectra  for  each  measurement  is  shown in Figure 1.  Increase  of  the

number of spectra  leads to the average of the shot-to-shot variability  of LIBS data,

fewer  data  outside  the  95% CI  (above the  horizontal  line),  consequently,  increased

precision of the measurement. According to the results obtained, 40-45 sample spectra
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were  required  to  ensure  representativeness  and  increase  the  precision  of  the

measurements, with the number varying from element to element.
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Fig. 1. Means of the S/N ratio outside the 95% CI for each analyte, as a function of the

number of spectra for each measurement.

However, when the number of spectra per sample increased, the analysis time is

also increased, so it is essential to establish a quantity of pulses needed to ensure the

desired precision of the measurements, without losing the rapid analysis advantage of

the LIBS technique. Use of this method enables determination of the number of spectra

required in each measurement, bypassing the problems of lack of homogeneity of solid

and complex samples, such as sediments, and plasma variables, which change from shot

to shot, affecting the measurement precision  [43,44]. With the aim of increasing the
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precision of the measurements and overcoming the sampling problems that affect the

spectral reproducibility of the LIBS analyses, while preserving the advantages of the

LIBS technique in allowing rapid multi-element analysis, the number of spectra was

fixed at 45 for performing all the DOE.

2.4 Design of experiments 

2.4.1 Central composite design for SP LIBS with 1064 and 532 nm lasers

The central composite design (CCD) was implemented for optimization of the S/

N ratio for all the elements evaluated (Table 1) in a fluvial sediment sample, with the

aim of obtaining information about the linear, interaction, and quadratic effects, in order

to identify a condition suitable for most of the elements. Four independent factors that

influence LIBS analysis were selected for optimization: (i) laser energy (LE), (ii) delay

time (DT), (iii) gate width (GW), and (iv) accumulated pulses (AP). These factors were

optimized for the SP LIBS system operating with the 1064 nm laser and with the 532

nm laser.

The  design  had  a  total  of  N=k2+2k+c p experimental  runs,  where  k  is  the

number of factors and c p is the number of replicates at the central point. In this work,

the numbers of experimental runs at factorial, axial, and central points were 16, 8, and 2,

respectively, so N was 26. The CCD model was as follows [26]:

y=β0+∑
i=1

k

β i xi+∑
i=1

k

β ii x i
2∑ ∑

i< j=2

k

βij x i x j+ε (1)

where, y is the response variable, β are the regression coefficients of the model, x is the

independent  variable,  and ε  is  the random error  component.  The model  errors  were
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assumed to be a random variable,  normally and independently distributed, with zero

mean and σ² constant variance.

The upper and lower limits for the factors were based on previous studies [2,3].

As the CCD model used was rotatable, the distance from the axial points to the central

point, α, was ± 2. The values for the critical factors were calculated and studied at five

levels (−α, −1, 0, +1, + α). The choice of α depends on k, and can be calculated by theα, −α, −1, 0, +1, + α). The choice of α depends on k, and can be calculated by the1, 0, +1, + α). The choice of α depends on k, and can be calculated by the

following equation [26]:

α=(2¿¿k )
1
4 ¿ (2)

For the SP LIBS system operating with the 1064 nm laser, the levels studied for

each factor were as follows: (i) LE (1064 nm) = 34, 37, 40, 43, and 46 mJ; (ii) DT = 0.2,

0.5, 0.9, 1.2, and 1.5 µs; (iii) GW = 1, 5, 11, 16, and 20 µs; and (iv) AP = 1, 3, 6, 8, and

10. The same DT, GW, and AP values used in the CCD experiment for SP LIBS with

the 1064 nm laser were used for SP LIBS with the 532 nm laser, with only the LE (532

nm) values  being  different:  35,  47,  59,  71,  and 83 mJ.  For  each experimental  run,

different  regions  of  the  sediment  sample  pellet were  used  to  acquire  the  minimum

number of spectra that ensured sample representativeness. 

2.4.2 Factors optimization for DP LIBS

The optimization of the S/N ratio for the same analytes studied using SP LIBS

(Table 1) was performed for the fluvial sediment sample using DP LIBS, combining

two  DOE,  because  there  were  6  factors  to  be  optimized.  First,  two  26-2 fractional

factorial designs (one-quarter fraction) were implemented for DP LIBS in the crossed

beam configuration, with different laser sequences (one sequence was 1064 and then

532 nm, and the other was 532 and then 1064 nm), for screening in order to discard
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non-significant variables. A CCD was then performed to maximize the response using

the best laser sequence.

The 26-2 fractional factorial  designs  were performed to screen six independent

factors that influenced the analysis using DP LIBS: (i) LE (1064 nm), (ii) LE (532 nm),

(iii) AP, (iv) GW, (v) inter-pulse delay (ID), and (vi) DT. This design has resolution IV,

so no main effects are aliased with any other, but 2-factor interactions are aliased with

other 2-factor interactions. The number of experimental runs was 16, but two runs were

also carried out at the central point, in order to estimate the experimental error, so the

total number of runs was 18. The linear model for the fractional factorial designs was as

follows [26]:

y=β0+∑
i=1

k

β i xi+ε (3)

where, y is the response variable, β are the regression coefficients of the model, x is the

independent variable, and ε is the random error component. The model errors were also

assumed to be a random variable,  normally and independently distributed, with zero

mean and σ² constant variance.

Previous studies have been carried out to identify the maximum and minimum

factor limits [2,3]. The values of the lower, intermediate, and upper levels for the factors

were as follows: (i) LE (1064 nm) = 34, 40, and 46 mJ; (ii) LE (532 nm) = 35, 47, and

59 mJ; (iii) AP = 5, 18, and 10; (iv) GW = 5, 13, and 20 µs; (v) ID = 0.2, 1.6, and 3.0

µs; and (vi) DT = 0.2, 0.7, and 1.2 µs. For each experimental run, different regions of

the sediment sample pellet were used to  acquire the minimum number of spectra that

ensured representativeness.

The 26-2 fractional factorial design performed for the DP LIBS in crossed beam

configuration  with  the  best  laser  sequence  was  optimized  using  CCD.  The  three
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independent factors (GW, ID, and DT) were optimized to obtain information about the

linear, interaction, and quadratic effects, identifying a condition suitable for most of the

elements. The number of runs was 17, including 2 runs at the central point. According

to equation (2), the distance from the axial points to the central point, α, was 1.68. The

values of the critical factors were calculated and varied between the upper and lower

levels, as follows: GW = 5, 8, 11, 17, and 20 µs; ID = 0.2, 0.8, 1.6, 2.4, and 3.0 µs; and

DT = 0.2, 0.4, 0.7, 1.0, and 1.2 µs. For each experimental run, different regions of the

sediment  sample  pellet were  used  to  acquire  the minimum  number  of  spectra  that

ensured sample representativeness.

2.4.3 Data analysis

The spectra have been analyzed as described in section 2.3. The coefficient of

variation (CV) for each element was calculated for all DOE performed to assess the

variability of the data and, thus, to know if the change in the values of the factors causes

variation in the response. The regression models were evaluated by analysis of variance,

using  R  software  (version  3.6.0)  [42]. The  coefficients  of  determination  (R2)  were

calculated for the models and the relative importance (RI)  for model components [45].

R2 is a measure of the fit quality of a model, when the value of R2 is low, it means that

little of the variation in the response is attributable to its dependence on the factors. For

linear models, RI provides a decomposition of the explained variation of the model into

non-negative contributions, calculated based on the covariance matrix [46].

3. Results and discussion

3.1 Central composite design for SP LIBS with 1064 and 532 nm lasers
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The  results  of  the  central  composite  design  (CCD) for  the  SP LIBS system

operating with the 1064 nm laser showed that the linear and quadratic effects of laser

energy (LE) explained at most 10% of the variability for V (Table 2), with the contour

graphs showing that its influence was very small (Figure 2). Hence, the lowest LE value

corresponded  to  the  optimized  value.  The  delay  time  (DT)  variable  influenced  the

responses for all the elements, with the exception of Cu (Table 2), with the elements

most affected being B (RI = 70%), Co (RI = 75%), and Fe (RI = 39%). For B and Co,

the minimum DT value maximized the S/N ratio, while the opposite effect was observed

for Fe (Figure 2). The highest coefficients of variation (CV) were found for B and Co,

so the optimized DT corresponded to its lowest value. The gate width (GW) variable

showed effects for 7 elements (Ca, Cr, Mg, Mn, Na, Sr, and V) (Table 2), with higher

GW values  resulting  in  maximization  of the S/N ratio  (Figure 2).  The accumulated

pulses (AP) variable showed effects for all the analytes, except Fe and Sr (Table 2). In

cases  where  AP  was  significant,  maximization  of  the  S/N  ratio  occurred  at  the

maximum  AP  value  (Figure  2).  The  sum  of  the  interactions  between  the  factors

represented less than 10% for all the elements, except Fe, where the LE*GW interaction

represented 14%, and Zn, where DT*GW represented 21%. Therefore, the optimized

factors for the SP LIBS system operating with the 1064 nm laser were LE = 34 mJ, DT

= 0.2 μs, GW = 20 μs, and AP = 10.s, GW = 20 μs, GW = 20 μs, and AP = 10.s, and AP = 10.
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Table 2. Coefficient of variation (CV), coefficient of determination (R2), and relative

importance (RI) for the linear and quadratic effects in the CCD final models for SP

LIBS with the 1064 and 532 nm lasers.

Elements

SP LIBS 1064 nm SP LIBS 532 nm

CV
(%)

R2

(%)

RI (%) of factors*
CV
(%)

R2

(%)

RI (%) of factors* 

LE DT GW AP LE
D
T

GW AP

B 51 94 70 17 25 92 10 4 70
Ca 21 90 21 40 29 29 83 15 54 14
Co 52 94 75 11 21 82 11 9 4 45
Cr 27 93 2 15 14 54 50 80 28 45 7
Cu 17 50 50 32 69 3 9 17 8
Fe 21 57 4 39 64 89 8 58 1 19
Mg 34 91 20 10 61 43 95 8 53 31
Mn 37 94 3 4 9 75 51 87 15 45 24
Na 35 93 5 36 52 53 86 14 51 16
Ni 32 90 16 74 45 88 46 10 32
P 27 66 13 53 28 72 49 6 17
Sr 22 45 5 11 20 9 62 10 32 20
V 33 95 10 5 7 69 50 88 16 60 12
Zn 30 63 4 38 29 86 13 14 59

* Linear and quadratic effects.
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Fig. 2. S/N ratio contour graphs of the CCD model for SP LIBS with the 1064 nm laser.
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For the SP LIBS system operating at 532 nm, the CCD results showed that LE

only affected the responses for B, Fe,  Co, and Zn, with RI of 10,  11,  8,  and 13%,

respectively (Table 2). Among these elements,  Fe presented the highest CV of 64%,

corresponding to the greatest effect of LE. Since the lowest LE value maximized the S/

N ratio for Fe (Figure 3), while for the other elements LE had little or no effect, the

lowest value of LE was adopted as the optimum. An effect of DT was observed for all

the elements (Table 2). Since the lowest value was only indicated for B and Co (Figure

3),  the  highest  value  of  DT  was  adopted  as  optimal.  Among  the  elements  whose

response  was  affected  by  GW  (Table  2),  all  showed  the  highest  response  at  the

maximum value, with the exception of Cr (Figure 3). All the elements showed an effect

of AP (Table 2), with the highest response at the maximum value, with the exception of

Fe (Figure 3). The sum of the interactions between the factors represented less than 10%

for  all  elements,  except  for  Co,  where  the  LE*DT  and  GW*AP  interactions  both

represented 6.5%, and for Cu, where the LE*GW, LE*AP, and GW*AP interactions

represented 14, 8, and 10%, respectively. For the SP LIBS system operating at 532 nm

(Table 2 and Figure 3), the optimized factors were LE = 35 mJ, DT = 1.5 μs, GW = 20 μs, and AP = 10.s, GW = 20

μs, GW = 20 μs, and AP = 10.s, and AP = 10.
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Fig. 3. S/N ratio contour graphs of the CCD model for SP LIBS with the 532 nm laser.
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The optimization  of  the factors  that  influenced the multi-element  analysis  of

sediment by SP LIBS (1064 and 532 nm lasers) showed that in cases where the CV was

less than 10%, the response variation in all the runs did not have a significant effect,

regardless of the combination of values studied for each factor. In LIBS, the breakdown

events dramatically change the spectral line intensities, consequently increasing the CV

of the measurements.  For geochemical  analyses,  CV values between 5 and 20% are

generally  acceptable  [16].  The RI of the factors  studied for each element  helped to

identify the most important variables from the percentage contributions.

For both SP LIBS systems, the lowest LE value was chosen as the optimum,

because  LE in  the  studied  range had little  or  no influence  on  the  S/N ratio  of  the

elements evaluated. Studies have shown that the intensities of the emission lines of the

LIBS  spectrum  increase  with  the  laser  energy,  under  constant  irradiance  [47,48].

However, increasing the intensity of the emission lines can lead to increased noise, so it

is important to evaluate the S/N ratio [41].

For both SP LIBS systems, the highest GW and AP values maximized the S/N

ratio. However, for the 1064 nm laser, the lowest DT value maximized the S/N ratio for

most elements, while for the 532 nm laser the highest value of this factor maximized the

response for most elements. These results were related to the mechanisms of plasma

generation  and  formation.  The  cascade-like  growth  of  the  electron  density  (inverse

bremsstrahlung) is more favorable for longer wavelength lasers [49], while multiphoton

ionization plays an important role for short wavelength lasers [21]. 

3.2 Factors optimization for DP LIBS

Two  26-2 fractional  factorial  designs  were  implemented  for  DP  LIBS  with

different laser sequences (one sequence was 1064-532 nm, and the other was 532-1064
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nm),  for  choosing  the  best  laser  sequence  and  screening  to  discard  non-significant

variables.  The  26-2 fractional  factorial  design  with  the  1064-532  nm laser  sequence

(Table 3) showed that  the  1064 nm LE had no influence  on the S/N ratio,  for any

element, while the 532 nm LE explained at most 10% of the variability (for Fe). The

other  factors  had  greater  effects  on  the  S/N  ratio,  with  effects  ≤43%  for  AP  (10

elements: B, Ca, Co, Cr, Mg, Mn, Na, P, V, and Zn), ≤29% for GW (4 elements: Cr,

Mg, Mn, and Na), ≤66% for inter-pulse delay (ID) (6 elements: B, Co, Mg, Ni, P, and

Zn), and ≤58% for DT (10 elements: B, Co, Cu, Fe, Mg, Mn, Ni, P, Sr, and Zn). The 26-2

fractional factorial design with the 532-1064 nm laser sequence (Table 3) again showed

that the 1064 nm LE had no influence on the S/N ratio for any element, while the 532

nm LE explained at most 20% of the variability (for Zn). The other factors had greater

influence on the S/N ratio, with effects ≤42% for AP (11 elements: B, Ca, Co, Cu, Cr,

Mg, Mn, Ni, P, V, and Zn), ≤41% for GW (4 elements: Cr, Mg, Mn, and Sr), ≤85% for

ID (6 elements: B, Ca, Co, Fe, Mg, and Na), and ≤43% for DT (10 elements: B, Ca, Co,

Cr, Mg, Na, Ni, P, V, and Zn).
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Element
s

26-2 fractional factorial design with the
1064-532 nm laser sequence 

26-2 fractional factorial design with the 532-
1064 nm laser sequence 

CV
(%)

R2

(%)

RI (%) of factors*
CV
(%)

R2

(%
)

RI (%) of factors*

1064
nm
LE

532
nm
LE

A
P

G
W

ID DT
1064
nm
LE

532
nm
LE

AP
G
W

ID DT

B 52 85 5 7 16 57 59 76 15 18 43

Ca 50 43 43 39 96 2 85 9

Co 64 90 3 8 24 55 62 82 8 15 16 43

Cu 27 42 42 28 28 28

Cr 30 47 18 29 24 60 20 18 22

Fe 47 66 10 56 48 32 32

Mg 37 76 34 12 23 7 23 74 37 12 14 11

Mn 40 58 26 19 13 26 58 42 16

Na 65 68 43 25 29 51 29 22

Ni 42 74 66 8 38 53 14 16 23

P 43 74 8 47 19 47 35 19 16

Sr 39 58 58 7 41 41

V 27 18 18 10 41 15 26

Zn 52 88 9 18 46 15 41 63 20 13 30

*Linear effect.

Table 3. Coefficient of variation (CV), coefficient of determination (R2), and relative

importance (RI) for linear effects in the fractional factorial design final models for DP

LIBS.
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The 26-2 fractional factorial design with the 532-1064 nm laser sequence showed

better performance (higher S/N ratios), compared to the 1064-532 nm laser sequence.

This was expected, because the background emission was higher when the 1064 nm

laser was used for sample ablation  [2]. Hence, the 26-2 fractional factorial design with

the  532-1064 nm laser  sequence,  where  the  1064 nm laser  was  used  to  reheat  the

plasma, was optimized using a CCD. 

According to the results obtained by 26-2 fractional factorial design with the 532-

1064 nm laser sequence, the values of the factors that were fixed were chosen, and then

the factors that had the greatest effects on the S/N ratio were optimized through the

CCD. The results showed that for the 26-2 fractional factorial design with the 532-1064

nm laser sequence, the LE for the 1064 nm laser did not influence the S/N ratio for any

element, while the LE for the 532 nm pulse explained very little of the data variability.

Therefore, these two factors were fixed at their lowest values (34 and 35 mJ for the

1064 and 532 nm lasers, respectively) for implementation of the CCD. Higher values of

AP resulted in maximization of the S/N ratio for all the elements influenced by this

factor (with the exception of Ca, for which the RI value was only 2%). In addition, it

was observed that for the SP LIBS system operating with the 1064 and 532 nm lasers,

the highest S/N ratio also occurred at the maximum AP value. Therefore, this factor was

fixed at its highest value (10 accumulated pulses) for implementation of the CCD. Since

the factors GW, ID, and DT had the greatest effects on the S/N ratio, they were selected

for refining the optimal conditions.

In the CCD experiment, Sr presented little variation of the S/N ratio, with CV of

only 2% (Table 4). Consequently, no factor affected the response of this element. GW

only affected the S/N ratio for Cr and Zn (Table 4), both with RI of 9%, so the lowest

value of this  factor  corresponded to its  optimized value.  ID influenced 13 elements
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(Table 4), most of which showed a maximum response at the minimum ID value, except

Ca, Fe, and Mg, for which the intermediate value represented the best condition (Figure

4).  DT affected 8 elements  (Table 4),  of which 5 elements  (N, Co, Ni,  P,  and Zn)

presented a maximum response at the minimum DT value (Figure 4). For Ca and Mg,

the best condition was at the maximum DT value, while for Fe it was at an intermediate

value.  However,  the  CV  values  for  Ca  and  Fe  were  below  15%.  The  sum of  the

interactions  between  the  factors  corresponded  to  less  than  10% for  most  elements,

except  B  and  Fe,  for  which  the  ID*DT  interaction  corresponded  to  2  and  16%,

respectively.  Therefore,  the  optimized  factors  for  DP  LIBS  in  crossed  beam

configuration with the 532-1064 nm laser sequence were as follows: LE (1064 nm) = 34

mJ; LE (532 nm) = 35 mJ; AP = 10; GW = 5 μs, GW = 20 μs, and AP = 10.s; ID = 0.2 μs, GW = 20 μs, and AP = 10.s; and DT = 0.2 μs, GW = 20 μs, and AP = 10.s. 

Table 4. Coefficient of variation (CV), coefficient of determination (R2), and relative

importance (RI) for the linear and quadratic effects in the CCD final models for DP

LIBS.

Element CV (%) R² (%)
RI (%) of factors*

GW ID DT
B 97 99 72 25

Ca 14 95 73 22
Co 113 92 81 11
Cu 16 67 67
Cr 14 72 9 63
Fe 14 72 42 14
Mg 22 83 54 29
Mn 23 80 80
Na 13 42 42
Ni 108 92 72 20
P 67 99 69 30
Sr 2
V 16 83 83
Zn 56 57 9 15 33

* Linear and quadratic effects.

22

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

43
44



Fig. 4. S/N ratio contour graphs of the CCD model for DP LIBS.
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As in the case of SP LIBS, LE in the range studied had little or no influence on

the S/N ratio for the elements evaluated, while the highest AP value maximized the S/N

ratio.  Different  to  SP  LIBS,  the  lowest  GW  value  maximized  the  response.  The

optimized DT for DP LIBS was the same as that for SP LIBS with the 1064 nm laser

(0.2 μs, GW = 20 μs, and AP = 10.s). The maximization of the S/N ratio  at  the lowest DT value was due to the

higher excitation temperature and electron density at the beginning of plasma formation

[2]. For the elements influenced by ID, most presented a maximum response at ID of

0.2 μs, GW = 20 μs, and AP = 10.s, because the plasma absorbed the energy from the 1064 nm laser that reheated the

plasma (second pulse), consequently increasing the temperature of the plasma formed

by the 532 nm laser [50].

4. Conclusions

The  parameters  that  influence  the  qualitative  multi-elemental  analysis  of  a

sediment sample from the Piracicaba River by SP LIBS (1064 nm and 532 nm lasers)

were optimized using a central composite design (CCD) for each system, preserving the

multi-element advantage of this technique. In the data range evaluated, the laser energy

(LE) had little or no influence on the S/N ratio for the elements studied, using both SP

LIBS. Regardless of the system, the maximum accumulated pulses (AP) and gate width

(GW)  values  maximized  the  responses  for  most  of  the  elements  affected  by  these

factors. However, for SP LIBS at 1064 nm laser, the use of the delay time (DT) at its

lowest value maximized the S/N ratio for most elements, while for SP LIBS at 532 nm,

the highest value of this factor maximized the response for most elements.

The 26-2  fractional factorial design for DP LIBS showed that the 532-1064 nm

laser sequence provided the best performance,  so this system was optimized using a

CCD. According to the results obtained by 26-2 fractional factorial design with the 532-
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1064 nm laser sequence, the factors GW, ID, and DT had the greatest effects on the S/N

ratio,  they  were  selected  for  refining  the  optimal  conditions.  Unlike  SP  LIBS,  the

response was maximized at the lowest GW value. The optimized DT for DP LIBS was

the same as for SP LIBS with the 1064 nm laser. For the elements affected by ID, most

presented a maximum response at the lowest ID value.

The DOE allowed describing the combined effects of the factors in the response

using a smaller number of experiments and then saving time and costs, when compared

to the optimization of a factor at a time. The CCD combined with the LIBS technique

proved  to  be  an  excellent  tool  for  optimizing  the  parameters  that  affect  the  LIBS

analysis, and the fractional factorial design proved to be very efficient for screening and

deciding which factors deserve further study.
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