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Abstract 

 An ultrafast X-ray powder diffraction setup for laser-driven dynamic compression has been developed at 

LULI2000 laser facility. X-ray diffraction is performed in reflection geometry from a quasi-monochromatic laser-

generated plasma X-ray source. In comparison to a transmission geometry setup, this configuration allows to probe 

only a small portion of the compressed sample, as well as to shield the detectors against the X-rays generated by 

the laser-plasma interaction on the front side of the target. Thus, this new platform facilitates probing of spatially 

and temporarily uniform thermodynamic conditions and enables to study samples on a large range of atomic 

numbers, thicknesses and compression dynamics. As a proof-of-concept, we report direct structural measurements 

of the bcc-hcp transition both in shock and ramp-compressed polycrystalline iron with diffraction signals recorded 

between 2θ ~30° and ~150°. In parallel, the pressure and temperature history of probed samples is measured by 

rear-side visible diagnostics (velocimetry, pyrometry). 

 

1. Introduction 

 Dynamic compression experiments are increasingly used to determine the properties of solids and liquids 

from few GPa and hundreds of Kelvin up to several TPa and several thousands of Kelvin [1, 2]. However, the 

short time-scales, i.e. from hundred picoseconds to few microseconds, have precluded direct in situ structural 

measurements for a long-time. That is especially true for diagnostics that required the use of X-ray beams, as X-

ray radiography, X-ray absorption Fine Structure (XAFS) or X-ray diffraction (XRD). The latter is particularly 

interesting, since it enables us to study the ionic structural changes in solids without requiring any link through 

complex modules such as ab initio calculations [3-5]. With fast X-ray diffraction, one can thus have access directly 

to the dynamical phase diagram of materials, identify their melting curves, or even study the dynamic evolution 

of their different phase transitions.  

 During the last two decades, the development of intense pulsed ultrafast X-ray sources at synchrotron 

facilities or the rise of X-ray free electron lasers (XFEL), coupled with small gas-guns or multi-joule nanosecond 

lasers, have enabled direct probing of the structure of dynamically compressed matter up to a few Mbar [6-15]. 

Nevertheless, while these facilities benefit from very intense, ultrashort, monochromatic X-ray sources, they do 

not have the drive capabilities of large gas-guns, Z-machines, or (multi-)kilojoules laser facilities yet, in terms of 
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energy and pulse shaping. Indeed, this type of facilities are the only tool today to get important data, including 

equation of state and structural information, in the range of multi-Mbar and temperatures ≈ 0.1-1 eV, of interest 

for Warm Dense Matter and planetology studies [16-18], as well as for phase transition dynamics studies under 

high pressure ramp compression [19-21]. 

 For this reason, laser-based plasma X-ray sources have been developed in large laser facilities. The 

interaction of a (sub-)nanosecond laser pulse at intensities on target of typically 1014-1017 W/cm2 with a solid target, 

usually referred as backlighter, produces a plasma emitting quasi-monochromatic hard X-ray radiations (Heα, Kα) 

due to electronic transitions [22-25]. Synchronization and collimation of this bright spherical emission with 

dynamic compression allows performing in-situ ultrafast X-ray diffraction of stressed samples. These samples can 

be compressed via either shock or ramp loading, and its hydrodynamic conditions (pressure and temperature) 

measured by velocity interferometer system for any reflector (VISAR) [26] and streaked optical pyrometer (SOP) 

diagnostics [27]. X-rays passing through the sample are then diffracted if they satisfy Bragg’s Law: λ = 2dsinθ, 

where λ is the X-ray wavelength, d is the interplanar lattice spacing, and θ is the angle between the incident beam 

and the lattice plane. Diffracted X-rays are finally recorded on X-ray detectors such as imaging plates, which are, 

in addition to being practical to use, adaptable in size, relatively inexpensive, usable over a wide energy range, 

and resistant to radiation, electromagnetic pulses and debris [28-30]. 

 The development of such X-ray diffraction techniques under in-situ dynamic loading on laser facilities 

began just over twenty years ago [31, 32]. The first schemes were simply composed of image plates surrounding 

the compressed target, as illustrated in Figure 1.a. These experiments succeeded to collect diffraction signal from 

highly diffracting single crystal then polycrystalline shock-compressed materials up to few tens of GPa [33-35]. 

Nevertheless, at higher pressure and temperature, the rapid increase of X-ray noise from the drive plasma makes 

detection of diffracted photons from the sample more challenging. Indeed, the incoherent scattering from the laser-

ablated plasma cannot be neglected anymore, and disturbs severely the collected signal. Moreover, in transmission 

schemes, because of both the higher velocity of the shock and the quicker release of the shock-compressed 

samples, the time duration of the X-ray probe must be short enough to avoid integrating inhomogeneous 

hydrodynamic conditions, which is not the case with ns time scale sources. That is why other diffraction schemes 

were designed these last years to overcome these issues, and to obtain data at higher pressures in homogeneous 

hydrodynamic conditions. 

 

Figure 1: Different experimental setups for laser-driven dynamic-compression experiments with X-ray diffraction. 

The main target, which contains the sample, and the backlighter target are represented in sky blue and in brown 

respectively. Driver, backlighter and VISAR probe beams are represented in blue, red and green respectively. 

Diffracted black lines are printed on pink imaging plates. In the scheme a), adapted from [33], X-rays scattered 

by the sample are directly recorded on image plates that surrounded it. This scheme is reproduced with permission 

from Phys. Rev. Letters, 95 (2005). Copyright 2005, American Physical Society. In the scheme b), adapted from 

[36], X-rays, which are diffracted by the rear side of the shocked sample, are selected in energy thanks to an 
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analyzer crystal. In the scheme c), adapted from [39] with the permission of AIP Publishing, diffracted X-rays 

passing through the main target are recorded in a shielded box. In each scheme, a VISAR laser probe is focused 

onto the rear surface of the target package to measure or deduce the probed hydrodynamical conditions.  

 

 The coupling between a large analyzer crystal and a gold shielding, as illustrated in Figure 1.b, allowed 

increasing the signal-to-noise ratio by separating coherent from incoherent scattering and direct radiation from the 

drive-laser sample interaction [36]. The use of such an angle-resolved Von Hamos spectrometer could significantly 

reduce the uncertainties in identifying the elastic signal contribution, and thus increase accuracy in structure 

determination of materials shock-compressed over hundred GPa. Moreover, in this reflection geometry, 

adjustment of the sample thickness and of the pump-probe delay allowed to control accurately the pressure and 

temperature conditions, despite the low temporal resolution of few ns. Indeed, the diffracted X-rays collected by 

the crystal came mostly from the first microns of the target’s rear side, which are unshocked before being 

homogeneously compressed. Nevertheless, this technique can only collect diffracted signal over a limited range 

of (2θ, ) angles. This considerably limits the nature of the studied materials, which can only be polycrystalline. 

In the same spirit, a diffraction device spectrally resolved by utilizing single photon counting techniques associated 

with a white X-ray source has also been proposed [37] and tested at low pressure [38] in order to separate coherent 

from incoherent scattering. However, such a device has similar limitations to the previous setup since it does not 

have resolution according to the azimuthal angle .    

 Nowadays, a fully-shielded version of the first diffractometer is now routinely used at Omega and NIF 

laser facilities, as shown in Figure 1.c [39, 40]. This diagnostic, which works in transmission geometry, i.e. with 

the backlighter placed on the drive laser side of the target, has made it possible to extend studies to TPa pressures 

[41-47]. In this configuration, without any X-ray collimator than the pinhole placed directly on the main target, 

the diffracted signal includes structural information of the entire target depth. This implies that thermodynamic 

conditions have to be homogeneous in the whole volume of the sample during X-ray probing. That is why this 

platform is essentially used to study ramp-compressed thin sample, surrounded by diamonds anvil, whose 

compression state could be steadied during few ns. However, this may be an issue for time resolved studies, or for 

associating a given structure inferred from XRD to a particular time of the compression history. Moreover, hard 

X-rays produced by the ablation coronal plasmas of both targets cannot be completely blocked by the main target, 

which must at least be transparent to the probing X-ray. This means that diffracted measurements are inevitably 

disturbed by a diffused hard X-ray noise, not to mention that the extremely bright 0-order is directly collected by 

the image plates. In such large multi-beam facilities as Omega and NIF, these problems are overridden by the use 

of very bright laser-plasma X-ray source, or by limiting the peak intensity and thus peak pressure to reduce X-ray 

emission in the ablation plasma. However, it is not solved for the study of weak diffracting or strong X-ray 

absorbing materials, or to extend these studies to smaller laser facilities.  

 In order to overcome these various limitations, we coupled the two last techniques described above, i.e. 

we worked on a shielded device allowing to directly recover the diffracted signal in a reflective configuration. 

Although this configuration is technically more complex to set up than the transmission one in terms of alignment 

and pump-probe synchronization, as it requires a perfect thickness characterization of the main target, it has several 

advantages. First, it allows to get rid of the corona noise by inserting a shielding high-Z material directly in the 

main target, and thus theoretically to gain in signal-to-noise ratio on the detectors. In the same way, the reflection 

geometry prevents the 0th-order incident X-ray beam to saturate the detectors as it goes out of the diffractometer. 

Moreover, it enables us to study phase diagrams and dynamics of phase transitions with different compression 

dynamics like shock, multi-shock and ramps as we can avoid probing the whole depth of the sample by adapting 

the X-ray penetration depth through the X-ray energy. Finally, this technique also allows us to work with heavy 

samples thicker than few microns on more modest laser facilities, which would not be possible with a transmission 
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configuration because it would require a too intense X-ray source. To the best of our knowledge, a single study 

has recently collected powder diffraction data in a similar configuration on the ORION laser facility, in order to 

study the elastic-plastic transition of vanadium [48]. However, this study was carried out at relatively modest 

pressures, up to 70 GPa, and highlighted the difficulties in determining the precise positions of the diffraction lines 

at such pressures because of the increase in their width and of the diffuse background signal.  

 In the following, we present the ultrafast X-ray diffraction platform developed at LULI2000 laser facility 

using reflection geometry and which is also being studied to be used on the Laser MegaJoule facility. In particular, 

we detail in Sec. 2 the overall experimental design (Sec. 2.1), the detailed characteristics of the X-ray 

diffractometer (Sec. 2.2) and of the generated X-ray sources (Sec. 2.3), as well as the performances that can be 

achieved with the diffraction setup (Sec. 2.4). The observation of the iron - transition in both shock and ramp-

compressed iron is then presented in Sec. 3, demonstrating the capabilities of such an experimental platform. 

 

2. Experimental setup 

2.1. Overall experimental design 

 Experiments were performed at the LULI2000 laser facility at the Ecole Polytechnique. LULI2000 is a 

two independent green beam (527 nm) laser capable of delivering 500 J/beam with adjustable temporal pulse 

shaping between 0.5 and 15 ns. The global experimental scheme shown in Figure 2.a follows classical diffraction 

schemes previously exposed.  

 One of the long-pulse lasers was focused on the main target, which is directly mounted on the 

diffractometer, to launch a shock or ramp-compression wave, bringing the sample to the desired high pressures 

and temperatures. This beam was spatially smoothed using a hybrid phase plate producing a flat top focal spot of 

1300 µm diameter to remove large-scale intensity modulations and to obtain a uniform compression in the 

transversal dimension. The second, shorter, laser beam (0.5 to 1ns pulse duration) illuminated backlighter targets 

of V, Fe or Cu to create a quasi-monochromatic X-ray source of Heα emission between 5 and 9 keV. The X-ray 

energy is chosen according to the studied material, as well as to the target geometry. The best irradiation conditions, 

in terms of spot size, intensity and backlighter configuration, will be discussed in Sec. 2.3. This emission was 

spectrally monitored by a Von Hamos-type spectrometer for each shot.  

 Two VISAR operating at 532 nm and 1064 nm were used to monitor the thermodynamic state of the 

sample. Depending on the target geometry and of the compression method used, this system can possibly measure 

the velocities of the compression in the sample, on its release, or via a window material, as described in Sec. 3. 

Moreover, an SOP system can collect the time-resolved optical radiation emitted from rear side of the studied 

sample. The short acquisition time requires a sufficient high photon flux to exceed noise level and thus a minimum 

sample temperature, typically over a few thousand Kelvin. Temperatures can then be extracted thanks to an 

absolute calibration or by comparison to a calibrated standard, like α-quartz.  

 As stated in the introduction, the main problem of an X-ray diffraction experiment performed on a laser 

facility is to observe diffracted signal from a homogeneously-compressed studied sample above the parasitic X-

ray background. This one is generated both by the expanding plasma of the backlighter target, by the corona 

emission of the main target and by the diffraction/scattering of all this radiation through different components of 

the experiment other than the sample.  

 In order to improve the signal-to-noise ratio of the experimental set-up, as detailed in the following section, 

a specific strategy was adopted. We first focused on improving the diffraction signal from uncompressed materials 

and eliminating the maximum amount of spurious radiation by improving the device geometry, alignment, 

shielding, and optimizing the X-ray source. We then evaluated the additional noise introduced into the device 
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during the compression of the main target and shielded the target and its support to reduce it as much as possible. 

Note that the level of this noise differs depending on the composition of the main target and the compression 

technique used. The results of these studies are presented in the following of this article.  

 

Figure 2: a) Schematic cross-section of the X-ray diffraction setup at LULI2000 laser facility in reflection 

geometry. The incident plasma-based ultrafast X-ray Heα emission is generated by interaction of the backlighter 

beam with a V, Fe or Cu foil, spatially filtered by a WC collimator and characterized by a Van Hamos-type 

spectrometer. The driver beam produces the dynamic compression. The diffracted X-rays with 2θ ranging between 

30° and 150° are collected on five image plates (IP) enclosed into a WC-shielded box. Hydrodynamic conditions 

are measured through typical optical diagnostic (Doppler interferometry and pyrometry). b) 3D CAD view of the 

diffractometer, which is aligned in the LULI2000 experimental chamber thanks to a classical three axes / three 

angles positioner.   

 

2.2. Diffraction in reflection geometry 

 The chosen reflection geometry allows a minimum collection 2θ-angle of 30°, which corresponds to the 

angle between the direct X-ray axis and the front side of the box. Indeed, the rear surface of the main target, 

supported by a plastic ring and enlarged in Figure 2.a for easier reading, is completely cleared laterally to prevent 

any X-ray diffracted signal coming from the sample support itself. Note that this angle is very close to the minimum 

angle of detection of the transmission diffractometer used on the OMEGA facility (25°), as the very bright 0-order 

does not allow access to information below this angle [39, 40]. In addition, the reflection geometry gives access 

to larger diffraction angles 2θ than can be achieved with the transmission configuration. In principle, it allows the 

observation of diffracted signals up to 150° without being hindered by the collimator structure, and could even go 

as high as 170° by reducing its size. 

 For external X-ray shielding, but also for robustness, the entire external structure of the diffraction box is 

made of 2 mm tungsten carbide (WC). In order to prevent any light leakage, the six independent plates are 

interlocked by means of a system of grooves such that there is always at least 1 mm of material everywhere 

between the outside and the inside of the box. The box is mounted on a classic tri-axis and tri-angles system, as 
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seen in Figure 2.b, and aligned with the backlighter using a laser diode to materialize the direct X-ray axis. As this 

alignment is delicate, it cannot be re-performed between each shot without reducing the repetition rate. Thus, it is 

necessary that the structure composed of the front face and the side face supporting the collimator, which are 

defining axis of the X-rays, is completely fixed during the entire experiment. To achieve this, we have ensured 

that the system of five detectors (image plates) and associated plastic filters, which are amorphous and produce no 

diffraction lines, is integrated into a second internal structure that is integrally attached to the rear face of the 

shielded box. It is only the rear side of the box that is removed between shots, like a drawer. For readability reasons, 

this internal structure is not shown in Fig. 2.a. Furthermore, the positioning of the diffraction box on its support is 

rechecked with an accuracy better than 0.1° before each shot using a simple system consisting of a second laser 

diode, a fixed spatial reference and a mirror integrated throughout the campaign on the front face of the 

diffractometer, as shown in Figure 2.  

 The collimator is also made entirely of tungsten carbide. This single-block piece fits perfectly the internal 

shape of the case and is held on it with two short, non-through screws. This keeps a minimum thickness of 5 mm 

of material between the backlighter and the main target outside the hole. Three double-cone collimators, such as 

the one shown in Figure 2.a, were used in our experiments, with holes of diameters 300, 350 and 550 µm 

respectively, depending on the desired angular broadening, on the diffraction efficiency of the study sample, and 

consequently on the size of the area of the main target to be probed. In this configuration, this one is directly related 

to the magnification factor correlating the distances {sample-collimator}, close to 10 mm, and {backlighter-

collimator}, which can be chosen and was typically 10-20 mm in our experiment. This geometry has been 

developed to avoid as much as possible that X-rays originating directly from the backlighter diffract on the 

collimator itself, compared to more classical pinholes tested in our first experiments.  

 Unprotected, a plasma plume created by the interaction of the backlighter beam with the backlighter 

sample penetrates into the diffractometer through the collimator. This plasma, still hot, then generates parasitic 

soft X-rays on the detectors, since the detectors integrate temporally the entire signal they receive during the whole 

experiment. To avoid this, a system of three successive filters made of 100 µm of black plastic is arranged upstream 

and downstream of the collimator. The same applies to the plasma expanding outside around the box: this one 

generates radiation penetrating through the hole on the rear side designed for the visible diagnostics. Two 

countermeasures have been adopted to cut off this radiation completely, as shown in Figure 2.a: a blocker aligned 

with the rear side of the box physically stop the plasma expansion and a 4 mm-thick optically transparent plastic 

window covers the entire hole absorbing soft x-rays without restricting optical diagnostics. 

 Finally, in order to attenuate as much as possible the X-rays produced by the interaction of the driver beam 

with the main target, we have directly included in the latter a heavy material layer if the intrinsic absorption of the 

sample is not sufficient. Typically, a few microns of gold are sufficient for the different compressions tested on the 

LULI2000 facility and explained in Section 3. In addition, as mentioned before, we have positioned this target on 

a thick plastic ring, very easily repositioned between shots. The internal hole of the cone has a diameter of 2 mm, 

and the minimum material thickness at the edge of the hole is 350 µm. The use of such a pinhole allows to filter 

efficiently (transmission coefficient <10-3) soft X-rays up to more than 5 keV, while avoiding to generate additional 

radiation. At last, to ensure that no radiation can pass laterally if the first microns of the target are transparent to 

soft X-rays, an additional plastic washer, similar in height to the target, surrounds the target. 

 

2.3. X-ray source 

 The geometry of our diffractometer allows studying the phases of crystalline materials with the Debye-

Sherrer method [3-5]. The X-ray source associated with this technique must then have sufficiently short emission 
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time and small source size, as well as be as bright and as monochromatic as possible. Indeed, a spatially or 

spectrally too wide X-ray source reduces the angular resolution of the diffractometer, and even adds a parasitic 

diffraction signal. Moreover, an intense and badly filtered continuum X-ray radiation background associated with 

a dim source leads to a decrease in the signal-to-noise ratio, and consequently to difficulties in discerning the less 

intense diffraction lines.  

 On laser facilities, two processes for generating X-rays can be used to meet these specifications: Kα and 

Heα radiation, produced by the interaction of a short and intense laser with a metallic target, whose atomic number 

defines the radiated wavelength [22-25]. 

 The first process, based on collisional ionization of the K-shell of the target material followed by radiative 

de-excitation, requires very high intensities to generate a large number of energetic electrons propagating into cold 

sample layers, and is achieved by using picosecond lasers. It thus has the advantage of being very short in time 

compared to the compression time of the studied samples. Nevertheless, as presented in previous studies, the use 

of an intermediate-size laser, such as PICO2000, does not generate a source bright enough to obtain a diffracted 

signal that can be well exploited on polycrystalline materials [36]. However, the use of a more powerful laser, such 

as PETAL or ARC, would meet this need [49].  

 Consequently, we have chosen the second process, i.e. Heα emission, which generates a higher number of 

photons for the same X-ray energy [50]. This approach is similar to what is done in other diffraction experiments 

mentioned in the introduction. For this purpose, we focused a ns-laser pulse (0.5 to 1.0 ns), capable of delivering 

500 J at 527 nm onto the backlighter target, on a focal spot of few tens of µm in diameter and thus obtain intensities 

up to few 1016 W/cm². The interaction produces a hot ablation plasma where atoms are ionized to a He-like state 

with two bound electrons and are excited by collisions. The excited states relax through radiative emission, called 

He radiation. In such a process, temporal emission of X-rays closely follows that of the laser pulse [23].  

 As in any diffraction experiment, the choice of the wavelength, and therefore of the backlighter material, 

must take into account the detectability of the lattice d-spacings over the detection range [30°-150°]. This then 

implies using typical energies from a few keV up to ten keV. Typically, in most previous studies, X-ray sources 

have been produced by irradiation of Cu, Fe or Ge foils, respectively leading to complex Heα emission centered 

around 8.4, 6.7, and 10.2 keV. A detailled characterization of these laser-based plasma sources at Omega laser 

facility with I~1014-1016 W/cm2 have been recently reported in [25]. However, unlike the transmission 

configuration, our precise choice of the X-ray source wavelength is not motivated by the fact that a non-negligible 

part of the X-ray source must pass through the entire sample. On the contrary, it allows us to choose the thickness 

of the material of interest that we wish to probe, taking into account the absorption of the window material if it 

exists. It is then possible to diffract from a very thin layer of the sample in order to increase the homogeneity of 

the probed conditions, if this material diffracts sufficiently. On the other hand, if the material diffracts poorly, it 

will then be judicious to increase the penetration length. Note that these last remarks also apply to the transverse 

dimension and can help to choose the adequate size of collimator. 

 At LULI2000 facility, we have mainly worked with V, Fe and Cu backlighters, with the aim of generating 

X-ray sources close to 5.2, 6.7 and 8.4 keV respectively, which we consider interesting to probe a large number 

of different materials with different experimental strategies. The example of a typical X-ray spectra obtained by 

the interaction of the intense laser LULI2000 (I ≈ 2.1015 W/cm²) with Fe and V backlighter targets and measured 

with the Von Hamos spectrometer, whose spectral resolution is close to 5 eV, are presented in Figure 3.a and 3.b 

respectively. It is notable that the emission spectra are largely dominated by the Heα emission and presents similar 

intensity ratios between the different emission lines as those obtained at the Omega facility for comparable 

irradiation intensities in the case of iron [25]. From gaussian fits to the measured He emission of Fe and V, we 

obtained He energies of 6680 eV (FWHM of 74 eV) for Fe and 5185 eV (FWHM of 58 eV) for V. However, even 
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8 

 

by reducing their relative intensities by modifying the laser intensity, we could not remove the presence of other 

lines (mainly K and Ly). Moreover, our spectrometer could not monitor more energetic lines (mainly He, He 

and He that present the highest relative intensities after the He emission). The advantages and disadvantages of 

these annexed emission lines on the spatial calibration and resolution of the diffractometer are discussed in the 

following section.   

 

Figure 3: Spectrometer data for typical shot using a Fe (a) and V (b) foil as backlighter. The emission spectra are 

largely dominated by the Heα emission and present the same intensity ratios between the different emission lines 

as those obtained at the Omega facility for comparable irradiation intensities in the case of iron [25]. The energy 

of the Heα complex is fitted by a gaussian whose maximum position is used as the dominant wavelength for the 

diffraction analysis. The corresponding Full Width of Half Maximum (FWHM) is used to evaluate the spectral 

resolution in section 2.4. c) Evaluation of the best irradiation conditions of the Fe backlighter to maximize the 

diffracted signal to background, by modifying the laser intensity, the shape and orientation of the backlighter, the 

collimator diameter (Φcoll), as well as the distance of the backlighter from the main target (δ). The loss of SNR is 

evaluated in relation to the shot that gave the best results, i.e. at about 2.1015 W/cm². 

 

 We also sought to optimize the scattering efficiency of the experimental setup by modifying various 

parameters of the interaction, such as the laser intensity (focal spot size, energy, and pulse duration), the shape and 

orientation of the backlighter target, and the distance between the backlighter target and the main target. For this 

purpose, we evaluated the diffracted signal-to-background ratio of different diffraction lines of a polycrystalline 

undriven tin foil. The conclusions of this statistical study are shown in Figure 3.c, in the case of a Fe backlighter 

target. Each point presents this ratio normalized by the one corresponding to the best results, i.e. at about 2.1015 

W/cm², and results from about twenty comparison points at different locations of the diffractometer, and thus on 

the different detectors. Error bars are used to judge the dispersion of these measurements.   
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9 

 

 A number of clear conclusions emerge from this study. First, there is an optimized intensity reducing the 

diffracted signal-to-background, close to few 1015 W/cm². This value is not surprising since it seems to be very 

close to the intensity that maximizes the conversion efficiency of laser energy into K-band X-rays (about 2%) in 

the case of iron [24,25]. It should therefore be adapted according to the chosen wavelength, since the peak 

conversion efficiency decreases with increasing atomic number. Second, it does not seem useful to orientate the 

edge of a foil, or even a wire, towards the collimator to improve the quality of the experimental set up: the use of 

a sheet positioned as shown in Figure 2, i.e. to orientate the specular direction towards the collimator, allowed to 

obtain the best signal to background ratio. Such a geometry is, moreover, easier to align. Third, increasing the 

distance between the X-ray source and the diffraction box reduces the intensity of the background noise. This 

could be explained by a lower X-ray re-emission of the diffraction box materials located very close to the source. 

With the alignment system available at the LULI2000 facility, the maximum accessible distance between the two 

targets is close to 30 mm. This is the distance we have retained for our experiments. Finally, it should be noted 

that the use of either collimator (with diameter of 350 and 550 µm tested here) does not alter the quality of the 

resulting diffracted signal. 

 

2.4. Diffractometer performances 

 In this section, we evaluate the performance of the diffractometer and describe our analysis protocol. To 

illustrate this, we rely on the XRD performed on an undriven target composed of 5 µm of bismuth followed by 20 

µm of diamond, obtained with a V backlighter. This example constitutes a typical test for the diffractometer: 

bismuth at ambient condition has a trigonal structure (space group R-3m #166) resulting in many diffracting (hkl) 

planes and diamond is standard window material in shock experiments with reasonable transmission at 5.2 keV. 

Moreover, the interaction of the intense laser with a V backlighter can produce an X-ray source with several 

emission lines, as seen in the previous section, which adds difficulties in the analysis. We have therefore 

characterized the performance of the diffractometer in non-optimal conditions. 

 

2.4.1.  Detailed geometry and spatial dispersion 

 

    
Th

is 
is 

the
 au

tho
r’s

 pe
er

 re
vie

we
d, 

ac
ce

pte
d m

an
us

cri
pt.

 H
ow

ev
er

, th
e o

nli
ne

 ve
rsi

on
 of

 re
co

rd
 w

ill 
be

 di
ffe

re
nt 

fro
m 

thi
s v

er
sio

n o
nc

e i
t h

as
 be

en
 co

py
ed

ite
d a

nd
 ty

pe
se

t. 
PL

EA
SE

 C
IT

E 
TH

IS
 A

RT
IC

LE
 A

S 
DO

I: 1
0.1

06
3/5

.00
20

26
1



10 

 

Figure 4: Diffracted raw data collected by the five image plates positioned inside the shielded diffraction box, 

obtained on an undriven Bi/Diamond target with a backlighter of Vanadium. The red crosses indicate the lower 

left corner of each IP as seen from the target. These IP are labelled (T)op, (B)ottom, (L)eft, (R)ight and (V)isar. 

 

 First, let us go back in detail to the geometry of the diffractometer. Figure 4 shows the position of the five 

detectors (IPs) placed on all sides of the box, except the target side, and they corresponding labels (L, T, B, V, R). 

The diffracted rays are collected between 2 ≈ 33° and 152° and  ranging from -95° to 93°.  

 More precisely, as detailed in Figure 5, L collects the lowest diffraction angles (2 ≈ [33°,88°]) followed 

by T, B, V and D that respectively cover 2-ranges of [46°,128˚], [53°,123°], [90°,132°] and [128°,152°]. In 

particular, in order to obtain two different powder signals on T and B, these being located symmetrically on both 

sides of the x-axis, we have deliberately distanced them differently from the diffracting sample. This vertical 

asymmetry allows to make a compromise between a higher signal for the closest IP (T) and a lower background 

noise for the furthest one (B).  

 The azimuthal coverage of the diffractometer ranges between less than 100° at 2 < 50° and 2 > 125° 

to almost 180° around 2 ≈ 105°. However, it should be noted that such coverage is smaller for small 2 than 

what can be achieved in transmission geometry. This could be a limitation when studying textures or structural 

information strongly dependent on the azimuthal angle. 

 Finally, the intensity loss due to spatial dispersion is also shown in Figure 5 and is similar to the one 

observed on raw data: the intensity of diffracted X-rays remains constant along the z-axis for L, V and R, and 

clearly decreased by moving away from the target along the x-axis. This is clearly visible on T and B.    

 

Figure 5: Effect of the spatial dispersion on each detector, oriented as seen from the target point of view. Each 

curve corresponds to the section of a diffraction cone coming from the centre of the sample with the detector. 

These diffraction cones have been simulated from an input 1d-spectrum composed of gaussian peaks separated by 

5˚ in 2, with maximum intensities of 1 and FWHM of 0.2˚. These last values have been arbitrary chosen for 
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clarity. The corresponding 2-values are given on each detector. The intensity loss due to spatial scattering is also 

shown in the figure and is similar to the one observed on raw data.  

 

2.4.2.  Calibration, projection and correction 

 The diffraction geometry, i.e. the transformation of the detector cartesian (x,y) coordinates into the 

diffraction polar (2,) coordinates, is described using the formalism employed in the pyFAI package [51-53]. For 

a given wavelength, the position of one detector is defined by one distance, two coordinates in the detector’s plane 

corresponding to the point of normal incidence of the X-ray source (PONIs), and three rotations. This Python 

package is developed by the European Synchrotron Research Facility and commonly used on synchrotrons, which 

allows the comparison of the diffraction data obtained on different facilities.  

 For a given detector, its size and its theoretical position in the diffractometer constrain the six calibration 

parameters. While this absolute description does not account for shot-by-shot variations of the experimental 

geometry, it allows defining acceptable ranges of values for the calibration parameters. These parameters are 

refined for each shot using internal calibration based on diffractions lines of undriven parts of the target. Then, 

refinement of the calibration, 2D-regrouping, i.e. projection of the images into the (2,) plane, and azimuthal 

integration are all performed with pyFAI, assuming a monochromatic X-ray source at the average energy of the 

He emission ray of the corresponding backlighter. 

 Obtaining reference diffraction lines is then essential for a good calibration and different strategies allow 

to obtain this signal: 1) the transverse area probed by XRD is larger than the one compressed, which allows 

collecting diffraction lines from the uncompressed part of the sample; 2) efficient design of the pump-probe delay 

and consideration of the absorption length of the target allows probing both uncompressed and compressed 

material in time; 3) Multiple emission lines of the X-ray source can be advantageous if highly diffractive control 

materials are used, as it multiplies the number of usable calibration lines. The first option relies on a very good 

estimation of the sampling area, given further in the text. The second option is based on careful pump-probe timing 

and may require some preliminary shots. The third option adds difficulties in the analysis by adding diffracted 

lines coming from different X-ray energies. However, a simple trick allows transforming these additional lines 

back to the monochromatic framework of pyFAI: the diffraction lines of a calibrant’s (hkl) plane originating from 

other emission rays than the He can be transformed into “fake (hkl) planes” with apparent d-spacings at the He 

wavelength. Such “fake” planes can then be added in calibration files used by pyFAI either by using the tabulated 

energies of the X-ray emission lines, or by using their energies measured directly with a spectrometer, or even 

indirectly via the diffractometer previously calibrated by a target whose constituent phases are well known. In the 

same manner, calibration files mixing planes belonging to different materials can be built (e.g. the sample and 

window material). 

 It is important to note that aforementioned calibrations are done in the same transversal plane, i.e. on the 

last µm of the studied target. This differs from transmission geometry experiments, which use the diffraction signal 

from thick partly compressed pinhole for calibration, and must consequently take into account of volume effects. 

However, in all cases, the design of the target and the nature of the backlighter should offer a reasonable number 

of calibration lines to minimize the overlap with the diffraction signal of interest.  

 After calibration, unwanted parts of the images are eventually masked and the intensity of each pixel is 

corrected for the solid angle dispersion discussed in the previous section. We do not correct the intensities for the 

efficiency variations of the IP due to the incidence angle of the incoming X-rays. Indeed, the maximum incidence 

angle in the present diffractometer is ~72˚, which results in negligible change in sensitivity of the IPs in the 5-10 
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keV range considered here [40]. Finally, the images are projected into the (2,) plane and azimuthal integration 

is performed. 

 

2.4.3.  Analysis illustration 

 In the following, we apply the previous analysis to the complex case of the diffraction of multi emission 

line X-rays on a target composed of bismuth followed by a diamond window (raw images in Figure 4). 

 The result of this analysis is shown in Figure 6. The spatial calibration was performed by using the multiple 

diffraction lines from the (111) and (220) planes of diamond resulting from the polychromaticity of the V source 

(method 3). Diffraction lines from the diamond are easily recognizable as they present a granular aspect made by 

the individual spots from each crystallite that composes the window. The strongest lines associated with the Heα 

emission (average wavelength measured at 2.3912 Å; see Figure 3) are marked by pale red areas in Figure 6 (the 

mean 2-angles are shown as red lines). Additional lines associated with He (1.9482 Å), Heβ (2.0459 Å) and Lyα 

(2.2867 Å) emissions are respectively shown as yellow, green and blue. The comparison of the integrated spectrum 

(lower panel in Figure 6) with the expected positions of the (hkl) planes of Bi-I at ambient conditions (solid blue 

lines, space group R-3m #166 described considering rhombohedral axes [54]) validates the calibration procedure. 

We note that the 2-position uncertainty induced by the calibration procedure depends on the number and the 

distribution of the calibration lines on a given detector. However, by repeating this procedure several times on the 

different detectors, we estimated the resulting uncertainty on 2-angle is ~0.15˚.  
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Figure 6: Projected data of figure 4 into (2θ-) space (upper panel) and the corresponding azimuthal integration 

(lower panel). Theoretical diffraction lines from Heα source of V for Bi-I and diamond at ambient conditions are 

shown in blue and red, respectively. Only the most intense Bi-I (hkl) planes have been labelled. The coloured areas 

show the position of the diamond diffraction lines and their colour refer to the corresponding emission line of V 

(yellow: He; green: Heβ; blue: Lyα; red: Heα). Moreover, parasitic signal from WC collimator is shown by the 

orange squares.  In the lower panel, the black and grey lines correspond to the azimuthally integrated spectra 

respectively with and without the solid angle correction of the intensities. The blue (red) vertical lines show the 

expected positions for the (hkl) planes of Bi-I (diamond) and their relative intensities, considering a 

monochromatic source at the V Heα wavelength. Some Bi-I (hkl) planes affected by the Heβ of the V source are 

showed by green symbols. Each symbol refers to a considered (hkl) plane, which is marked with red symbols in 

the case of diffraction by Heα emission. Note that some point over- or under-intensities coming from the filters or 

the scanner have been masked prior integration, as it is visible on the upper panel. Moreover, to avoid any 

artificial peaks or discontinuities due to slight background differences, we have masked some interface regions 

between IPs on the integrated spectrum. 

 

 In this particular case, we note that the polychromaticity of the X-ray source (Heβ emission) is also visible 

in the Bi-I diffraction signal as shown by the color symbols in Figure 6, each symbol being associated with a given 

(hkl) plane of Bi-I. Such a weak diffracted signal could be suppressed with the help of filters placed in front of the 
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IPs and composed of materials with carefully chosen absorption edges, since the energy of the Heβ emission is 

much higher than that of the Heα emission. However, these signals disappear as soon as the signal-to-noise ratio 

decreases. This is naturally the case when studying compressed materials.   

 Then, we notice that the solid angle correction of the pixel intensities has its largest effect below 2 = 60˚ 

in the integrated spectrum (difference between the gray – no correction – and black – correction – curves in Figure 

6). 

 Moreover, we note that additional broad diffraction lines with a different geometry appear on the detectors 

T, B and L between 2 ≈ 80° and 90°. This interfering signal, highlighted by orange squares in Figure 6, comes 

from the diffraction of the WC collimator, and therefore a different source point from the sample. It will be 

eventually removed in the next versions of the diffractometer. In spite of this technical defect present on a restricted 

area of the diagnosis, this example demonstrates that it is possible to study multi-µm thick heavy materials such 

as bismuth on LULI2000-type laser facilities, which would not have been possible by using diffractometer with 

transmission geometry due to the X-ray opacity of such a heavy material at an X-ray energy allowing to correctly 

separate its numerous diffraction lines of interest.  

 Finally, we notice that the diffraction lines widen with increasing 2-angles. This is clearly visible on the 

diamond calibration lines. This can be explained by the intrinsic instrumental broadening of our diffractometer, 

detailed in the following section. 

 

2.4.4.  Instrumental broadening 

 The total angular instrumental broadening instr of the diffractometer is limited by the non-infinitely fine 

spectrum of the X-ray source, by the non-finite size of the area probed by the X-ray source, as well as by the spatial 

resolution of the detectors. In the following, we always consider σ as the FWHM of the different broadening 

functions.   

 The first component results from the spectral width of the considered emission rays, i.e. of the Heα line in 

our case. This is essentially due to the multiple Heα lines, which are typically separated by 0.5% in energy. More 

precisely, considering such a spectral width  around a given wavelength , the spectral resolution has been 

detailed in [37] and can be approximated by: 

𝜎𝑥−𝑟𝑎𝑦(2, ) =  
2 𝜎 tan(𝜃)


 (1) 

 This results in an increasing broadening with increasing 2, and becomes predominant with respect to the 

other effects mentioned above, especially above ≈ 80-100°. In the example presented in Figure 7, the V He- 

emission line at  = 2.3912 Å has a spectral width  ≈ 0.0267 Å (see Figure 3), this results in a spectral broadening 

of x-ray = 0.89° for the (111) diffraction line of diamond at 2 = 70.73° and x-ray  = 3.67° for the (111) diffraction 

line of diamond at 2 = 141.89°.  
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Figure 7: On the left: Angular broadenings due to the spectral width of the He- emission lines, as a function of 

the diffraction angle 2. Such an effect become the predominant effect for line-broadening at large 2-angle. On 

the right: maximum angular broadening of each IP, as a function of the diffraction angle 2. These values are not 

limiting in our experiments. 

  

 Regarding detectors, we used FujifilmTM BAS–MS imaging plates (IP’s), which were read with a 

TyphonTM FLA 7000 scanner with a L5 dynamic range, a pixel size of 50 m and sensitivity S10000. We can 

consider that such detectors have a spatial resolution close to 250 µm [29]. By 3D projection, we can then go back 

to the angular separation offered by each detector at each point, which makes it possible to translate more simply 

the separation of the iso-angle cone sections shown in Figure 5. The maximum angular broadening of each detector 

detect (2, ) is also shown in Figure 7. The detector T is the closest to the target and therefore has the lowest 

angular resolution. However, the detector resolutions are still quite acceptable given the other spatial and spectral 

limitations of such experiments.  

 Finally, the angular broadening of our system is also limited by the size of the probed area, i.e. from the 

fact that diffracted signal comes from a finite volume and not from a source point, as the finite size X-ray source 

is sampled by a circular collimator of few hundred micrometers in diameter, resulting in an ellipsoidal spot on the 

sample. Since we are essentially probing the sample’s surface, this angular broadening prob mainly depends on the 

angular aperture of the source X on this sample, which is not linked to the diffraction angle 2 (as directly related 

to the diameter of the collimator, to its distances from the main target and from the backlighter target and to the 

spatial extent of the X-ray source), as well as on the distance between the sample and the detectors. However, in 

the case of the reflection configuration, and contrary to the transmission one, diffraction on a single (hkl) plane 

has the effect of refocusing X-rays arriving on either side of the sample at slightly different incidence angles. Thus, 

when the dimensions of the diffraction box are not large enough to allow the re-defocusing of the X-ray beams, 

which is the case for our diffractometer, the maximum angular broadening due to the size of the probed area 

corresponds to the aperture angle of the X-ray source [40]. Typically, considering a maximum focal spot size of 

the intense laser on the backlighter target of 200 µm in diameter, a collimator-to-sample distance of 10 mm and a 

collimator-to-backlighter distance of 20 mm, the maximum theoretical geometric broadening of our instrument 

corresponds to prob,max = 1.05°, 1.20° and 1.75° using a collimator with a diameter of 300 µm, 350 µm and 550 µm 

respectively. This limitation could be predominant at low angles of diffraction 2. 
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 Thus, the total 2θ instrumental broadening σinstr is due to a convolution of these several independent 

broadening sources. When these different components can be well described by Gaussian distributions, we can 

treat this convolution as the quadrature sum of the various terms: 

𝜎𝑖𝑛𝑠𝑡𝑟(2𝜃, 𝛷)  =  √𝜎𝑥−𝑟𝑎𝑦
2 (2𝜃) + 𝜎𝑑𝑒𝑡𝑒𝑐𝑡

2 (2𝜃, 𝛷) + 𝜎𝑝𝑟𝑜𝑏
2 (2𝜃, 𝛷) (2) 

 To go further, we sought to evaluate experimentally the size of the surface area probed by X-rays on our 

studied samples, in order to validate in particular the correct alignment of our measuring instrument. To do this, 

we carried out, for the two smallest collimators, three distinct shots where we modified the geometry of the 

undriven sample, while taking care to keep similar backlighter irradiation conditions. The first sample 

corresponded to a sheet with dimensions much larger than that of the elliptic probed area, the second to a well-

centred rectangular target with dimensions similar to those of the theoretically probed area and the third to the 

counter shape of the second. From these series of shots it can be concluded that 80 ± 5% of the diffracted signal 

comes from the theoretical probed area. By taking into account the diffractometer geometry and the position and 

size of the collimators, as described in Section 2.2, this result means that, in the worst case, the area actually probed 

can be shifted laterally by 220 µm or vertically by 110 µm with respect to the theoretical probed area.   

 

3. Results on different experimental strategies 

 As previously mentioned, the reflection geometry of our diffractometer allows to probe a desired thickness 

of the rear side of the sample by choosing the wavelength of the X-ray source appropriately. It is then possible to 

probe the solid phases of compressed materials with different compression dynamics, even by using a relatively 

long probe, by considering different experimental strategies. As a proof-of-concept, we report direct structural 

measurements of the well-known α-ε transition in shock and ramp-compressed iron. 

 

3.1. Time-resolved shock compression 

3.1.1.  Experimental strategy 

 The strategy used to study the phases of shock-compressed iron is the same as the one used a few years 

ago on the GEKKO XII and LULI2000 laser facilities with the analyzer crystal presented in the introduction [36]. 

The idea is to probe, by adequately adjusting the wavelength of the X-ray source and the pump-probe delay, the 

last microns of the sample of interest before the shock passes through it. This then allows to probe the sample both 

at ambient conditions, providing a simple calibration reference to the diffractometer, and at homogeneously shock-

compressed conditions, despite the low temporal resolution. Indeed, in that case, the main contribution of the 

diffracted signal will come directly from the shock front and not from inside the compressed target which may 

already be starting to expand.  

 For this, the main target, which must be perfectly characterized in terms of thickness, is here composed of 

an ablator of polypropylene, about 30 µm, glued on an iron foil. The thickness of this foil must be high enough to 

filter the soft X-radiation coming from the plasma corona generated on the front face by the interaction of the 

ablator with a laser with a square time profile, such as the one shown in Figure 8.a. Experimentally, we determined 

that about 50 m of iron could perfectly achieve this shielding for laser intensities up to 2.1013 W/cm².  

 The shock generated by this laser-plasma interaction then propagates inside the target and compresses the 

iron along its Hugoniot. The shock breakout time and the velocity of the iron free surface are monitored by the 

optical diagnostics VISAR, as shown in figure 8.b (solid curves), with sensitivities of 4.96 and 3.43 km/s/fringe at 

532 and 1064 nm respectively. As we measure directly the fluid velocity [55], these two parameters allow us, via 
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a hydrodynamic simulation (dashed curves), to evaluate the speed of the shock passing through the iron, and thus 

to determine its pressure and density, in particular at the moment when the iron is probed. We performed such 

simulations with the 1D Lagrangian hydrodynamic ESTHER code developed by CEA [56], using the SESAME 

2150 equation of state [57]. The simulated density map of this example is shown in Figure 8.c. and allows 

evaluating the hydrodynamic conditions probed between 6.7 and 7.2 ns, i.e. in the time interval during which X-

ray emission was generated by the interaction of the intense laser beam with a backlighter target of iron. 

 In that case, the diffracted X-rays collected by IPs came mostly from the first microns of the iron rear side 

due to X-ray absorption in iron, as shown in Figure 8.d. Indeed, 80% of the X-rays are already absorbed in the first 

8 μm of iron on a round trip, considering their angle of incidence of 60° relative to the target normal. Thereby, the 

vast majority of the diffracted signal comes from the black space-time rectangle shown in Figure 8.c., i.e. from 

uncompressed cold iron and highly compressed iron. We have thus used these simulations to estimate the probed 

thermodynamic conditions, by evaluating diffracted signal coming from various depths in iron over the entire 

duration of the X-ray probing, taking into account its absorption. This then allows us to estimate the density and 

the pressure of the probed shocked iron at 11.58 ± 0.36 g/cm3 and 183 ± 23 GPa. The temporal and spatial 

uniformity of the sample density and pressure during X-ray exposure is evaluated based on the variance of the 

density and stress values in this region. 

 

Figure 8: a) Temporal profile of the driver beam used to generate the shock. b) Calculation (dotted line) and 

measurement (solid line) of the iron free surface velocity as a function of time using VISAR diagnosis, at distance 

R from the centre of the sample. The blue band represents the measurement uncertainty in determining the phase 

of the VISAR fringes (about 5% on a fringe). c) Density map obtained by means of a hydrodynamic simulation 

carried out with the ESTHER code (laser comes from the right) and allowing to highlight the hydrodynamic 
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conditions surveyed, both cold ( ≈ 70 %) and homogeneously compressed ( ≈ 30 %). d) Two-way X-ray absorption 

of the sample at 6.70 keV, considering an angle of incidence of 60°.   

 

 It is important to note that this hydrodynamic estimation has been carried out by also taking into account 

the transverse compression heterogeneities. For this shot, we used the 350-µm diameter collimator to probe a 

1050-µm wide and 525-µm high area. Based on the results presented in Sec. 2, we integrated the hydrodynamic 

conditions over a slightly larger area, i.e. close to 1200 x 600 µm. For this purpose, we have therefore achieved 

several hydrodynamic simulations corresponding to the VISAR measurements carried out over the entire probed 

area, as shown in Figure 8.b. Typically, to find the experimental results measured at 200 µm, 400 µm and 600 µm 

from the center of the probed zone, an intensity reduction factor of 5%, 10% and 25% respectively had to be 

applied to the hydrodynamic simulations. These differences are the result of a slight curvature of the shock wave. 

However, the transverse hydrodynamic conditions remain very similar over most of the area probed: a difference 

of less than 0.1 g/cm3 is typically predicted along the shock front between the focal spot centre and an area located 

400 µm away. Moreover, the contribution of the diffracted signal at the extremities of the probed zone remains 

marginal, due to the elliptical nature of the probed zone and the fact that the shock, whose velocity is decreasing 

at the edge of the focal spot, is located a little deeper in the sample at the probed time.  

 

3.1.2.  Diffraction results 

 Figure 9 shows the diffraction signal associated with the results presented above. Strong diffraction lines 

of ambient bcc Fe, corresponding to the He emission line, are logically present on the images and have been used 

to calibrate the experimental geometry. Three diffraction lines from shocked Fe are visible from 2 = 55˚ to 2 = 

65˚ and corresponds to hcp Fe (100), (002) and (101) planes. 

 In this particular case, the parasitic signal from WC diffraction originating from the collimator (see section 

2.4.3 and orange dotted line in Figure 9) unfortunately overlaps the (101) diffraction line from hcp Fe between  

= -40˚ and  = 40˚, mainly on IPs L and T. For this reason, we do not perform a large azimuthal integration over 

all images but we integrate on a restrictive 2- region, as shown in Figure 9, where the contribution from WC is 

separated from Fe diffraction lines. 

  After azimuthal integration, we fit a baseline to correct the diffraction signal for large amplitude 

background intensity variations. In this present case, we use a cubic spline, as seen in Figure 9.b. This choice is 

somewhat arbitrary but we found that it induces negligible variations (much smaller than 2 = 0.1˚) in the positions 

of peak maxima if a reasonably small number of spline nodes is used (4 nodes in the present case). Thus, we 

estimate that the calibration procedure (see 2.4.3) and the choice of the background result in an uncertainty of 

~0.15˚ on 2. This accuracy is similar to the one obtained with the diffractometers PXRDIP and TARDIS, working 

in transmission geometry and quoted in introduction [39, 40]. We then fit each spectrum by a sum of Gaussian 

functions. Table 1 shows the positions in 2 and d-spacing of maxima for each (hkl) plane from the least-square 

fitting procedure, as well as the FWHM of the corresponding Gaussian curves in 2-angle (g). This other 

procedure returns an uncertainty on the 2-position of each diffraction peak. The total uncertainty on the position 

of each peak (shown in Table 1) results from the convolution of the two errors described above. Thus, for well-

defined peaks, 2-positions are obtained with a typical error of 0.15-0.17˚, as mentioned above, whereas for ill-

defined peaks larger errors arise, e.g. 0.72˚ for Fe hcp (100) peak due to its proximity with the intense Fe bcc (110) 

peak. The uncertainty on 2-positions is then propagated to d-spacings considering a mean Fe He wavelength of 

1.8561  0.002 Å. This results in an average uncertainty of 0.2-0.3% on d-spacings when peaks are well defined.  
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Figure 9: a) Diffraction images of shocked Fe projected in the 2- plane. Blue and red dotted lines respectively 

indicate the 2 positions of bcc Fe at ambient conditions and shock-compressed hcp Fe. Black dashed lines delimit 

the area in which azimuthal integration has been performed in order to avoid overlapping between hcp Fe (101) 

diffraction line and the spurious signal from WC collimator shown by the orange dotted line. b) XRD spectrum 

corresponding to the integration area with its corresponding spline background. The spectrum after background 

subtraction is shown together with Gaussian curves fitting bcc Fe (blue), hcp Fe (red) and the parasitic signal 

from WC (orange). Finally, we note that two broad and faint lines at around 38˚ and 50˚ are in the background 

signal, as also visible with undriven Fe target, but their origin is still not identified. 

  

  

 

 

 

Plane 2 (˚) d (Å)  g  (˚)  2,instru  (˚)  2,instru+hydro  (˚) 

BCC      
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(110) 54.49(15) 2.027(6) 1.42 1.40 1.40 

(200) 80.63(17) 1.434(3) 2.08 1.94 1.94 

(211) 105.02(15) 1.170(2) 2.60 2.69 2.69 

HCP      

(100) 56.08(72) 1.975(23) 2.88 1.42 2.78 

(002) 61.08(17) 1.826(5) 2.99 1.52 3.04 

(101) 65.29(16) 1.720(4) 3.56 1.60 3.25 

Table 1: 2-angles of peak maxima, corresponding d-spacings, and measured FWHM (g) of the bcc and hcp Fe 

(hkl) planes. The measured broadening g is compared to the instrumental broadening (2,instru) and the expected 

total broadening (2,instru+hydro) which includes the hydrodynamic dispersion obtained from the hydrodynamic 

simulation presented in section 3.1.1. Values in parenthesis give the error on the last digit. 

  

 d-spacings and their associated errors d are then used to determine the cell parameters. In the case of bcc 

and hcp iron we are interested in, i.e. for cubic and hexagonal crystalline systems, d is related to the cell parameters 

by equations (3) and (4) respectively. 

𝑑 =  
𝑎

√ℎ2 + 𝑘2 + 𝑙2
 (3) 

𝑑 =  
𝑎

√4
3

(ℎ2 + ℎ𝑘 + 𝑘2) + (
𝑎
𝑐

)
2

𝑙2

 (4) 

The cell parameters (a for the cubic system; a and c/a for the hexagonal system) are then fitted using a least-square 

procedure by minimizing 2: 

2 = ∑  
(𝑑𝑖 −  𝑑)2

𝑑,𝑖
2

𝑁

𝑖=1

 
(5) 

where N is the number of (hkl) planes considered, di and d,i are the corresponding d-spacings and errors, and d 

the d-spacing computed for a given set of cell parameters using equation (1) or (2) for bcc or hcp Fe. Similar 

approach is described in Polsin’s PhD thesis [45].  

 For unshocked bcc Fe, we obtain abcc = 2.867  0.002 Å which results in a unit-cell volume Vbcc = 23.558 

 0.043 Å3 and a density bcc = 7.873  0.014 g/cm3. Evidently, we retrieve the expected values of a = 2.8664 Å 

and   = 7.8753 g/cm3 as the diffraction lines from bcc Fe have been used to calibrate the experimental geometry. 

The errors associated with abcc, Vbcc, and bcc are representative of the intrinsic accuracy of the diffractometer. 

 For hcp Fe, we obtain ahcp = 2.253  0.007 Å and c/a = 1.621  0.007 which results in Vhcp = 16.051  

0.161 Å3 and  hcp = 11.556  0.116 g/cm3. Therefore, the mean density of hcp Fe measured by XRD is very close 

the one obtained in the mean value estimated from the hydrodynamic simulation (11.58 g/cm3). This example 

shows that the present diffractometer allows to probe the structure shocked materials and their density with an 

accuracy of ~1%. Note that this measurement is consistent with previous measurements carried out on shock-
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compressed iron, which have shown the presence of the hcp phase close to such densities and pressures using X-

ray diffraction [36] or XAFS spectroscopy [58, 59]. 

 Moreover, as shown by g in Table 1, diffraction peaks from bcc Fe presents typical broadening as 

expected from the instrumental response (cf. section 2.4.4). On the contrary, peaks from Fe hcp present an 

additional broadening that may result from the hydrodynamic dispersion of the probed conditions, or by other 

effects intrinsic to the hcp phase (small grain size …). We estimate the total 2-broadening (2,instru+hydro) caused 

by the density dispersion predicted from the hydrodynamic simulation ( = 0.72 g/cm3), taking into account the 

instrumental response (2,instru). Assuming Gaussian distributions of the dispersions, the convolution of all 

broadening terms results in: 

𝜎2𝜃,𝑖𝑛𝑠𝑡𝑟𝑢+ℎ𝑦𝑑𝑟𝑜 = √𝜎2𝜃,ℎ𝑦𝑑𝑟𝑜
2 + 𝜎2𝜃,𝑖𝑛𝑠𝑡𝑟𝑢

2 (6) 

 Considering an isotropic compression and the Bragg’s law [40], small variations in density can be 

expressed as function of 2 as: 

𝜎2𝜃,ℎ𝑦𝑑𝑟𝑜 =
2𝜎𝜌

3𝜌
tan 𝜃 (7) 

 The resulting broadening 𝜎2𝜃,𝑖𝑛𝑠𝑡𝑟𝑢+ℎ𝑦𝑑𝑟𝑜 expected for each (hkl) plane is given in Table 1 and shows a 

good agreement with the measured broadening g, indicating that line broadening is dominated by density 

inhomogeneities in the shocked material. 

 

3.2. Time-resolved ramp compression 

3.2.1.  Experimental strategy 

 In order to cover a larger part of the dynamic phase diagram of materials of interest, it is also very 

interesting to compress these materials in a smoother way, for example using ramp-shaped laser temporal profiles. 

This allows to move away from their respective Hugoniot, reaching lower temperatures for similar pressures, and 

to remain in a solid state at pressures of up to hundreds of GPa without crossing their melting curve.  

 In contrast to shock compression, the thermodynamic state of a ramp-compressed material changes 

gradually over time and through the thickness of the target, with a characteristic time similar to the pulse length of 

the drive laser. Probing this material in a single state without being hindered by the inherent density gradients is 

therefore complex. The reflection configuration of our diffractometer then allows two strategies to be used to probe 

homogeneous hydrodynamic states.  

 The first possible strategy consists in probing the very last microns of the material of interest in a very 

short time compared to the time of evolution of its hydrodynamic conditions, i.e. of the order of picosecond. This 

strategy has a big advantage: it allows choosing the compression velocity of the sample, by choosing the right 

ramp/target thickness combination, and to approach, for example, the quasi-isentropic conditions of the material. 

However, it requires the use of a sufficiently intense Kα picosecond X-ray probe, which we do not have on the 

LULI2000 laser system, as discussed in section 2.2. It could however be used on a LMJ-PETAL type facility.  

 With a nanosecond X-ray probe, there is no other possibility than to remain stable during the entire probe 

time. For this purpose, a strategy that has been commonly used on OMEGA and NIF facilities for some years now 

has been successfully employed: the sample of interest is inserted into a diamond anvil in order to generate a 

succession of compressing wave reverberations at the diamond/sample interfaces. By carefully and judiciously 
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choosing the association {temporal laser pulse shape, ablator, thickness of the different layers}, these 

reverberations can drive pressure uniformity within the sample for several nanoseconds. Typically, the sample 

must be relatively thin to ensure a sufficient number of reverberations to reach pressure equilibrium but thick 

enough to diffract enough signals. In addition, the diamond window must be thick enough to prevent its expansion 

from releasing the pressure too early in the sample, i.e. before the compression peak is reached. On the other hand, 

it must be thin enough to avoid generating too much stray diffracted signal, and to prevent the formation of shocks 

that can complicate the interpretation of the VISAR data, necessary to trace back the compression history of the 

various target materials. It should also be noted that a thin layer of shielding material can be inserted into the target 

to protect detectors from corona X-rays. 

 For this example, we then used the target, as described in Figure 10: 8 µm of iron were surrounded by two 

diamonds. The first diamond, 23 µm thick, is used as an ablator. The second diamond, 23 µm thick, forms the 

window. A 2 µm layer of gold is inserted between the sample and the ablator to filter corona X-rays. The various 

interfaces were either deposited or glued thanks to formvar membranes to minimize impedance mismatches due 

to the use of glue. As described above, all these thicknesses were judiciously chosen to reach and maintain a 

maximum uniform pressure. For the same reasons, we designed a laser pulse shape, as shown in figure 10.a, with 

a parabolic time profile. Note that, although it is preferable to use monocrystalline diamonds in order to avoid 

being hindered by its diffraction lines over the entire azimuthal area [39], we carried out these first experiments 

with polycrystalline diamonds for budgetary reasons. It should also be noted that a 250 nm coating of aluminum 

was made on the front face of the diamond ablator to ensure that all the energy from the foot of the laser pulse is 

deposited on the front face of the target, and not at depth. 
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Figure 10: a) Temporal profile of the driver beam used to generate the ramp compression. b) Calculation (dotted 

line) and measurement (solid lines) of the diamond free-surface velocity as a function of time using VISAR 

diagnosis, at distance R from the centre of the sample. The green band represents the measurement uncertainties 

on the velocity in the intermediate probed area. c) Density map obtained by means of a hydrodynamic simulation, 

which highlights the homogeneous compressed hydrodynamic conditions surveyed in iron. d) Two-way X-ray 

absorption of the sample at 6.70 keV, considering an angle of incidence of 60°.   

 

 Using a secondary target, we found that the backside of the diamond, which was not treated with an anti-

reflective coating, was much more reflective than the iron/diamond interface (by a factor of more than 3). This 

may be due to the poor surface condition of the iron layer, which is glued and not coated, and highly diffusing.  

Consequently, the VISAR mainly record the free surface velocity of the diamond, as shown in Figure 10.b. In 

addition, using hydrodynamic simulations, we checked that the small amount of signal that could come from the 

iron/diamond interface did not pose any problem to the interpretation of the VISAR data since the apparent velocity 

of this interface was very similar to the free surface velocity of the diamond.  

For this measurement, we used the same VISAR sensitivities as those used in the previous experiment. 

Given the low free surface velocities, the large error bars do not allow us to observe significant transverse 

inhomogeneities in these measurements. Indeed, the expansion velocities measured both in the center (in blue) and 

at the edge (in orange) of the probed zone are largely included in the error bars of the one measured in the 

intermediate zone (in green). We can then back-propagate the equations of motion to accurately determine the 

pressure history within the sample layer, using the characteristics method, as described in [60, 61], or using 

hydrodynamic simulations. We used this second option, having taken care upstream to calibrate the laser deposition 

in our simulations using specific shots, where the same laser pulse shape was applied on simple Al-coated diamond 

membranes, as well as on simple iron sheets. The agreement between the measurement and the simulated release 

of the diamond window shown in the same figure (dotted red line) allows us to give confidence to the simulation. 

We also note thanks to these simulations that a 25% reduction of the laser intensity (dotted brown line) has a 

limited influence on the compression dynamics and that the expected free surface velocities remain very close to 

those measured at the edge of the focal spot (orange line) despite the large error bars. As presented in the previous 

section, the simulated density map of this example is shown in Figure 10.c. and allows evaluating the 

hydrodynamic conditions probed between 14.2 and 15.2 ns, i.e. during the probed time, with the same Heα X-ray 

source. 

 Again, the diffracted X-rays collected by IPs came mostly from the first rear side microns of iron due to 

X-ray absorption in iron, as shown in Figure 10.d. Note also that diamond absorbs a significant part of the X-ray 

signal (≈ 20 %) and then diffracts a significant part of the probe. However, with this experimental strategy, the 

longitudinal hydrodynamic conditions are stable in the sample for more than 2 ns, i.e. for a time greater than that 

of the probe. In that case, the vast majority of the diffracted signal from iron comes from the white space-time 

rectangle shown in Figure 10.c, which illustrates the homogeneity of the hydrodynamic conditions surveyed. With 

an analysis similar to that described in the previous section, the simulation predicts the density and the pressure of 

the probed compressed iron at 8.59 ± 0.15 g/cm3 and 12.6 ± 0.9 GPa. Here again, the temporal and spatial 

uniformity of the sample density and pressure during X-ray exposure is evaluated based on the variance of the 

density and stress values in this region. 

 

3.2.2.  Diffraction results 

As presented in Figure 11.a, the corresponding XRD image shows diffraction lines from the diamond 

window (mainly around standard density), face-centred cubic (fcc) gold from the compressed X-ray shield, as well 
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as compressed bcc and hcp iron. Calibration of the experimental geometry has been done using diffraction lines 

of diamond originating from both Fe He and Fe He emissions.  

 Since the spurious signal from WC collimator does not interfere with diffraction lines from the sample, 

we have performed azimuthal integration over the entire detector except IP R. Applying the same procedure as 

described in section 3.1.2, we subtracted a spline baseline to the spectrum and fitted it a sum of Gaussian curves, 

as shown in Figure 11.b. The corresponding 2-positions and d-spacings are listed in Table 2. 

 

 

Figure 11: a) Diffraction images of ramp-compressed Fe projected in the 2- plane. Dotted lines show the 

positions of the (hkl) planes that are visible on the XRD image: green, uncompressed diamond (used to calibrate 

the experimental geometry); blue, compressed bcc iron; red, compressed hcp iron; purple, compressed fcc gold 

(X-ray shield). The orange dotted line shows parasitic signal from WC collimator. b) Azimuthal integration and 

corresponding spline background. The spectrum after background subtraction is shown together with Gaussian 

curves fitting diamond (green), bcc Fe (blue), hcp Fe (red), fcc gold (purple) and the signal from WC (orange). 

  

 From these d-spacings, we deduce that compressed bcc iron has a cell parameter abcc = 2.805  0.002 Å, 

which results in a density of 8.400  0.017 g/cm3. For hcp-Fe, we obtain ahcp = 2.473  0.006 Å and c/a = 1.621  

0.014, which corresponds to a density of 8.740  0.097 g/cm3. 
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 Thus, the analysis of the diffraction pattern shows the coexistence of both bcc and hcp phases at densities 

banding the predicted density and at pressure close to the phase transition pressure. Previous studies of ramp-

compressed iron under similar conditions have shown a characteristic transition time of around 1 ns [21], therefore 

a time integrated diffraction over 1 ns is expected to show lines of both phases. Moreover, the density difference 

at equilibrium pressure is compatible with density measurements obtained from surface velocity measurements at 

the onset pressure of the α-ε transition [20]. A detailed study of the phase transition dynamics would require better 

temporal resolution, i.e. shorter X-ray burst duration. Such a study is beyond the scope of this article. 

Plane 2 (˚) d (Å) 

BCC-Fe   

(110) 55.43(15) 1.996(5) 

(200) 83.24(37) 1.397(5) 

(211) 108.57(15) 1.143(2) 

HCP-Fe   

(100) 51.26(15) 2.146(7) 

(101) 59.42(16) 1.873(4) 

(102) 78.59(38) 1.465(6) 

(2-12) 123.54(15) 1.053(1) 

Table 2: 2-angles of peak maxima and corresponding d-spacings of bcc and hcp Fe (hkl) planes. Values in 

parenthesis give the error on the last digit. 

 

4. Summary 

 We report the design and performances of a reflection X-ray diffraction platform on dynamically 

compressed solids at large laser facilities. The sub-nanosecond quasi-monochromatic X-ray source is generated at 

LULI2000 facility using an intense laser illuminating a thin metallic foil, and penetrates inside the tungsten carbide 

diffractometer through a collimator whose size can be changed. The diffraction pattern is recorded on a 2θ X-ray 

scattering angular coverage between 30° and 150°, with a precision better than 0.2°. The pressure and temperature 

history of probed samples is measured in parallel thanks to rear-side visible diagnostics. This geometrical 

configuration has several advantages: it shields the detectors against the ablation plasma X-ray noise and it allows 

probing a small portion of the compressed sample. Overall, these improvements facilitate probing spatially and 

temporarily uniform thermodynamic conditions, making it possible to study the phase changes of materials of 

interest under different compression dynamics by adapting the thickness of the different materials composing the 

target, as well as the temporal shape of the laser pulse, as we have shown in the case of iron. Nevertheless, we 

warn that the reflection geometry requires a finer adjustment of the pump-probe delay, as well as a finer alignment 

of the setup compare to the transmission geometry. Finally, we note that this experimental setup is currently being 

studied to be fitted with the Laser MegaJoule facility, associated with X-ray Kα emission generated by PETAL. 
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