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Abstract
A finite element analysis based on Micro-Quantitative Computed Tomography (µQCT) is a method with 
high potential to improve fracture risk prediction. However, the segmentation process and model 
generation are generally not automatized in their entirety. Even with a rigorous protocol, the operator 
might add uncertainties during the creation of the model. The aim of this study was to evaluate a 
µQCT-based model of mice tumoral and sham tibias in terms of the variabilities induced by the 
operator and sensitivity to operator-dependent variables (such as model orientation or length). Two 
different operators generated finite element (FE) models from µCT images of 8 female Balb/c nude 
mice tibias aged 10 weeks old with bone tumors induced in the right tibia and with sham injection in 
the left. From these models, predicted failure load was determined for two different boundary 
conditions: fixed support and spherical joints. The difference between the predicted and experimental 
failure load of both operators was large (-122% to 93%). The difference in the predicted failure load 
between operators was less for the spherical joints boundary conditions (9.8%) than for the fixed 
support (58.3%), p<0.001, whereas varying the orientation of bone tibia caused more variability for 
the fixed support boundary condition (44.7%) than for the spherical joints (9.1%), p<0.002. Varying 
tibia length had no significant effect, regardless of boundary conditions (<4%). When using the same 
mesh and same orientation, the difference between operators is non-significant (<6%) for each model. 
This study showed that the operator influences the failure load assessed by a µQCT-based finite 
element model of the tumoral and sham mice tibias. The results suggest that automation is needed 
for better reproducibility.

Keywords: Bone, Finite Element, Uncertainties, Reproducibility, Variabilities

Introduction
Finite Element Analysis (FEA) was used as a potential tool to improve the failure prediction of 
metastatic bones in ex-vivo studies (Delpuech et al., 2020; Benca et al., 2017, 2019; Derikx et al., 2012; 
Eggermont et al., 2018; Keyak et al., 2005; Tanck et al., 2009; Oliviero et al., 2020). Although FEA-based 
prediction provides at least as many correct predictions as the currently used clinical prediction 
methods (Erdemir et al., 2012), it seems that improvements are still necessary for the FEA-based 
predictions to completely outperform clinical methods (Viceconti et al., 2005, 2018, 2019, 2020).

A Finite Element (FE) Model might be considered a full deterministic approach and shall not display 
any variability induced by the operator. However, in QCT-based FEA, the complex geometry and 
structure of the bone might induce uncertainties. The scan parameters and segmentation process has 
already been addressed as an operator-induced bias (Stock et al., 2020) that influences QCT-based 
model predictions (Benca et al., 2020). When the bone is set up for a scan, it is rarely precisely oriented, 
leading to post-scan reorientation. In addition, if the scanned object is finally truncated for 
experimental purposes, the cropping of the bone might add additional bias. Even though criteria are 
provided to the operator in order to achieve the highest reproducibility, uncertainties might remain. 
Even with micro-Quantitative-Computerized-Tomography-based FEA (µQCT-based FEA), these 
limitations should be considered. 

Therefore, the aim of this study was to evaluate a µQCT-based model of mice tumoral and sham tibias 
in terms of variabilities induced by the operator and sensitivity to operator dependent variables (such 
as model orientation or length).
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Materials & Methods
 Samples

Eight BALB/c nude female mice (six weeks old) were injected with 100,000 human B02 (breast cancer) 
tumor cells in their right limb and with Phosphate-Buffered Saline (PBS) in their left one (sham limb) 
to quantify the effect of intra-tibial injection (Delpuech et al., 2017). After 30 days, the mice were 
sacrificed, and their tibias were extracted (soft tissues kept) and stored in PBS-soaked gauze at -20°C. 
The tested group consisted of 8 sham limbs and 8 tumoral limbs. Each tibia was scanned and 
mechanically tested using the same method described by Delpuech et al. (2020) and Gardegaront et 
al. (2020) in order to extract the experimental stiffness and failure load. This mechanical test consisted 
of an axial compression of the embedded tibias until failure (cf. Supplementary Material).

 General method

The overall workflow is presented in Figure 1. Two different FE models (Figure 2) were evaluated to 
determine which one is the most reproducible. The overall process described below (and in 
supplementary material) has been done by two operators resulting in two different segmentations, 
orientations, and lengths of the tibia. The scans, loads, materials, and failure load criterion were the 
same. However, the selection of the elements included for the boundary conditions of the FE model 
might differ between operators (referred to here as the “boundary conditions location”). The overall 
reproducibility was evaluated by comparing the results of both operators on each FE model. Then, the 
uncertainties linked to the orientation and length of the tibia were specifically assessed. The µQCT 
acquisition was done using a micro scanner (Bruker Skyscan 1176, Kontiche, Belgium) with a 
hydroxyapatite calibration phantom for each sample. A segmentation was done using 3DSlicer (4.10.2) 
to get the geometry of the bones. Then a tetrahedral mesh was created using Ansys (2019 R1), and the 
elastic properties of the materials were defined with Bonemat (3.2) with an elastic linear bone 
constitutive law (cf. Supplementary materials). 

o Finite element model: boundary conditions

The fixed support model (Figure 1) used by Delpuech et al. (2020) was created by embedding the 
inferior diaphyseal face and applying an evenly distributed load on the top 1 mm of the tibia, 
corresponding to the experimental axial failure load. The orthogonal components of the load were 
then added to match the model stiffness and the experimental stiffness (Delpuech et al., 2020). The 
spherical joints model (Figure 1) was created by bounding the inferior diaphyseal face to a spherical 
joint and applying an evenly distributed load of 15 N (approximately corresponding to the mean of the 
experimental failure load) to the top 1 mm of the tibia, which is bound to another spherical joint whose 
axial displacement is free. These boundary conditions were defined to mimic the experimental ones. 

o Failure load prediction criterion

Pistoia’s failure load criterion (Pistoia et al., 2002) was adapted to predict the failure load based on the 
elastic strain obtained with the FEA, and a total failure volume of 2% and a failure strain threshold of 
0.01 were considered (Delpuech et al., 2020).

 Overall reproducibility 

The results of Operator 1 and Operator 2 were compared to evaluate the reproducibility. 
Consequently, these results characterized the effect of the variation of each parameter (segmentation 
+ orientation + length of the tibia and variations in the FE model creation) combined. The 
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reproducibility was quantified as follows: given a sample, two operators execute independently the 
same fracture prediction protocol for both models. For a certain model, given x1 and x2, the predicted 
failure load of respectively Operator 1 and Operator 2, and then the relative difference between 
operators for this sample is (x1 – x2)/mean(x1, x2).

 Model sensitivity to orientation

The model sensitivity to orientation was evaluated by defining an initial orientation for each tibia and 
4 different rotations (+5° and -5° along coronal axis and +5° and -5° along sagittal axis). The sensitivity 
of the fixed support and spherical joints models were evaluated. The sensitivity metrics applied were 
based on the amplitude of variation of the predicted failure load for each sample (i.e. the difference 
between the maximum predicted failure load and the minimum predicted failure load among each 
rotation for each sample). Given xi, the predicted failure load for an oriented model of one sample, the 
relative amplitude of variation for a sample is (max(xi) – min(xi))/mean(xi).

 Tibial length sensitivity

The tibias were scanned before being embedded, thus creating the need to truncate the scanned tibia 
for the FEM. The truncated part corresponds to the embedded distal diaphysis. The extent of the tibia 
sensitivity was evaluated for the fixed support model (without stiffness correction to avoid additional 
uncertainty) and the spherical joints model. The evaluation of the tibial length sensitivity was done by 
defining an original model for each tibia and another evaluation was performed identical to the initial 
one, except for the embedding of the diaphysis, which was 1.5 mm thicker (called truncated, cf. 
Supplementary material). The value of 1.5mm represents the uncertainty of the operator to locate 
precisely where the tibia is embedded. The used sensitivity metrics are based on the relative value of 
the differences between the predicted failure load of each model. Given the predicted failure load of 
the original (xorig.) and truncated (xtrunc.) mesh, the relative difference for a sample is (xorig.-
xtrunc.)/mean(xorig., xtrunc.).

 Sensitivity of boundary conditions locations

Each operator assigned the boundary conditions location of the models using the same segmentation 
and orientation. Given x1 and x2, the predicted failure loads of a sample are obtained with the FEM of 
Operator 1 and Operator 2, respectively, and thus the relative difference caused by the different FEM 
is (x1 – x2)/mean(x1, x2).

 Statistical analysis

Descriptive statistics were applied to the difference between the experimental and predicted values 
of each operator. A two-way ANOVA showed that the operator had a strong effect on the predicted 
failure. Therefore, the variability induced by each parameter (described below) was quantified. 
Differences between paired groups were assessed using non-parametric Wilcoxon’s signed rank tests 
with a significance level of 0.05. 

Results
 Descriptive statistics

The results obtained by both operators are shown in Figure 3. Operator 1 has an average difference 
with the experimental values of -37.1% (SD = 35.9%) and 16.8% (SD = 39.1%) respectively for the fixed 
support and spherical joints models. Operator 2 has an average difference with the experimental 
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values of 18.7% (SD = 39.6%) and 23.7% (SD = 36.7%) respectively for the fixed support and spherical 
joints models. Delpuech et al. (2020) obtained an average difference of 11% (SD = 8%) for the fixed 
support model.

 Overall reproducibility

When the individual results between operators are compared, the fixed support model shows high 
variability induced by the operator with a mean difference between both operators of 58.3% (min: 
11.6%, max: 179.1%), while the spherical joints model reduces these variabilities with a mean 
difference of 9.8% (min: -7.4%, max: 22.5%) (p<0.001) (Figure 4A).

 Model sensitivity to orientation

On average, the fixed support model has 44.7% (min: 17.2%, max: 79.4%) of variation on a 5° 
uncertainty for the orientation of the model, while the spherical joints model has 9.1% (min: 0.0%, 
max: 15.7%) (p<0.002) (Figure 4B).

 Tibial length sensitivity

The fixed support and spherical joints models show a low average sensitivity to the tibial length 
(respectively 0.0% (min: 0.0%, max 0.0%) and 0.1% (min: -3.7%, max: 3.5%)). There are no significant 
differences between models (See Supplementary Material). 

 Sensitivity of boundary conditions locations 

When comparing the simulation done by each operator on the same segmented models, the fixed 
support model shows an average variation of 0.1% (min: -3.5%, max: 5.1%), and the spherical joints 
model shows an average variation of 0.4% (min: -0.3%, max: 4.7%). There are no significant differences 
between models. 

Discussion
The objective of this study was to evaluate the reproducibility of a fracture-predicting method using 
µQCT-based FEA on tumoral mice tibias. Delpuech et al. (2020) obtained fairly good results with the 
fixed support model in comparison to experiments. However, our study revealed that his method 
presented low reproducibility. Indeed, from the 16 tested samples used in the current study, an 
average difference between operators of 58% (maximum 179%) was obtained for the fixed support 
model. The average difference between the predicted load and experimental load in the current study 
was respectively -37% (SD 36%) and 16.8% (SD 39%) for Operators 1 and 2. Delpuech et al. (2020) 
obtained an average difference with the experimental load of 11% (SD 8%). The better results of 
Delpuech et al. can be explained by the optimization of the Pistoia’s criterion parameters in their study 
performed using the same dataset. This process introduces a bias, as the same dataset was used to 
calculate the optimization of the criterion and to validate the results (Hawkins 2004). In the case of 
long bones, a variability induced by the orientation of the applied load was previously highlighted 
(Schileo et al., 2007). The fixed support model implies a small variation of the load orientation during 
the stiffness optimization step. Therefore, a small variation of orientation might be found between 
operators, thus increasing the overall sensitivity of this model. The spherical joints model was shown 
to be less sensitive to the orientation of the model. From the 16 tested samples, an average of 11% 
and a maximum variability between operators of 22% has been obtained for the spherical joints model. 
The small variations induced by the FE model construction and the tibial length implies that the 
majority of the variability lies in the segmentation and orientation step of the model. The segmentation 
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sensitivity of the model would have been difficult to evaluate independently from the other 
parameters; however, a non-independent insight of the segmentation sensibility is available in the 
supplementary material.

In conclusion, the operator influences the failure load assessed by a µQCT-based finite element model 
of the tumoral and sham mice tibias. The results suggest that automation is needed for better 
reproducibility. 
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Figure list and caption

Figure 1: Workflow of the overall method used in this study. The mice tibias were extracted, scanned, 
and mechanically tested by compression to extract bone stiffness and failure load. The scans were 
segmented by Operators 1 and 2. Each operator created the finite element models based on their 
respective segmentations to finally get the predicted failure loads, which were compared to obtain the 
overall reproducibility. In addition, Operator 1 used the segmentations of Operator 2 to make a second 
set of finite element models. The predicted failure loads of this set were compared to the initial results 
of Operator 2 to obtain boundary conditions (BC) location reproducibility. Finally, the orientation and 
length sensitivity of the models were evaluated using the models of Operator 1.

Figure 2: Schematic drawing of the fixed support and spherical joints models. At the bottom, the fixed 
support has all 6 degrees of freedom blocked, whereas with the spherical joint, only the translations 
(3 degrees) are blocked. At the top, for the fixed model, a rigid body is applied, allowing 6 degrees (3 
translations and 3 rotations), and for the spherical model 3 rotations and only 1 translation are 
possible.

Figure 3: Differences in the percentage between experimental and predicted values of each operator 
using the fixed support model (left) and spherical joints model (right).

Figure 4: A: Relative differences of the predicted failure load between Operator 1 and Operator 2 for 
each model. B: Relative amplitude of variation (compared to the mean value) of the predicted failure 
load among the five rotations of each sample for each model. **p<0.01, ***p<0.001.
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