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ABSTRACT 

Extended quantum chemical calculations were performed for the tetracene dimer to provide benchmark 

results, analyze the excimer survival process, and explore the possibility of using long-range-corrected 

(LC) time-dependent (TD) second-order density functional tight-biding (DFTB2) for this system. 

Ground- and first-excited-states optimized geometries, vertical excitations at relevant minima, and 

intermonomer displacement potential energy curves (PECs) were calculated for these purposes. Ground-

state geometries were optimized with the scaled-opposite-spin (SOS) second-order Møller-Plesset 

perturbation theory (MP2) and LC-DFT (density functional theory) and LC-DFTB2 levels. Excited-state 

geometries were optimized with SOS-ADC(2) (algebraic diagrammatic construction to second-order) 

and the time-dependent approaches for the latter two methods. Vertical excitations and PECs were 
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compared to multireference configuration interaction DFT (DFT/MRCI). All methods predict the lowest-

energy S0 conformer to have monomers parallel and rotated relative to each other and the lowest S1 

conformer to be of a displaced-stacked type. LC-DFTB2, however, presents some relevant differences 

regarding other conformers for S0. Despite some state-order inversions, an overall good agreement 

between methods was observed in the spectral shape, state character, and PECs. Nevertheless, 

DFT/MRCI predicts that the S1 state should acquire a doubly excited-state character relevant to the 

excimer survival process and, therefore, cannot be completely described by the single reference methods 

used in this work. PECs also revealed an interesting relation between dissociation energies and the 

intermonomer charge-transfer interactions for some states.  

 

 

 I. INTRODUCTION  

Several potential advantages, such as low synthesis cost, have stimulated the search for organic 

optoelectronic materials.1  Among these materials, a particularly important class is that of the polycyclic 

aromatic hydrocarbons (PAHs) due to their potential application as organic semiconductors2  and their 

relevance for spintronics,3 astrochemistry,4 and nonlinear optics.5  Tetracene and pentacene, in particular, 

are the focus of a renewed interest due to the singlet fission phenomenon6  and the promise of increased 

efficiency in optoelectronic devices, with several reported theoretical7–10 and experimental11,12 studies 

focused on monomers and dimers of these molecules and their derivatives.  

Multiple theoretical studies focused on tetracene monomers have been reported with various goals, 

including analyzing the biradical character of polyacenes13,14 or their excited-state nonadiabatic 

dynamics.15 The latter, for example, provided relevant information about the nonradiative relaxation 

mechanism after photoexcitation. Nevertheless, for singlet fission and other applications, the 

supramolecular properties of dimers and larger aggregates are also essential. Therefore, several studies 
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have tackled these systems in small aggregates and crystals,7,16–22 in which excimer formation plays a 

central role. The latter process has been the subject of theoretical studies, such as for covalently linked 

tetracene dimers in the context of singlet fission,23 but further investigation, especially delivering 

benchmark results, would prove beneficial for the unmodified tetracene dimer. Such benchmarks could 

be used to analyze the reliability of methods employed to simulate the excimer formation and survival 

and determine the most relevant intermonomer interactions.   

For the generation of benchmark results, comparison with available experimental data is essential. 

Both geometric and spectroscopic properties of the tetracene dimer have been experimentally reported. 

Katul and Zahlan first showed that tetracene in solution could form dimers in the ground state, redshifting 

the lowest absorption band maximum from 2.6 to 2.3 eV.24 A similar result has been reported by Iannone 

and Scott25 (close to 2.6), who generated tetracene dimer by decomposing ditetracene in a solid host 

matrix. Fluorescence properties of tetracene change radically depending on its concentration in solution, 

going from a sharp peak localized at 2.6 eV at low concentrations to a structureless band that peaks 

around 2.2 eV.24  Schouder et al.26 have recently explored the ground-state structure of tetracene dimers 

using experimental and theoretical techniques. They concluded that two geometries are consistent with 

the angular dispersion data generated by Coulomb explosion experiments of tetracene dimers inside 

helium droplets. These two geometries corresponded to parallel monomers, but differing in the angle 

between their long axes (either 0 or 25º).  

Besides experimental results, comparison with previous theoretical work is also essential, as 

numerous calculations on the tetracene dimer and similar systems (like pentacene dimer) or derivatives 

have been reported. A theoretical work on PAH sheets using explicitly correlated approaches predicted 

a tetracene dissociation energy (De) of -9.4 kcal/mol.27 Zimmerman et al.7  analyzed the excited state of 

tetracene and pentacene clusters, predicting a doubly excited state near the singly-excited S1 state. Further 

work for tetracene and other molecules also predicted such a state to be present and relevant for singlet 
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fission.8,10,23,28,29 Dynamics calculations have also been reported for tetracene dimers and higher 

oligomers,20,30 providing relevant information on exciton (de)localization, as an example. Based on these 

and several other theoretical and experimental results, mechanisms for singlet fission have been 

proposed, as well as heuristic guidelines on how to properly search through theoretical calculations for 

new candidates exhibiting this process.31  

In addition to the doubly excited state, other types of states have also been proposed as relevant for 

the singlet fission process, and a recent study by Suarez et al.9  used descriptors32–34 based on the first-

order transition density matrix (1TDM) to study the importance of charge-transfer and charge-resonance 

states in this process for dimer conformations relevant for solid-state tetracene. This same technique can 

be applied to analyze the relevant interactions in the excimer survival process,35–37 and, recently, Cardozo 

et al.38 demonstrated through nonadiabatic excited-state dynamics the prominent role of intermolecular 

charge transfer in the excimer formation process for a benzene dimer.  

Although several quantum chemical methods can be applied to calculating excited states for tetracene, 

the computational cost can quickly become prohibitive for aggregates. To reduce the costs, parameterized 

methods such as the second-order density functional-based tight-binding method (DFTB239), in 

combination with its time-dependent (TD) formulation, may provide an alternative, particularly since the 

implementation of long-range corrections (LC-TD-DFTB240,41). This approach has not yet been applied 

to model a tetracene dimer to the best of our knowledge. It has been successfully used to simulate the 

pyrene dimer photodynamics,42 but it certainly needs more validation, which must be performed 

compared to calculations using higher-level methods.  

The main objective of the present work is to benchmark theoretical results for the tetracene dimer. 

Different types of methods were included to explore this system: DFT/MRCI, SOS-ADC(2)/SOS-MP2, 

ADC(2), (TD-)ωB97X-D, (TD-)CAM-B3LYP, and the semiempirical LC-TD-DFTB2 and DFTB3 (see 

acronym definitions in the Computational Methods). Optimized geometries, vertical excitations, and 
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potential energy curves were calculated and compared. Available experimental results for dimer 

geometries and absorption and emission spectra were also included in this comparison. Lastly, results 

were also analyzed using electronic descriptors based on the 1TDM to characterize the states and 

determine the relevant interactions during the excimer survival.  

 

 II. COMPUTATIONAL METHODS 

Ground-state geometry optimizations (S0) for a tetracene dimer were performed with the scaled-

opposite-spin version of the second-order Møller-Plesset (SOS-MP243), with density functional theory 

(DFT) using the range- and dispersion-corrected functional ωB97X-D,44 and with the long-range 

corrected second-order density functional-based tight-binding (LC-DFTB2). For each of these methods, 

optimization of the first excited state (S1) and vertical excitations were computed with the corresponding 

excited-state approach: scaled-opposite-spin second-order algebraic diagrammatic construction (SOS-

ADC(2)45) for SOS-MP2, linear-response time-dependent DFT (TD-ωB97X-D) for DFT, and LC-TD-

DFTB241 for LC-DFTB2. Third-order DFTB (DFTB346), TD-CAM-B3LYP,47 and ADC(2)48,49 were 

also applied. Combined density functional theory and multireference configuration interaction 

(DFT/MRCI50,51) calculations were used as the reference for vertical excitations due to previous 

encouraging results.21,52,53 Vibrational frequencies were calculated with SOS-MP2/SOS-ADC(2), 

(TD-)ωB97X-D and, only for the ground state, with CAM-B3LYP. Symmetry was not imposed for dimer 

geometry optimizations but was used for vertical excitations since the predicted minima were 

symmetrical.  

Approximated interaction energies were calculated as the difference between the dimer energy and 

the sum of the isolated monomers' electronic energies. S1 excimer stabilization energies (ESE) were 

calculated as the difference between S1 vertical excitation and S1 adiabatic excitation energies. As usual, 

the former was calculated as the lowest excitation energy at the S0-optimized geometry and the latter as 
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the electronic energy difference between S0 and S1 at their optimized geometries. Dissociation energies 

for each state (De) were estimated from potential energy curves as the difference in energy between the 

minimum energy structure and the structure with maximum intermonomer separation. 

Charge transfer in a system can be quantified by the charge transfer value,32,54 CT, defined in Equation 

1:  

CT =
1

𝛺𝐼
∑ 𝛺𝐴𝐵

𝐼
𝐴,𝐵≠𝐴                 (1) 

𝛺𝐴𝐵
𝐼 =

1

2
∑ ∑ [(𝐷0𝐼𝑆)𝜇𝜈(𝑆𝐷

0𝐼)𝜇𝜈 + 𝐷𝜇𝜈
0𝐼(𝑆𝐷0𝐼𝑆)𝜇𝜈]𝜈∈𝐵𝜇∈𝐴             (2) 

𝛺𝐼 = ∑ 𝛺𝐴𝐵
𝐼

𝐴,𝐵                   (3) 

In Equations 1 to 3, A and B are fragments of the system, D0I is the one-particle transition density 

matrix (1TDM) between the ground (0) and excited state (I), and S is the orbital overlap matrix. For each 

excited state, an omega matrix (ΩI) can be defined by varying the indexes A and B through all the 

fragments of the system.  

CT values, omega matrices, dominant orbital transitions, oscillator strengths, and symmetries were 

used to compare excited states between methods. However, the first two properties were not included for 

doubly excited states as these are not well represented by 1TDM only. 

SOS-MP2, ADC(2), and SOS-ADC(2) were carried out with Turbomole55,56 (versions 7.2 (mainly), 

7.3, and 7.4) using the frozen core and the resolution of identity (RI)57–59 approximations, and appropriate 

auxiliary basis sets.60 (TD-)CAM-B3LYP and (TD-)ωB97X-D calculations were performed with 

ORCA61,62 (version 4.2.1) and Gaussian 09,63 respectively. RI with appropriate auxiliary basis sets,64,65 

increased grid (grid4 finalgrid5), and D3(BJ) dispersion corrections66,67 were used with CAM-B3LYP 

functional.  

In the DFT/MRCI calculations, as developed by Grimme and Waletzke50 and redesigned by Marian 

et al.,51,68–70 the R2018 hamiltonian69 and a 0.8 Hartree energy cutoff (“short”) were used, based on DFT 

BH-LYP results.71 BH-LYP D3(BJ) dispersion corrections66  addition were necessary to obtain a bound 
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ground state.29,51 The execution driver written by Crespo-Otero and Barbatti72 was used to run 

calculations. Only two excitations were allowed in the construction of the reference active space used in 

DFT/MRCI, and the number of orbitals and electrons were chosen analyzing the impact of increasing it 

in size on excited-state energies. An (8,8) reference active space was found to be sufficient for 

DFT/MRCI (see Tables SI-SII in the Supplementary Material). Both basis sets def2-SVP and def2-

SV(P)73 were used in S0 and S1 optimizations. Results with the latter basis were used to explore excited 

states in vertical excitations.  

LC-TD-DFTB2 calculations were carried out using a development version of the DFTB+ program 

package.74 The ob2-1-1-base75 Slater Koster (SK) set was used for LC-TD-DFTB2 calculations and the 

3ob-3-176 SK set for DFTB3 ones, along with a dispersion correction of Lennard-Jones form77  with 

universal force field (UFF) parameters.78  TheoDORE32–34 was used to calculate CT value and omega 

matrix for each state. Images of the molecules were created with Jmol.79 

Due to previous results concluding that basis set superposition error (BSSE) corrections should not 

be used with small basis sets for stacked dimers,80 these corrections were not applied in the present study. 

 

 III. RESULTS AND DISCUSSION 

 A. S0 and S1 optimized dimer geometries 

Dimer structures were optimized using the def2-SVP basis set and the methods displayed in TABLE 

I. Results were classified according to the structures obtained, as shown in FIG. 1. for the ground state. 

A T-shaped-type geometry was also included due to its particular importance in the tetracene crystal 

phase. Other geometries are identified by the acronyms Rot, PD, and DS, which stand for, respectively, 

rotated, parallel displaced (consistent with previous studies26), and displaced stacked. The state used to 

optimize the respective geometry is identified following the acronym (e.g., Rot1-S0 or PD1-S1). 
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FIG. 1. Relevant optimized geometries obtained for a tetracene dimer in the ground state with SOS-MP2 

and def2-SVP basis set. Relative energy increases from left to right (TABLE I). LC-DFTB2 Rot2-S0 

geometry was also included. 

 

TABLE I. Relative energies (kcal/mol) of S0 minimum geometries for the tetracene dimer, with def2-

SVP basis. If the conformation type changed during optimization, the final geometry is indicated. 

Optimized 

geometries 

Relative energy of S0 optimized geometries (kcal/mol) 

ωB97X-D SOS-MP2 CAM-B3LYP LC-DFTB2* DFTB3* 

Rot1-S0 0.00 0.00 0.00 0.00 0.00 

Rot2-S0 Rot1-S0 Rot1-S0 Rot1-S0 -0.02 0.05 

T-shaped-S0 PD2-S0 6.25 DS1-S1 type** Rot2-S0 Rot2-S0 

PD2-S0 0.82 1.04 0.93 0.03 0.11 

PD1-S0 PD2-S0 3.03 2.62 PD2-S0 PD2-S0 

* Frequencies were not calculated. ** It has a small imaginary frequency (close to 20i cm-1). 

 

TABLE II. Geometrical parameters for S0 and S1 optimized geometries of the tetracene dimer. D is the 

distance between the centers-of-mass of each monomer. The angles  and  and the dihedral angle  are 

defined in FIG. 2. 

Optimized  

Geometry 

Geometrical parameters 

(TD)-ωB97X-D SOS-MP2/SOS-ADC(2) (TD)-CAM-B3LYP LC-(TD-)DFTB2 

α 

(°) 

β 

(°) 

D 

(Å) 

γ 

(°) 

α 

(°) 

β 

(°) 

D 

(Å) 

γ 

(°) 

α 

(°) 

β 

(°) 

D 

(Å) 

γ 

(°) 

α 

(°) 

β 

(°) 

D  

(Å) 

γ 

(°) 
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Rot1-S0 179.1 96.1 3.48 21.9 179.7 94.8 3.44 21.9 179.3 93.8 3.52 22.7 178.7 91.8 3.49 18.6 

Rot2-S0 - - - 179.0 90.0 3.60 10.7 

T-shaped-

S0 
- 178.9 176.0 4.99 -1.3 - - 

PD2-S0 179.7 107.4 3.73 0.1 178.7 106.1 3.68 0.1 179.7 108.2 3.79 0.1 179.8 82.3 3.62 0.0 

PD1-S0 - 178.2 104.5 4.67 1.5 177.3 107.4 4.58 -0.1 - 

DS1-S1 177.0 101.5 3.33 0.0 175.8 103.9 3.26 0.0 176.0 103.4 3.33 -0.1 174.0 89.7 3.19 0.0 

PD1-S1 179.0 97.7 4.00 -0.1 177.4 100.6 3.91 0.6 178.6 97.6 4.04 -0.1 173.5 89.9 4.05 0.3 

 

 

FIG. 2. Atoms used to define relevant geometrical parameters: angles α (red) and β (blue) and dihedral 

angle γ (cyan). The yellow atoms were used to construct the PECs discussed in Section  III. C. 

 

 

All methods, except LC-DFTB2, consistently predict the lowest S0 minimum to be the rotated type 

conformer denoted Rot1-S0 (TABLE I and FIG. 1), in which both monomers are parallel, and a non-

zero angle is held between their long axes (TABLE II). This finding is also consistent with theoretical 

and experimental results reported by Schouder et al.26 LC-DFTB2 predicts two nearly degenerate rotated 

type minima, Rot1-S0, with intermonomer dihedral close to 19° and consistent with the other methods, 
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and Rot2-S0 with a smaller dihedral (close to 11°), the latter with energy lower by only 0.02 eV. This 

Rot2-S0 geometry converges at SOS-MP2, CAM-B3LYP, and ωB97X-D to the Rot1-S0 minimum 

(TABLE I). At SOS-MP2 level, other S0 minima are predicted to have higher energies, which rises with 

the decreasing alignment of aromatic rings: PD2-S0, PD1-S0, and T-shaped-S0. This order is also reflected 

in the interaction energies (TABLE III). CAM-B3LYP and ωB97X-D predict similar conformers and 

relative energies in several cases, including the lowest S0 minimum, although some conformations, such 

as the T-shaped-S0, were predicted not to have minima. 

Comparison with SOS-MP2 PD1-S0 and T-shaped-S0 geometries suggests that both LC-DFTB2 

and DFTB3 lack appreciable minima in these conformations. These two methods also predict nearly 

degenerate PD2-S0, Rot1-S0, and Rot2-S0 optimized geometries, disagreeing with numerical values 

predicted by other methods. 

The predicted lowest energy S0 minimum geometry for the tetracene dimer, rotated type, is 

consistent with previous results based on experiments and DFT optimizations,26 and on force-field 

calculations.81 The stability order of other S0 minima in TABLE I (PD2-S0, PD1-S0, and T-shaped-S0) 

is also consistent with previous studies of naphthalene, anthracene, and tetracene dimers.82–84 SOS-MP2 

PD2-S0 interaction energy (TABLE III) agrees with the SOS-MP2/def2-TZVP value for a similar 

configuration reported by Silva et al.27 Spillebout et al.16 argued that a C2 geometry (rotated similar to 

Rot1-S0) is unstable for tetracene and pentacene dimers based on ωB97X-D/6-311G vibrational 

frequencies, whereas a PD2-S0 type geometry is a minimum. However, these results for the Rot1-S0 are 

not in agreement with the ones presented in this study or those reported by Schouder et al.26   

 

TABLE III. Interaction energies for S0 optimized geometries of the tetracene dimer (kcal/mol). 

Method 

Interaction energy (kcal/mol) 

Rot1-S0 PD2-S0 PD1-S0 
# T-shaped-S0 

# 
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SOS-MP2 -16.93 -15.89 -13.90 -10.68 

ωB97X-D -20.42 -19.60 - - 

CAM-B3LYP -17.62 -16.69 -15.00 - 

LC-DFTB2 -18.87 -18.75 -14.67 -10.10 

# SOS-MP2 geometries were used for LC-DFTB2, as no minima were predicted with the latter (see TABLE I) 

 

 

FIG. 3. Relevant optimized geometries obtained for a tetracene dimer in the first excited state with SOS-

ADC(2) and def2-SVP basis set. Relative energies increase from left to right (TABLE IV). The TD-

CAM-B3LYP DS2-S1 and TD-ωB97X-D DS3-S1 geometries were also included.  

 

 

 

TABLE IV. Relative energies (kcal/mol) for the S1 optimized geometries of the tetracene dimer, with 

def2-SVP basis set unless stated otherwise. If the conformation type changed during optimization, the 

final geometry is indicated. 

Optimized 

geometries 

Relative energy of S1 optimized geometries (kcal/mol) 

ωB97X-D SOS-ADC(2)  CAM-B3LYP LC-TD-DFTB2 

DS1-S1 0.00 0.00 0.00 0.00 

PD1-S1 3.19 3.15 2.52 3.00 

Rot1-S0* PD1-S1 4.35 Rot-S1 PD1-S1 DS1-S1 

T-shaped-S0* 9.78 DS3-S1** 17.89 9.56 DS2-S1 DS1-S1 

* Calculations were done with def2-SV(P). Frequencies were not calculated. 
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** Intermonomer dihedral  close to 7°. 

 

Concerning the excited state, all methods predicted a consistent lowest energy minimum (DS1-S1, 

see TABLE IV and FIG. 3), similar to a D2h stacked model, but with one monomer displaced along its 

shorter axis (see TABLE II). Regarding other conformations, PD1-S1 was consistently predicted as a 

higher energy minimum by all methods. Rot1-S0 and T-shaped-S0 conformers were also optimized for 

S1, and in all cases, the conformation either changed to PD1-S1, DS1-S1, or conformers with higher 

relative energy (greater than 4 kcal/mol, TABLE IV). Hence, among the calculated geometries, only the 

DS1-S1 should be a relevant minimum geometry in the S1 state. Particularly at SOS-ADC(2) level, the 

Rot1-S0 initial conformation converged to a different rotated conformer (Rot-S1), with an intermonomer 

dihedral angle close to 10° instead of 20-22°.  

The DS1-S1 geometry should be sufficiently close to an eclipsed geometry to allow the latter to be 

reached, should it be more stable. However, given the relevance of eclipsed D2h structure for aromatic 

excimers,38,42 besides parallel displaced ones,21 two additional geometries were considered. An eclipsed 

D2h geometry and a parallel displaced one with one monomer slipped by 0.05 Å in the long and short 

axis (denoted DS4-S1). After optimization, SOS-ADC(2)/def2-SV(P) predicts the D2h energy to be higher 

by 2.2 kcal/mol relative to DS1-S1, and the DS4-S1 structure (C1 symmetry) to converge to the DS1-S1 

geometry. Concerning TDDFT calculations using the levels ωB97X-D/def2-SV(P) and CAM-

B3LYP/def2-SVP, the eclipsed D2h structure was higher in energy by 0.37 kcal/mol and 0.20 kcal/mol, 

respectively, than the DS1-S1 structure, suggesting a flatter potential energy surface relative to SOS-

ADC(2). The DS4-S1 structure converged to a geometry similar to the optimized D2h for CAM-B3LYP, 

and to the DS1-S1 minimum for ωB97X-D. In all tested cases, the DS1-S1 was still the lowest S1 energy 

geometry obtained. 
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 B. Dimer Vertical Excitations at Optimized Geometries 

Vertical excitations for the dimer were calculated with the def2-SV(P) at the S0 and S1 minima 

optimized with the same basis set. The latter geometries were very similar to def2-SVP optimized ones 

(TABLE I and TABLE IV, FIG. 1 and FIG. 3). Results for the monomer at SOS-MP2/def2-SV(P) S0 

optimized geometry were also included for comparison. Excitation energies, symmetries, and oscillator 

strengths are also shown in Tables SIII-SVII.  

 

 

 

TABLE V. Excitation energy (EE, eV) and oscillator strength (f) for the 1La and 1Lb states of the tetracene 

monomer. SOS-MP2/def2-SV(P) optimized geometry was used for all calculations. 

Method 

1La  (1
1B2u) 

1Lb  (1
1B3u) 

EE (eV) f EE (eV) f 

DFT/MRCI 
2.69 

2.74a 

0.127 

0.109a 

3.27 

3.22a 

0.004 

0.002a 

SOS-ADC(2) 3.33 0.111 3.50 0.001 

ADC(2) 3.07 0.101 3.59 0.001 

TD-ωB97X-D 2.88 0.087 3.71 0.003 

LC-TD-DFTB2 3.03 0.113 4.01 0.191 

CASPT2b 2.79 0.125 3.15 0.004 

Experimental 
2.71c 

2.60d 
- 3.32c 

3.14d 
- 

a Reference85. b Reference86. cReference87. dReference88. 

 

Regarding the monomer (TABLE V), DFT/MRCI predicts excitation energies of 2.69 and 3.27 eV 

for 11B2u and 11B3u states, in excellent agreement with experimental results87,88 and previously reported 

calculations with DFT/MRCI,85 using both SV(P) and TZVP basis sets, and CASPT2.86 Other methods 

predict higher excitation energies for both states and a varying energy gap between them, such as 0.17 

eV [SOS-ADC(2)] and 0.98 eV (LC-TD-DFTB2). In particular, SOS-ADC(2) has the highest 

overestimation of 1La, but the closest prediction of 1Lb relative to experimental results, among the single-
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reference methods. Excepting  LC-TD-DFTB2, all methods predict a bright S1 state and a S2 with small, 

but non-zero oscillator strength for the monomer (TABLE V), which agrees with the experiments.88  

 

 

 

 

FIG. 4. Excitation energies and oscillator strengths for the tetracene monomer (Mon) and dimer S0 

optimized geometries (FIG. 1). Bright singly excited (f > 0.05), dark singly excited, and doubly excited 

states are represented by solid blue, dotted black, and solid red lines, respectively. The height is 

proportional to the oscillator strengths for the bright states and fixed for the others. LC-DFTB2 Mon, 

Rot1-S0, and PD2-S0 geometries were used for LC-TD-DFTB2, and SOS-MP2 geometries in all other 

cases. Fig. S1 contains all methods used. 

 

There is an overall good agreement among dimer spectra using different methods (FIG. 4 and FIG. 

5). Focusing on S1-S4 states for all geometries, we see that other methods predict higher excitation 

energies relative to DFT/MRCI, particularly SOS-ADC(2). This general pattern could be partly due to 

the monomer itself, as it also appears for the S1 and S2 states of the latter (TABLE V). For the S0 

minimum dimer geometries investigated — Rot1-S0, T-shaped-S0, PD2-S0 — all methods predict a bright 
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state to be either S1 or within 0.3 eV of it (FIG. 4). DFT/MRCI predicts a dark S1 state for all geometries 

except PD2-S0, where the S2 dark state is nearly degenerate with the S1 bright state (FIG. 4). Other 

methods follow closely, except for the T-shaped-S0 geometry, where a bright S1 state, similar in energy 

to the monomer bright S1 state, is predicted by SOS-ADC(2) and LC-TD-DFTB2 (FIG. 4). The excimer 

geometry, DS1-S1 conformer, presents a rather distinct picture as all methods predict the stabilization of 

the first dark state, which is lower by at least 1.0 eV compared to other singly excited states, including 

the first bright state (FIG. 5).  

 

 

FIG. 5. Same as FIG. 4, but focusing on DS1-S1 optimized geometry (FIG. 3) and varying the method. 

Bright singly excited (f > 0.05), dark singly excited, and doubly excited states are represented by solid 

blue, dotted black, and solid red lines, respectively. DFT/MRCI calculations used SOS-ADC(2) 

geometry. SOS-ADC(2) and LC-TD-DFTB2 used geometries optimized at the same level. Fig. S2 

contains all methods used. 

 

Current implementations of TDDFT and TD-DFTB cannot predict doubly excited states (due to the 

adiabatic approximation of the time-dependent correlation-exchange potential89); neither can ADC(2) 

(due to the expansion of the 2p-2h matrix elements only to the zeroth order of perturbation theory48). 
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Because at the Rot1-S0, PD2-S0, and T-shaped-S0 geometries, DFT/MRCI predicts doubly excited states 

much higher than S1 (by 1.0 eV or more) and at least 0.5 higher than the first bright states (FIG. 4), 

TDDFT, TD-DFTB, and ADC(2) can be applied to describe the absorption spectrum without a problem. 

However, at the excimer geometry, DS1-S1, a low-lying doubly excited state is predicted to be only 0.4 

eV above the S1 state and located lower than the first bright state (FIG. 5). Hence, this state is expected 

to become important for excimer formation and survival, limiting the applicability of these methods. 

Previous studies also reported the existence of a low-lying doubly excited state for the tetracene dimer7,8 

and related systems such as pentacene7,90 and covalently linked tetracene dimers.23 

Regarding comparison to experimental data for the tetracene dimer in solution, Katul and Zahlan24 

reported the first absorption maximum close to 2.3 eV, and Iannone and Scott25 reported a similar value 

(close to 475 nm, 2.6 eV) for a tetracene dimer in a solid host matrix. These values are consistent with 

the first and second DFT/MRCI bright states (f > 0.05) for all three S0 optimized geometries (FIG. 4, 

TABLE VI): S3 (2.68 eV) and S4 (2.75 eV) at Rot1-S0, S1 (2.49 eV) and S4 (2.75 eV) at PD2-S0, and S2 

(2.64 eV) and S3 (2.69 eV) at T-shaped-S0. Since the latter geometry has relative energy much higher 

than the others, it is unlikely to contribute, but PD2-S0 conformer is higher by near 1 kcal/mol at SOS-

MP2/def2-SV(P) level (TABLE I), and it could be populated if the temperature is high enough. Other 

methods predict a first aborption maximum at energies higher than DFT/MRCI by 0.16-0.72 eV (TABLE 

VI). The fluorescence spectrum of tetracene dimers trapped in a poly(methyl methacrylate) matrix shows 

a broad band, which has a peak maximum at 2.2 eV, another peak at 2.1 eV, and a weak shoulder at 1.9 

eV, as reported by Iannone and Scott.25. Comparison with these results shows that our vertical emission 

energies are lower, ranging between 1.16 eV (DFT/MRCI) and 1.77 eV(SOS-ADC(2) (TABLE VI). 

From shifts in the fluorescence excitation spectra between monomer and dimer of 250 cm-1 and the 

experimental Stokes shift of 300 cm-1, Iannone and Scott estimate the tetracene pair separation to lie 

between 4 to 8 Å in the matrix. The weaker interaction in this case as compared to the one in the present 



17 

 

dimer with a distance of 3.26 Å might be one reason for the discrepancies between calculated and 

experimental emission energies, in addition to deficiencies of the computational methods. 

 

TABLE VI. Excitation energy (eV) for relevant states of the tetracene dimer for the processes 

considered. For the absorption, the first two bright states (f > 0.05) are included for both Rot1-S0 and 

PD2-S0 geometries. The adiabatic state is indicated in parenthesis. For the emission, the S1 state at DS1-

S1 geometry is included.  

Process Geometry 
Relevant 

state 

Method Experimental 

DFT/MRCI 
SOS-

ADC(2) 
ADC(2) 

TD-

ωB97X-D 

LC-TD-

DFTB2 

 

Absorption 

Rot1-S0 

First 

bright 
2.68 (S3) 3.28 (S2) 2.93 (S1) 2.97 (S2) 3.04 (S2) 

2.3a-2.6b 

Second 
bright 

2.75 (S4) 3.65 (S6) 3.13 (S4) 3.27 (S4) 4.00 (S6) 

PD2-S0 

First 

bright 
2.49 (S1) 3.21 (S2) 2.87 (S1) 2.91 (S2) 3.04 (S2) 

Second 

bright 
2.75 (S4) - 3.14 (S4) - 4.00 (S6) 

Emission DS1-S1 S1 1.16 1.77 1.42 1.56 1.62 1.9-2.2b 

a Reference24. b Reference 25. 

 

Besides the general overview of the spectra, it is also important to compare the particular nature of 

states among methods. Oscillator strengths, symmetries, omega matrices, and CT values for low-lying 

states (S1-S4) were employed to identify analogous states among methods. Omega matrices and CT 

values require defining proper fragments, and we used two schemes here (Fig. S3). To calculate CT 

values, we considered each monomer as a fragment, such that the CT descriptor quantifies intermonomer 

charge-transfer interactions. To calculate omega matrices, we used a more detailed grid. Each carbon 

was defined as a fragment, and, in the dimer case, the first half of the fragments belongs to a monomer, 

while the second half to the other. Hydrogen atoms were included in the fragment of the respective 

bonded carbon. Examples of omega matrices are shown in FIG. 6. Each cell specifies the weight of a 

given charge-transfer for the excitation considered, and the respective line and column specify the 
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number, with origin at the lower left corner, of the two fragments involved (provided they are not 

equal).32  

With this fragmentation scheme, each omega matrix for the dimer can be divided into four groups of 

fragments: upper left and lower right (“diagonal” blocks), and upper right and lower left (“off-diagonal” 

blocks). For two dominant off-diagonal blocks (such as in S2 state at Rot1-S0 in FIG. 6), both the electron 

and the hole are on the same monomer (excitonic resonance states), whereas for two dominant diagonal 

blocks (as in S1 state at Rot1-S0 in FIG. 6) they are separated on different monomers (charge-resonance 

(CR) states).32 If a single diagonal block is dominant (such as in S2 at T-shape-S0 geometry in FIG. 7), 

then the exciton is localized on a single monomer, and the state is locally excited.32 A single dominant 

off-diagonal block corresponds to a charge-transfer (CT) state (exemplified by S1 state at T-shape-S0 

geometry in FIG. 7).32 Lastly, equal contributions from all four blocks characterizes a mixed state (for 

example, S1 at PD2-S0 in FIG. 7). Omega matrices for the tetracene monomer and selected dimer 

geometries are included in the supporting information (Figs. S4-S8) for all methods used, along with CT 

value (Table SVIII), oscillator strength, and symmetry for each excited state (Tables SIII-SVII). 

 

TABLE VII. Excitation energies (EE), irreducible representation of the C2 group (sym), and oscillator 

strengths (f) for the Rot1-S0 geometry (FIG. 1). A lower-case letter beside each energy identifies 

analogous states among methods. Tables SIII-SVII present further data for all calculated geometries. 

State 

DFT/MRCI SOS-ADC(2) LC-TD-DFTB2 

EE 

(eV) 
f sym 

EE 

(eV) 
f sym 

EE 

(eV) 
f sym 

S1 2.42  a 0.015 A 3.21  b 0.003 B 2.89  b 0.004 B 

S2 2.57  b 0.005 B 3.28  c 0.095 A 3.04  c 0.134 A 

S3 2.68  c 0.159 A 3.48 0.014 A 3.12  a 0.020 A 

S4 2.75  d 0.098 B 3.48 0.010 B 3.14  d 0.006 B 
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FIG. 6. S1-S4 DFT/MRCI omega matrices for tetracene dimer at Rot1-S0 geometry. For comparison, S1 

and S2 DFT/MRCI omega matrices for the monomer (Mon) are also shown. The complete set of omega 

matrices is shown in Figs. S4-S8. 

 

Using these tools, we see that the order of analogous states varies with the method, as shown in 

TABLE VII for the Rot1-S0 geometry (Tables SIII-SVII for all). However, for a given method, these 

inversions in the order of states are, in most cases, associated with states with relatively small energy 

differences (< 0.4 eV), suggesting a general agreement among methods. Concerning oscillator strengths, 

there is a good agreement among methods for all geometries regarding the identification of each state as 

bright (f > 0.05) or dark, as can be seen in FIG. 4 and FIG. 5. Analyzing the S1 state for the T-shaped-

S0 structure, one can see from Tables SVI (lowercase letters besides excitation energies label comparable 

states) and SVIII, that the S1 state (11B1) for DFT/MRCI and ADC(2) has a pronounced CT character 

and a smaller oscillator strength whereas the 21B1 state has a smaller CT character and a larger oscillator 

strength. For the other methods, this situation is inversed (for SOS-ADC(2) the 21B1 CT value is 0.89 e, 

not included in Table SVIII). This inversion in the order of analogous states (1 1B1 and 2 1B1) among 
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different methods still seems acceptable, however, in view of the relatively small energy difference 

between these two states (0.22-0.35 eV for all methods). 

Omega matrices (FIG. 6 to FIG. 8) provide further information, as they can be used to assign the state 

character as CT, CR, excitonic, localized, or mixed.32 At Rot1-S0 geometry (FIG. 6), S1 to S4 states are 

connected to the S1 state of the monomer, as shown by the patterns of the respective dimer omega 

matrices. The main patterns of the omega matrices for states S2 and S3 are located on the off-diagonal 

blocks showing an excitonic resonance character. On the other hand, S1 and S4 states are of charge 

resonance character as the diagonal blocks, connected to intermonomer interactions, are dominant in this 

case. CT values confirm this picture, as they are small for S2 and S3 (CT < 0.15), and large for S1 and S4 

(CT > 0.8). This situation is similar to the Frenkel models describing dimer states as combinations of 

monomer states,91 and the relevant role of charge-transfer interactions is consistent with a previous work 

that demonstrated that the inclusion of a charge-transfer type of coupling in the Holstein Hamiltonian is 

necessary to describe experimental results in a tetracene crystal.22   

 

 

FIG. 7. DFT/MRCI omega matrices for tetracene dimer at geometries PD2-S0, T-shaped-S0, and DS1-

S1. The complete set of omega matrices is shown in Figs. S6-S8. 
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DFT/MRCI predicts a more complex scenario for the other geometries. At the PD2-S0 geometry, S1 

and S4 are predicted to be mixed states (FIG. 7), and for the T-shaped-S0 (FIG. 7), S1 is a CT state, S2 

and S3 (Fig. S8) are almost degenerate excitations localized at each monomer, and S4 is a doubly excited 

state. At DS1-S1 geometry, all S1-S4 DFT/MRCI states are predicted to be either of mixed (S1 and S3, 

FIG. 7) or doubly excited character (S2 and S4). For the S1 state, the DFT/MRCI CT value is quite similar 

to other methods (Table SVIII), and shows that charge transfer interactions are relevant for the excimer. 

The splitting among singly excited states for the latter geometry is predicted to be much larger, close to 

1 eV (FIG. 9), suggesting a stronger interaction between monomers in this geometry. The considerable 

decrease in the S1 state energy implies that this splitting is due to the excimer relaxation itself.  

Despite the order inversions, LC-TD-DFTB2 predicts similar pictures regarding the nature of states 

(e.g., CR associated with monomer S1) and comparable CT values for the singly excited states, exceptions 

being states S2 and S3 at PD2-S0 (FIG. 8), and S3 at DS1-S1 geometry. In the latter cases, DFT/MRCI 

predicts states with more mixed character. In contrast to the other methods, SOS-ADC(2) predicts 

excitonic states connected to the S2 state of the monomer (FIG. 6) among the low-lying states — S3 and 

S4 at Rot1-S0 (FIG. 8), PD2-S0 and T-shaped-S0 — instead of CT/CR, meaning that the latter types of 

state are destabilized relative to excitonic ones by this method.  
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FIG. 8. Tetracene dimer omega matrices for SOS-ADC(2) at Rot1-S0 geometry, and LC-TD-DFTB2 at 

PD2-S0 geometry. The complete set of omega matrices is shown in Figs. S4-S8. 

 

 

FIG. 9. DFT/MRCI vertical excitations for each tetracene dimer geometry and the monomer (Mon). S1 

and S2 states are represented for the monomer and S1 to S4 for the dimer. The nature of the state is 

represented by the line color. CR and CT stand for charge resonance and charge transfer, respectively. 

Mixed states have relevant contributions from both excitonic and charge-transfer interactions.  

 

Energy level diagrams are shown in FIG. 9 for DFT/MRCI S1-S4 states with the splitting of states of 

similar character, summarizing the previous discussion based on FIG. 6 to FIG. 8. In the case of vertical 
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excitations from S0, excitonic splittings amount to a few tenths of eV. As mentioned earlier, the situation 

is quite different for the DS1-S1 geometry, where the corresponding splitting increases to 1 eV, and the 

two singly-excited states are mixed excitonic and CT states. 

 

 C. Potential Energy and Charge-Transfer Curves 

Potential energy curves (PECs) were used to analyze the relationship between charge transfer and 

excimer survival, and its differences among methods. SOS-ADC(2), TD-ωB97X-D, LC-TD-DFTB2, and 

DFT/MRCI were used. The lowest energy S1 minimum geometry (DS1-S1, FIG. 3) was taken as the 

starting point. For DFT/MRCI and LC-TD-DFTB2, the SOS-ADC(2) optimized geometry was used. To 

construct the PEC, one monomer was rigidly displaced along the normal vector of the plane defined by 

the three yellow atoms in FIG. 2, whereas the other monomer was kept fixed. Symmetry labels were 

used to identify states, except for LC-TD-DFTB2, since orbitals for the latter method became localized 

to each monomer, for large intermonomer distances. 
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FIG. 10: Diabatically connected PEC along the intermonomer distance for the tetracene dimer. Energies 

are relative to the Rot1-S0 minimum, except for DFT/MRCI, for which the lowest value of the S0 energy 

(3.65 Å) was used as a reference. The DS1-S1 optimized geometry is marked with a dotted vertical line. 

The excited states of the monomer (Mon) are represented as horizontal lines. In LC-TD-DFTB2 case, 

states were labeled based on their character, as symmetry labels were not applicable. 
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TABLE VIII. Dissociation energy (De, eV) for each state. The DFT/MRCI S1 to S4 states at the DS1-S1 

geometry were included. CT and doubly excited (DE) states were not included. The lower-case letter 

besides each value is used to mark analogous states. 

Method 
State 

S1
* S2

* S3
* S4

* 

DFT/MRCI 1.32  a DE 0.54  c DE/CT 

SOS-ADC(2) 1.49  a 0.90  b 0.55  c CT  d 

TD-ωB97X-D 1.52  a 0.62  c CT  d 1.07  b 

LC-TD-DFTB2 1.16  a CT  d 0.7  c CT  b 

* the state number refers to DFT/MRCI at DS1-S1 geometry. 

 

As can be seen from FIG. 10, all single-reference methods predict a similar general profile relative to 

DFT/MRCI, but relevant differences are found, such as a shallower S1 state minimum (21Ag for all 

methods) and smaller energy gaps between states S2-S4 in LC-TD-DFTB2. Among the singly excited 

states, the description of the most analogous states is quite similar, as shown by the dissociation energies 

in TABLE VIII. Excimer stabilization energies for the S1 state also agree quite well among single-

reference methods (TABLE IX). The most important difference of single-reference methods relative to 

DFT/MRCI is the low-lying doubly excited state (31Ag) in the latter, which crosses with the state 

associated with the excimer (21Ag), and could lead to significant deficiencies in the description of 

photophysical processes by single-reference methods. This crossing is similar to previously reported 

results for a pentacene dimer.90 Similarly, a previous study of an intermonomer displacement curve at 

double spin-flip restricted active space level for two stacked D2h tetracene monomers8 also reported a 

low-lying doubly excited 1Ag state, which becomes nearly degenerate with S1. As shown in FIG. 10, the 

doubly excited 31Ag state has energy near twice the T1 state energy of the monomer, suggesting it is the 

state involved in the singlet fission process.  
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TABLE IX. S1 excimer stabilization energy (ESE), predicted as the difference between the vertical 

excitation energy (VE) and adiabatic excitation energy (AE). All values are in eV. 

Energy SOS-ADC(2) TD-ωB97X-D TD-CAM-B3LYP LC-TD-DFTB2 

VE 3.21 2.88 3.06 2.89 

AE 2.47 2.19 2.30 2.37 

ESE 0.74 0.69 0.76 0.52 
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FIG. 11: Diabatically connected CT curves along the intermonomer distance for the tetracene dimer. 

DS1-S1 optimized geometry is marked with a dotted vertical line. 31Ag and part of the 21Bu DFT/MRCI 

states weres excluded due to the dominant doubly excited character. 
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Diabatically connected CT values for the PECs in FIG. 10 are given in FIG. 11

 

FIG. 11. When analyzed together, PECs and CT values reveal that the decrease of potential energy 

associated with excimer survival in S1 mirrors the increase of intermonomer charge transfer, measured 

by CT values. Excluding CT and doubly excited states, this is also valid for higher-lying states. Focusing 

on DFT/MRCI, a comparison of the 21Ag and 11Bu PEC and CT curves suggests that the dissociation 

energy (De) is proportional to the distance upon which charge-transfer interactions vanish (DCT, the point 
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at which CT becomes very small, e.g., 0.05). This correlation is not always monotonous, however, as 

exemplified by the 11Bg state in the DFT/MRCI curve in FIG. 12. Hence, charge-transfer interactions 

could have a prominant role in the first two states, but not in the latter. Due to the absence of doubly 

excited states, SOS-ADC(2) presents a clearer picture and corroborates the previous relation, as both De 

and DCT decrease in the order 21Ag, 2
1Au, 1

1Bg, and 11Bu, whereas 11Au does not properly fit this tendency 

(FIG. 12). TD-ωB97X-D method presents similar results, although exchanging the roles of 11Au and 

21Au. Lastly, the first three π → π* LC-TD-DFTB2 states also fit this tendency, specifically in the 

following order: 1 π → π*, 3 π → π*, and 2 π → π*. A similar qualitative relation also appears in 

previously reported results for the benzene dimer PEC and CT curves,38  as states with negligible CT 

values remain unbounded, and states with deeper wells are associated with CT values that vanish at larger 

intermonomer distances. 
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FIG. 12: Correlation between relative distance at which the CT curve becomes smaller than 0.05 (FIG. 

11  

FIG. 11) compared to dissociation energy (FIG. 10) for each state.  
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 IV. CONCLUSIONS 

Benchmark results were reported for the tetracene dimer using single-reference methods and 

DFT/MRCI. Results of the latter method are consistent with available experimental data for absorption 

spectra. We predict emission excitation energies for the excimer that are significantly lower than existing 

experimental data for tetracene dimers that do not present typical excimer behavior. Our calculations 

suggest that these excitation energies might be useful to differentiate excimer formation from other 

structural changes between tetracene dimers upon absorption. 

Among the tested methods, consistent results were predicted for optimized geometries of S0 and S1 

states and for the corresponding excitation spectra. Comparison of omega matrices shows that the specific 

nature of states varies appreciably with dimer geometry. Particularly at the excimer geometry (DS1-S1), 

the geometry relaxation leads to a more complex scenario, with low-lying mixed character as well as 

doubly excited states. The first low-lying doubly excited state has an asymptotic energy value in the 

potential energy curve consistent with that of two times the energy of the monomer T1 state, confirming 

that it is the state connected to singlet fission. This state is also found to cross the state associated with 

the excimer and becoming the lowest state asymptotically for large intermonomer distances, and, 

therefore, should be relevant in the singlet fission process. The absence of the doubly excited state can 

also lead to problems in the description of general excimer related processes by single-reference methods. 

LC-TD-DFTB2 provides a good overall description of optimized geometries, associated spectrum, 

and the nature of low-lying singly excited states, relative to other single-reference methods. Inversions 

in the order of low-lying states relative to DFT/MRCI and other methods occurred mostly among 

energetically close states (gaps lower than 0.4 eV). Relative energies of ground-state conformers suggest 

a flatter potential energy curve relative to SOS-MP2, but excited-state conformers agree quite well with 
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the prediction of other methods. Hence, LC-TD-DFTB2 should be able to provide a description of the 

excimer formation and survival processes in line with other single-reference methods. 

Results based on PEC and CT curves suggest that charge-transfer interactions are necessary for the 

excimer stabilization. This could be expressed qualitatively as a relation between the dissociation energy 

of each state and the associated CT curve vanishing distance. Hence, charge-transfer interactions are an 

important contribution to the excimer state and to several of the higher states. 

 

 

 V. SUPPLEMENTARY MATERIAL  

The data that supports the findings of this study are available within the article and its supplementary 

material. See the supplementary material for vertical excitations energies, oscillator strengths, omega 

matrices (with fragmentation scheme), orbital analysis, and S0 and S1 optimized geometries cartesian 

coordinates for tetracene monomer and dimer. For the latter, intermonomer CT values and DFT/MRCI 

reference active space tests are also included. 
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