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Abstract—Many use cases are meant to be supported by
the fifth generation (5G) wireless technology. The one which
is occupying the research area for its challenging requirements
is the Ultra Reliable Low Latency Communications (URLLC).
Hybrid Automatic Repeat reQuest (HARQ) protocol is used
to ensure reliability but it induces delay. Furthermore, the
transmission in the Radio Access Network (RAN) should be
taken into account in the delay budget. In this paper, we jointly
analyze the reliability and the delay with two RAN architectures:
the legacy one where only one radio unit receives the packet
from a terminal and a Centralized-RAN (C-RAN) architecture
where several radio units can decode a packet. We propose
to combine these approaches in a flexible architecture. The
observed enhancement is a division by 850 of the packet erasure
rate compared to the legacy architecture with a latency of 3
milliseconds.

Index Terms—5G, URLLC, RAN architecture, C-RAN, flexible
architecture.

I. INTRODUCTION

The fifth generation (5G) communication technology is
emerging after four previous generations to offer higher rates,
lower latency, higher reliability and to serve a larger number
of users simultaneously. One of the 5G usage scenarios is
the Ultra reliable low latency communications (URLLC). Its
importance lies in its use for critical applications. Some
of these applications are telemedicine and driverless cars
[1]. These applications require very high reliability because
they concern human lives. The required reliability ranges
from 10−3 to 10−7 packet error rate (PER) depending on
the usage scenario [2]. Since they are critical, a very low
latency (between 1 and 10 ms [2]) is required as well.
Responding to these two strict requirements while maintaining
acceptable network capacity, reasonable energy consumption,
and satisfying overall network operation is challenging [3].

Hybrid automatic repeat request (HARQ) is widely
known and deployed in wireless networks. It is used to
reduce errors and enhance the transmissions reliability [4].
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However, packet repetition induces latency. Ensuring high
reliability with fewer transmissions requires to reduce the
interference. Consequently, this will reduce the network’s
capacity. Previous studies were made to reduce the latency
caused by the HARQ re-transmissions. Cheng and Chen
proposed to allocate resources for re-transmissions in
advance [5]. Other authors suggested predicting the
decoding feedback (acknowledgement (ACK)/negative
acknowledgement (NACK)) [6]. This prediction enables
earlier re-transmissions. As a result, the delay is shortened.

In the literature, studies were made to respond to URLLC
requirements. Some of them were based on varying the
transmission time interval (TTI) size and the frame size to
reduce the latency [7]. That way, more re-transmissions are
allowed before exceeding the accepted delay. Other authors
opted the grant free access to cut down the delay generated
by the grant based access [8]. Diversity techniques were also
studied to achieve high reliability. Time diversity is discarded
because it produces latency. In [9] and [10], the multiple
reception concept was studied. It is shown that it increases
reliability by providing spatial diversity. The authors were
interested in studying resource utilization and the network’s
capacity using this technique.

All these papers consider only the radio interface. The
latency perceived by users is also due to the delay in
the radio access network. The radio access network (RAN)
architecture should thus be included in the study of the latency.
Centralized-RAN (C-RAN) is a new network architecture
that emerged to be the evolution of the traditional RAN.
This centralized architecture is a key element of the 5G
technology. It consists of dividing the base station (BS) into
two parts: a centralized unit (CU) and a radio unit (RU)
[11] (Fig. 1). The connection between these two parts is
usually a fiber optic link. High bandwidth, low losses, and
interference insensitivity are the interesting advantages of this
link. The C-RAN architecture presents many benefits. It helps
the operators to reduce the sites’ deployment costs. It ensures
also the collaboration between different RUs connected to
the same pool of CUs. It also provides the ability to choose
which BS functions to centralize and which functions to keep
implemented locally. This is called the functional split [12]
(Fig. 1). Some researchers were interested in the flexibility of
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Fig. 1: C-RAN architecture.

the functional split. This flexibility allows switching from an
option to another upon the need: whether to reduce energy
consumption, to diminish resource utilization, to respond to a
latency requirement, or any other need. The adaptive split in
[13] is an example.

In this paper, we investigate the impact of the architecture
on the latency and on the reliability. We compare the single
receiving point to the multiple receiving case while adopting
different functional splits. For each architecture, we derive
the distributions of the number of transmissions and of the
delay. Then we suggest a flexible switch between the two
chosen functional split options. Our results are demonstrated
analytically and by simulations.

The paper is structured as follows: Section II exposes
the two different architectures studied, in addition to the
propagation, transmission, and error models. Afterward, the
delays for both architectures are detailed in section III.
In section IV, we develop the transmissions distributions
analytically. Then, in section V, we propose a flexible
functional split between the two architectures. Finally, before
concluding, we expose and discuss our results in section VI.

II. ARCHITECTURE AND MODEL

A. Architectures overview

We consider two RAN architectures with different
functional splits: A and B.

In A, the medium access control (MAC) layer, responsible
for the error correction (using HARQ), is implemented in the
RU. This corresponds to functional split option 1 [12]. In this
architecture, the data is close to the user [14]. We consider here
a user equipment (UE) transmitting and only one receiving
RU (Fig. 2). During each transmission, the data is received
at the RU. A decoding process occurs. In the case of a failed
decoding, the MAC layer in the RU asks for a re-transmission.
When the decoding succeeds, the data is transmitted to the CU.

In B, the error correction is triggered in the CU. The MAC
layer is therefore implemented in the CU. This is referred
to as split option 8 in [12]. Here, we consider that M RUs
receive the data from the same UE (Fig. 3). We have a single
transmission and multiple receptions. The decoding is based
on the M receptions. The coordination between the M RUs is
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Fig. 2: Architecture A-One receiving BS.
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Fig. 3: Architecture B-Multiple receiving BSs (M = 2).

managed by the CU: different receiving RUs send the received
signals to the CU where the signals can be combined. In this
work, we consider that a reception is successful if the data
from at least one of the M RUs is correctly decoded. In
case of an error on all the receiving RUs, a re-transmission is
requested from the CU.

In A and B, we consider that a CU is connected via fiber
optic links to multiple RUs located at the tower site. We
consider these RUs to be equidistant from the CU. We define
θ, the propagation delay between different RUs and the CU
that they’re connected to:

θ =
ρ

v
(1)

where ρ is the distance between the CU and the RUs connected
to it and v is the velocity of light inside a fiber (v = 2× 108

m/s). Then, for the same CU, θ is the same for all RUs.

B. System model

The channel model is considered as Cost-231 Hata [15].
The received power depends on the path-loss and the fading:

Pr = Pt

(r0

r

)α
χ (2)

where Pr is the received power, Pt the transmitted power, r0

is a constant, r the distance between the transmitter and the
receiver (the UE and the BS respectively in our case), α the



path-loss exponent and χ is an exponential random variable
representing the fading with mean = 1. The shadowing is not
taken into consideration.

The transmissions in both architectures are in the uplink
(UL) direction. We consider successive transmissions of data
packets. All transmitted packets have the same size. We
consider that the transmission duration of a packet or an
ACK/NACK is 1 TTI. Thereby, we have TA = TD with TA
being the transmission duration of the ACK/NACK and TD
the transmission duration of a packet of data. We consider
a perfect downlink (DL), i.e. ACKs and NACKs are always
successfully received.

We consider the background noise N as a constant.
Parameter N includes the noise and the interference. The error
in decoding is related to the signal to noise ratio (SNR) which
is denoted by γ:

γ =
Pr

N
. (3)

With the previous considerations, we define γ, the average
SNR as:

γ =
Pt

N

(r0

r

)α
. (4)

The PER is approximated and calculated as a function of the
SNR similarly to [16]:

h(γ) =

{
1 if 0 < γ < γM

ae−gγ if γ ≥ γM
(5)

where a and g are parameters that depend on the modulation
and coding scheme (MCS) mode and γM = ln a

g .

III. DELAYS

The reliability is achieved by the HARQ chase combining
(CC) mechanism in architecture A. For architecture B, both
HARQ and spatial diversity are used to achieve reliability.
Now, to compute the delay for each architecture, we expose
its components. We assume that the processing duration is
negligible. We consider that the propagation delay is absorbed
by the guard time of the slot. We also suppose that we have a
very high rate on the fiber link. Then, the transmission duration
over the fiber is negligible. In the following, the number of
transmissions is denoted by l: l − 1 failed transmissions and
then a successful one.

For architecture A, we define the cycles duration in both
cases: good and bad decoding. In Fig. 4, d1f denotes the delay
of 1 cycle in which the decoding fails:

d1f = TD + TA. (6)

Parameter d1s represents the delay of 1 cycle where the
decoding succeeds:

d1s = TD + θ. (7)

Therefore, the total delay produced by l transmissions is:

d1 = (l − 1)(TD + TA) + TD + θ. (8)

For architecture B, the cycles delays are shown in Fig. 5.
The delays illustrated in this figure are considered between
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Fig. 4: 1 cycle delay (a) failure and (b) success case (A).
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Fig. 5: 1 cycle delay (a) failure and (b) success case (B).

a UE and one BS (BSi). Let d2f and d2s denote the delay
of 1 cycle with an erroneous and a successful decoding
respectively. Then, we have:

d2f = TD + 2θ + TA (9)

and
d2s = TD + θ. (10)

The total delay generated by l transmissions in B is:

d2 = (l − 1)(TD + 2θ + TA) + TD + θ. (11)

IV. ANALYTIC FORMULATION

The delay detailed in III is a function of l, the number of
transmissions. Consequently, the distribution of l is needed to
know the delay and its distribution.

The UEs are considered to be uniformly distributed in an
hexagonal cell of radius Rc. The RUs are at the centers of
the cells. In [17], the probability of having more than k
transmissions as a function of γ was computed when the PER
is given by (5):

P(l > k/γ) = Γl(k,X)

+ e−X
k−1∑
i=0

(X)i

i!

Γ( 1
gγ )

(gγ)k−i+1Γ( 1
gγ + k − i+ 1)

(12)

where P(l > k/γ) is the probability of having more than k
transmissions for a given γ in a fading channel, X = γM

γ ,
and Γl(b, x) = 1

Γ(b)

∫ x
0
tb−1e−tdt is the lower incomplete

normalized gamma function. The probability distribution
function (PDF) of the number of transmissions (l) is obtained
by:

P(l = k/γ) = P(l > k − 1/γ)− P(l > k/γ). (13)
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For a fixed Pt and N , γ varies with the distance between the
transmitter and the receiver.

For symmetry reasons, our study is limited to the shadowed
area of Fig. 6. We consider a UE at the position (x, y) relative
to RU1. We have 0 < x <

√
3

2 Rc and 0 < y < x√
3

.

A. Architecture A

In A, the UE in position (x, y) has a corresponding

γ(x, y) = Pt
N

(
r0√
x2+y2

)α
. Thus, for each UE, we have

a distribution of l, the number of transmissions from (12)
and (13). In order to get a distribution of l, the distribution
depending on the position should be averaged over all the
studied surface:

P(l > k) =
8√
3R2

c

∫ √
3

2 Rc

0

∫ x√
3

0

A(x, y)dydx (14)

where A(x, y) = P (l > k/γ(x, y)).

B. Architecture B

In B, for M = 2, the UE in position (x, y) relative to RU1,
is in position (

√
3Rc−x, y) relative to RU2. The average SNR

relative to the second BS is γ(
√

3Rc − x, y). A transmission
is considered erroneous if its reception fails at the 2 RUs. So,
the probability of having more than k transmissions is:

P(l > k) =
8√
3R2

c

∫ √
3

2 Rc

0

∫ x√
3

0

A(x, y)A(
√

3Rc−x, y)dydx.

(15)
For M = 3, the UE is in position (

√
3Rc

2 −x, 3Rc

2 −y) relative
to the third RU. Similarly to (15), we get:

P(l > k) =
8√
3R2

c

∫ √
3

2 Rc

0

∫ x√
3

0

A(x, y)

A(
√

3Rc − x, y)A

(√
3Rc
2
− x, 3Rc

2
− y

)
dydx.

(16)
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V. FLEXIBLE SWITCH BETWEEN A AND B

After presenting both architectures, we propose to
dynamically switch between them. In fact, when the UE is too
close to the first RU, there is no need to let the second RU
receive from it. In this case, architecture A and single reception
are considered. On the other side, when the UE is near the
cell edge, we switch to architecture B and we enable multiple
receptions. We define Rth, the radius of the limit zone outside
which we allow two RUs to receive using architecture B (Fig.
7). If the UE is inside the mentioned zone, architecture A and
single reception are enabled. This switch is done by the flexible
functional split. The CU measures x and chooses the adopted
architecture accordingly. For each transmission to/from the
considered UE, each unit encodes/decodes the data until the
corresponding layer (dashed lines in Fig. 8) and transmits to
the other unit. The switching algorithm is the following:

Algorithm 1: Flexible switch between A and B

if 0 < x <
√

3
2 Rth then

consider architecture A;
else if x <

√
3

2 Rc then
consider architecture B;
enable multiple receptions;

end
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For the flexible split with M = 2, we have:

P(l > k) =
8√
3R2

c

(∫ √
3

2 Rth

0

∫ x√
3

0

A(x, y)dydx+

∫ √
3

2 Rc

√
3

2 Rth

∫ x√
3

0

A(x, y)A(
√

3Rc − x, y)dydx

)
.

(17)

VI. RESULTS

In this section we present our analytic and simulations
results. Our simulations follow the analytic steps. The
propagation and error models from (2) and (5) are used.
The parameters values for our numerical calculations and our
simulations are summarized in table I.

A. Comparison of the two architectures

Fig. 9 shows the similarity between the mathematical
computation and the simulation results for P(l = k). It
also compares the single reception (with A) to the multiple
receptions (with B). It is shown that for the case of 2 receiving
BSs, we have higher chances to get a successful decoding from
the first transmission. For further transmissions, the probability
is lower for the case of 2 BSs. Thereby, in B, the number of
transmissions needed to get a successful decoding is reduced.
No significant improvement is observed for receiving from a
third BS. This is because the third BS is too far. For this
reason, we limit our study to M = 2.

The delay depends on the number of transmissions (l). We
can get the delay’s distribution based on the distribution of l.
Fig. 10 illustrates the complementary cumulative distribution
function (CCDF) of the delay. Having the number of
transmissions with a certain probability, we get the latency’s
distribution. If we define the reliability as receiving the
data successfully within a certain duration, then this CCDF
represents the outage probability. For example, if we want to
assure a delay less than 2 ms, we have higher reliability by a

0 1 2 3 4 5 6

Delay(ms)

10 -8

10 -6

10 -4

10 -2

10 0

C
C

D
F

1 BS-A
2 BSs-B

Fig. 10: Delay CCDF for A (with 1 BS) and B (with 2 BSs).

TABLE I: Parameters values.

Symbol Parameter Values
Pt (dBm) UE’s transmission power 23
r0 (m) Reference distance 0.2
α Path-loss exponent 3.38
N (dBm) Noise power -116.45
a [16] Parameter depending on the MCS 274.7
g [16] Parameter depending on the MCS 7.993
Rc (km) Cell radius 3.2
M Number of receiving BSs 1 for A, 2/3 for B
ρ (Km) CU-RUs distance 3.5
TD (ms) Data transmission duration 1 TTI=0.25 a

TA (ms) ACK/NACK transmission time 1 TTI=0.25 a

a Numerology 2 of the 5G new radio (NR) [18].

factor of 850 in the case of 2 BSs (architecture B) compared
to 1 (architecture A). This improvement is larger if we allow
higher delays. If we desire to get an outage probability of
10−6, we can see in Fig.10 that we get lower latency with
B (2.9 ms for B compared to 3.8 ms latency for A). We can
notice that distancing the CU from the RUs can add more
delay. This additional delay affects B more than A (which is
seen in (8) and (11)). This leads the delay’s CCDF of B to
approach the CCDF of A. The difference between the 2 delays
(for A and B) at 10−6 PER is 0.83 ms. If we let ρ = 20 km,
(8) and (11) give the same results for the mentioned PER. A
distance higher than 20 km increases more the delay in B. That
way, we observe higher delays in architecture A compared to
architecture B for the same PER.

B. Flexible C-RAN architecture

Fig. 11 illustrates the distribution of l, the number of
transmissions, for different Rth. We note that Rth = Rc is
equivalent to the case of adopting architecture A with one
receiving BS and Rth = 0 corresponds to architecture B with
two receiving BSs. The threshold is chosen when we start
getting the same performance as if we are receiving from 2
BSs. Accordingly, in our case, we choose Rth = 0.6Rc. This
is also shown in Fig.12, where we have the same performances
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for the case of Rth = 0.6Rc and Rth = 0. The delays achieved
by the switching algorithm are slightly lower than the case
where B is only implemented (2.34 ms and 2.4 ms respectively
for 10−5 PER). The maximum observed difference is 0.13 ms.
By flexibly splitting the BS’s functions, we save approximately
40% of the use of the second RU.

VII. CONCLUSION

In this paper, we took two different C-RAN architectures.
In the first one, we chose the re-transmissions to be triggered
in the RU and we adopted single reception. In the second
one, the re-transmission decision was made in the CU and we
adopted multiple receptions. It was shown that lower delays
can be achieved, for the same reliability, when receiving from
more than one BS. These lower delays are reached even if
we have higher round trip time (RTT) per transmission. The
spatial diversity reduces the number of transmissions needed
to get a successful decoding. As a result, lower delays can
be reached. We proposed to dynamically switch between A

and B. We proved that by enabling the reception from two
BSs just when needed, we can reach the aimed target: lower
latency and higher reliability.

In future work, we can consider a combining diversity
technique that provides more reliability such as maximum ratio
combining (MRC).
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