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Abstract

The A — ¢ — B magnetodynamic Maxwell system given in its potential and space-time formulation
is a popular model considered in the engineering community. It allows to model some phenomena such
as eddy current losses in multiple turn winding. Indeed, in some cases, they can significantly alter the
performance of the devices, and consequently can no more be neglegted. It turns out that this model is
not yet analytically studied, therefore we here consider its well-posedness. First, the existence of strong
solutions with the help of the theory of Showalter on degenerated parabolic problems is established.
Second, using energy estimates, existence and uniqueness of the weak solution of the A — ¢ — B is
deduced.
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1 Introduction

Let T > 0 and Q C R? be an open simply connected bounded domain with a Lipschitz boundary I' that is
also connected. The usual Maxwell system is given in Q x [0, T] by Faraday’s law :

curlE = —9,B, (1)

and Ampere-Maxwell’s law :
curlH = 0;D + J, (2)

with initial and boundary conditions to be specified. Here, E stands for the electric field, H for the magnetic
field, B for the magnetic flux density, J for the current flux density (or eddy current) and D for the displace-
ment flux density. The Maxwell system also includes Gauss’ laws, i.e., the divergence equations divB = 0
and divD = ¢, with ¢ the charge density, here supposed to be zero.

In the low frequency regime, the magneto-quasistatic approximation can be applied, which consists in
neglecting the temporal variation of the displacement flux density with respect to the current density [5, 2],
see also [1, p. 743], so that the propagation phenomena are not taken into account. Consequently, Ampere-
Maxwell’s equation (2) reduces to Ampere’s equation

curlH = J. (3)
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The current density J can be decomposed in two terms such that J = J5 + J.. J; is a known distribution
current density generally generated by a coil, which is supposed to be divergence free in 2 and such that
supp(Js) = Qs C Q. J. represents the unknown eddy current generated in the conductive part Q. C €,
in which the electrical conductivity o, is not equal to zero. Both equations (1) and (3) are linked by the
material constitutive laws (here we restrict ourselves to the isotropic and linear case):

B=v'H, (4)

J.=0.E, (5)

where v stands for the reluctivity of the material. Figure 1 displays the domain configuration we are interested
in, in the case Q, N Q. = (). Boundary conditions associated with the previous system are given by B-n = 0
on I', where n denotes the unit outward normal along the boundary of 2.

Figure 1: Domains configuration.

In order to solve the problem with the magneto-quasistatic approximation, a formulation which is able
to take into account the eddy currents in . and which verifies Maxwell’s equations in Q, = Q\Q. must be
developed. This can be obtained by chosing the potential formulation often used for electromagnetic problems
[13]. Indeed from the divergence free property of B, namely div B = 0 in 2, the boundary condition B-n =0
on I, and the fact that Q is a simply connected domain, by Theorem 3.17 of [3], a magnetic vector potential
A can be introduced such that

B =curl A in Q, (6)

with the boundary condition A x n = 0 on I'. Like B, the magnetic vector potential A exists in the whole
domain 2. To ensure its uniqueness, it is necessary to impose a gauge condition. The most popular one is
div A = 0 (the so-called Coulomb gauge). Moreover, from equations (1) and (6), an electric scalar potential
o can be introduced in 2. so that the electric field takes the form:

E=-0,A—Vyin Q.. (7)

Similarly to the magnetic vector potential, the electric scalar potential must be gauged as well. To obtain
uniqueness, the averaged value of the potential ¢ on . is taken equal to zero. From (4),(5), (6) and (7),
equation (3) leads to the so-called A — ¢ formulation:

curl (vcurl A) + J(G‘tA + ch) =Js. (8)

The great interest of this formulation relies in its effectivity in both domain €2, and .. Indeed, in 2. we have
0 = 0., and in ), we have ¢ = 0 so that the second term vanishes and the A — ¢ formulation becomes the
classical A formulation used in the magnetostatic case. In a previous work [15], existence results for problem
(8) with appropriated boundary conditions have been derived, using a weak formulation that is used for the
numerical resolution by the Finite Element Method in the context of electromagnetic problems [8].



Actually, Q; is usually composed of multiple-turn windings, in which some eddy currents are also gener-
ated if Q5 N Q. # 0. Consequently, when the working frequency (from imposed source) increases, the eddy
currents/induced currents in the windings must be considered to ensure a good description of the involved
physical phenomena. In particular, eddy current losses, composed of skin and proximity effect losses, have
to be investigated. A first possibility is to discretize each separate turn of each winding and to use the above
A — ¢ formulation. Unfortunately, such a way to proceed is seldom if ever an option, given the extremely
high computional cost in terms of memory requirements and computation time for fully-fledged 3D finite
element models of industrial configurations. Consequently, a homogenization is used in order to replace
the (litz-)wire bundle by a homogeneous domain. It consists in transforming a heterogeneous material like
a winding region (consisting of conductors, insulation and e.g. air) into a homogeneous material. In the
frequency domain, it amounts to the use of complex frequency-dependent proximity-effect reluctivity and
skin-effect impedance values. In the time domain, one way to model such a skin-effect is to employ an RL
ladder network of which the order determines the modeling accurary [11, 21, 18]. By analogy, these authors
introduce auxilliary inductions to approach the proximity-effect reluctivity. This allows to consider conduc-
tors of arbitrary cross-section and packing [10], and is used in 2D [11] as well as in 3D [21] finite element time
dependent models. Numerical simulations allow to validate the relevance of this approach by comparison
with experimental data, to evaluate for instance the leakage inductances in magnetic components [14], the
impedance of multi-turn coils [12], the effective resistance of the windings [17, 19], or skin and proximity
losses [20].

In the time domain, the skin effect is accounted for by directly adding the RL ladder circuit to the supply
circuit. In what follows, for the sake of simplicity, the skin effect is no further considered as it does not
influence the formulation. In many practical electrotechnical applications, the skin effect is negligible with
regard to the proximity effect [11, 21, 18].

From the mathematical point of view, the time dependent A — ¢ formulation has consequently to be
reformulated and generalized, by adding additional unknowns coming from the homogenization method. The
right time dependent A — ¢ — B formulation is then obtained by considering a new constitutive law, simply
replacing (4) by

H curl A curl A
0 By B2

=V . + USPBt . 5 (9)
0 B, B,

where the additional unknown B = (B;)?_, are auxilliary induction components in the winding region 2, C €,
while P is a given symmetric positive definite matrix of size 3n x 3n and o, is a given positive function in
Q, that depends on some material properties (see the precise assumptions below) and on the number n that
characterizes the accurary of the approximation (the number of auxilliary induction components being clearly
equal to n — 1), see the identities (10) and (17)-(18) in [11] or the identity (10) in [18]. Note that the first
line of (9) is an extension of (4), a modification of the material law accounting for the proximity-effect losses.
Therefore using this first line, Ampere’s law (3), the splitting J = J, + J., the identity (5), and (7) lead to
the differential equation

curl (vcurl A) + o, <8tA + ch) + 0o, (Pnat(curl curl A) + Z PM@t(curlBi)> =Js, (10)

1=2

instead of (8). On the other hand one directly sees that the n—1 last lines of (9) yield a system of differential
equations in B;,i =2,---,n .
0sPO:B + 0,P10; curl A + vB = 0, (11)

where P = (Pij)2<i,j<n is the “submatrix” of P, where the first line and the first column of P are skiped.
Altogether using magnetic Gauss’ law, and the boundary and initial conditions, we arrive at the set of
equations (12)-(18) below. The advantage of the time dependent formulation is that it allows to consider
non-sinusoidal sources, e.g. pulse width modulation, as well as non-linearities in material laws. As said
before, the well-posedness of this problem is an open question. Therefore the goal of this paper is to establish
the existence and uniqueness of strong and weak solutions to this system.



As previously, the domain 2 contains the conductor part €. assumed to be simply connected, and the
(not necessarily connected) source domain 2, both with a Lipschitz boundary such that Q. C 2 and Q, C Q.
The electrical conductivity is not equal to zero in €. (as previously), but this time is also considered different
from zero in Q, so that eddy currents may appear in Q.U Q. The domain 2, = Q\(Q.N Q) is now defined
as the part of 2 where the electrical conductivity is identically equal to zero. Two geometrical configurations
between Q. and €, are supposed: either Q. N Q, = 0, i.e., Q. and Q, are disjoint or Q, C Q, ie., Q is
included into €.

Let us finish this introduction by some notation used in the whole paper. On a given domain D, the
L?(D) norm is denoted by || - || p, and the corresponding L?(D) inner product by (-,-)p. The usual norm and
semi-norm on H'(D) are respectively denoted by |- ||1,p and | - |1,p. In the case D = 2, we drop the index
Q. Recall that H}(D) is the subspace of H!(D) with vanishing trace on dD. Finally, the notation a < b and
a ~ b means the existence of positive constants C;7 and C5, which are independent of the quantities a and b
under consideration such that a < Cyb and C1b < a < Csb, respectively.

The paper is organized as follows. In section 2, the strong and weak formulations of the problem are
presented and the existence result is stated (see Theorem 2.1). Then, section 3 is devoted to the proof of
some preliminary results in order to apply a result of Showalter on degenerated parabolic problems. Finally, in
section 4 we prove energy estimates and the main result of our paper. Let us note that the case corresponding
to . not simply connected as well as numerical aspects will be treated in a forthcoming work.

2 Formulation of the problem and the main result

Before stating the problem, let us specify the assumptions satisfied by the involved parameters introduced
before. We suppose that v € L>°(Q) and that there exists vy € R% such that v > vy in Q. We also assume
that o, € L>(€.) and o, € L>(£2) and that there exists o9 € R such that 0. > 0¢ in Q. and o3 > 0 in
Q. P is a symmetric positive definite matrix of size 3n x 3n given by

P = (Pij)i<ij<n

where each P;; is a 3 x 3 symmetric matrix such that P;; = Pj;. Below P = (Py;)a<i j<n is the "submatrix”
of P, where the first line and the first column of P are skiped, that is still a symmetric positive definite
matrix, while P; is the first column of P under P71, namely

According to the introduction, the A — ¢ — B formulation of the magnetodynamic problem with skin and
proximity effects can be formulated as follows: Given the source J4 that is divergence free in  (supported
in Q) and an initial datum Ay (both in an appropriate spaces described below), we look for A, ¢, and



B = (B;)?_, (also in appropriate spaces described below) solutions of

curl (vcurl A) + o, (@A + V(p) +0s <P118t(curl curl A) + ZPliﬁt(curl Bz)) = JoinQx(0,T), (12)
=2
div (O'C <6tA + V(P)) = 0in Qc X (Oa T)7 (13)

o POB + 0, P10, curl A + vB 0in Q¢ x (0,7), (14)

Axn = 0onlx(0,7), (15)

0. (Ol A+Vp) -n = 0ondQ. x(0,7), (16)
At=0,) = ApinQ, (17)
B(t=0) = 0 in Q. (18)

At last, we recall the gauge conditions. Like mentioned in section 1, we choose the Coulomb one div A =0
in 2, and we ask for the averaged value of ¢ in Q. to be equal to zero.

We now define L*(Q) = L?(Q)3,

X(@Q) = Ho(curl,Q):{AeLQ(Q);curlAeLQ(Q) andAxn:OonF},
Xn(©Q) = {AcX(Q):divA eL*Q)},
X°Q) = {Ae€X(Q);divA=0inQ},
Q) = {weHlmc);/Qsodx:o}

equipped with their usual norm

AR @ = [AJ*+[cul A?, VA € X(9),

IAKo@) = A7 +[[curl Al?, VA € X°(9),
IA I @ = [Al%@ +IdivAl?, VA € Xy (),
lel g,y = lelua. Ve e HH ().

Let us note that X (Q) is compactly embedded into (L?(£2))? because the boundary 95 is supposed to
be Lipschitz regular, see [23] or [3, Theorem 2.8]. Similarly, we set

H(div =0,Q) = {A € L*(Q) : div A =0 in Q},
that is a closed subspace of L? (©2). Note that, here and below, div A = 0 in  means equivalently that
(A, VE) =0V ¢ e HYD).
We also need to introduce the following closed subspace of H(div = 0,€):
Hy(div =0,2) ={A € H(div =0,92) : A-n =0 on 0Q}.

The variational (or weak) formulation associated with (12)-(18) is obtained in a usual way, multiplying

(12) by a test function A’ € X () (resp. (13) by a test function ¢’ € H*(£,) and (14) by a test function
B’ € L?(Q,)>("=1) ), integrating the results in 2, formal integrations by parts and taking the sum we find

(0c(0tA + Vi), A+ V@' a, + (osP(curl 9; A, 3,5B)T, (curl A/, B/)T)QS + (v ecurl A, curl A’ )q
+(WB,B)q, = (J,, A)g VA € Xn(Q), ¢ € H(Q,),B € L*(Q,)*™ 1. (19)



An existence result for this problem can be stated as follows

Theorem 2.1. Let us assume that Js € H*((0,T); Ho(div = 0,9Q5)) and set Js0 = Js(t = 0). Let Ay €
X9() be the unique solution of

(v curl Ag, curl A") = (Js0, A" )q,, VA" € XN (Q).

Then problem (19) has a unique solution (A, @, B) in H*(0,T; X°(Q))xL?(0,T; fAﬁ(QC)) x HY(0,T; L?(Q,)3(=1)
with A(t =0) = Ay and B(t =0) = 0.

Proof. The proof is postponed to section 4. W

By the uniqueness of the solution, this local existence result directly allows to obtain a global one.

Note that by Theorem 1.17 of [4] (see also Corollary A.3 of [6]), any u € H'(0,T; E), where E is a Hilbert
space, is absolutely continuous on [0,7] with values in E giving a meaning to the initial conditions in the
above Theorem.

3 Preparations for the application of a theorem by Showalter

Our results on existence and uniqueness rely on the following theorem:

Theorem 3.1 ([22], Theorem V4.B). Let V,, be a seminorm space obtained from a symmetric and non-
negative sesquilinear form m(-,-), and let M € L(V,,, V) be the corresponding operator given by Mz (y) =
m(x,y), for all x,y € V,,,. Let V' be a Hilbert space which is dense and continuously embedded into V,,,. Let a
be a continuous, sesquilinear and elliptic form on V and denote by A the corresponding isomophism from V
ontoV'. Let D ={u eV :Aue V. }. Then for any f € C*([0,00),V,.) and yo € Vy, there exists a unique
solution y to

{ (My)(t) + Ay(t) = f(t) in V), Vt>0,

My(0) = My, in V., (20)

with the regularity
My € C([0,00), V)N C((0,00), V)
and such that
y(t) € D,Vt > 0.

Before going on, let us mention some hidden regularity of the solution y of the previous problem (20).

Lemma 3.2. Under the assumption of Theorem 3.1, y € C((0,00),V), m(y,y) € C1(0,00) with

d
7 (), y(2) = 2R((My):(), (1)), V¢ > 0, (21)
where <-, > means the duality pairing between V!, and V,, and finally

m(y(t),y(t)) = m(yo,yo) ast — 0. (22)
Proof. The first identity of (20) can be equivalently written as
y(t) = A7H(f () — (My)i(1)), vt > 0.

Since f—(My); belongs to C((0, ), V) and A~ is continuous from V!, into V, the first assertion is proved.
For the second assertion, let us fix £ > 0 and an arbitrary real number A > —t. Then we may write

my Ry R) —myOv0) (MR = MY gy | MR =M gy
_ <My(t+h})1—./\/ly(t)7y(t)> N <My(t+ h})L—My(t),y(t»
- (MR gy )



The first two terms of this right-hand side clearly converge as h goes to zero, hence it remains to show
that the last term tends to zero. Indeed by the definition of the norm in V,, one has

|<My(t+h})L—My(t),y() 7H_h>’<H./\/lyzf+h})L My (t)’

v Lyt =yt + Dy,

where |z|y,, = m(z,2)? is the semi-norm associated with m. Since V' is continuously embedded into V,,,, one
deduces that

(M

By the regularity of My € C1((0,00),V.,), the first factor of this right-hand side remains bounded as h goes
to zero, while the second factor tends to zero as one just shows that y € C((0,00),V).
Altogether we deduce that

m@@+mw@+2»fm@®w@”%<m@nmw@»+@x@ﬁﬁgﬁﬁ

y(t+ h) My(t)

H./\/ly(t—i—h) My(t)

() —y(t+ )| S :

v, ly(t) =yt + B)llv-

which shows that m(y,y) is C' and that (21) holds.
Let us go on with the third assumption. First notice that for any z € V,,,, we have

|2lv,, = IMz]lv,- (23)

Indeed we directly have

|z|%,m =m(z,z) = (Mz,z) < [Mz|v, |2|v,.,
which implies that
2lv,, < Mz,
On the other hand, one has
Mz|ly, = sup |<./\/lz,w>| = sup Im(z,w)| < |zlv,,-
WEVin:|wlv,, <1 wWEVin:|wlv,, <1

Applying the identity (23) to y(t) — yo for any ¢t > 0, we get

ly(t) = yolv,, = IMy(t) = Myollv,,.
Therefore |y(t) —yol|v,, tends to zero as t goes to zero, because this right-hand side does due to the regularity

My € C([0,00), V) and the initial condition My(0 ) Myqg. Finally as the triangle inequality is valid for
a semi-norm, we have
[y@)lv,

which guarantees that (22) holds. W

- — yolvi, | < Jy(t) — wolv,

m Vins

In order to apply this theorem, we show that problem (12)-(18) fits in the associated framework. This
requires some preliminary results. First as in [15], for A € L2(Q)3, we consider the unique solution @A €

HY(,) of
/Q o.Voa - Vyde = —/Q oA - Vxdz,Vx € I?l(Qc) (24)
Such a solution exists by Laxc—Milgram lemma and fu;thermore, by Cauchy-Schwarz’s inequality, we have
loz/?Vealla, < lloz?Allg,- (25)
By (24), we deduce that the field o.(A 4+ Vpa) is divergence free in Q, i.e.,

div (0c(A + Vpa)) =0 in €, (26)



and satisfies the boundary condition
0c(A+Vea) -n=0on o, (27)
Now we introduce the space
Vi = {(A,B)" € L*(Q) x L*(Q,)" ! : curl A € L*(Q,)},

and introduce the sesquilinear form

m((A,B)T,(A’,B’)T):/ UC(A+V¢A)~A/d:c+/ 0sPBa - By dz,V(A,B)", (A", B)T € V,,,
Q. Qs

BA=<§H1A>.

where B means the 3n column

Note that by (24) with x = ¢a’, we have
/ 0e(A+Vpa) A'de = / 0e(A+Vpp) - (A +V@a)de,
Qc Qc

and consequently the form m is symmetric and non-negative (recall that P is symmetric positive definite)
with
m((A,B)", (A, B)") ~ A+ Voald, + | curl A, + (B[, V(A B)" € V.

From its definition and from the linearity of the mapping A — Vga, the expression | - |, = m(-, -)% is a
seminorm on V,,. It is indeed a seminorm but not a norm because by taking B = 0 and A = Vy, with
© € HY(Q) different from zero, we find that |(Ve,0)"|,, = 0, while the pair (Vi,0) T is different from zero.

Now recall that (see for instance [22]) the dual space V), of V,,, is a Hilbert space that will be characterized
in the next lemma. We start with the case Q. N Q; = 0.

Lemma 3.3. If Q.NQ, =0, then it holds
V! ={(A",(B)™,) € Hy(div = 0,Q,) x L*(Q,)" : B, € H,(div = 0,,)}, (28)

In other words, | € V! if and only if there exist A’ € Hy(div = 0,Q.), B} € H.(div = 0,Q) and
B, c I*(Q,),i=2,--- ,n such that | = lar By ), where

l(A’,(B;);Ll)(Az B) = / A Adx +/ (B;);nzl . BA dx,V(A,B) eV, (29)
= Q. Q.

and

n
vy, ~ 1A', + > 1B,
i=1

Proof. Denote the right-hand side of (28) by
W, = {(A/, (B)),) € Ho(div = 0,Q,) x L?(Q,)" : B} € H.(div = 0,Q,)},

that is a Hilbert space equipped with the inner product

(A (B (A B, = [ A A"do+ [ (B, B do

s

The inclusion W, C V,,, is direct since for (A, (B})i=;) € Wiy, the linear form /(s (p/)»_ ) defined above
is continuous on V;,. Indeed since A’ belongs to Hy(div = 0,2.), for any (A, B) € V,,, we have

/A’-Adaz:/ A’ (A +Vpa)da.
Qe Q.



Inserting this identity in (29) and applying Cauchy-Schwarz’s inequality we find that
lar e ) (AB) S (|A o, + (BYiLy[le.) m((A, B), (A, B))"/2.

For the converse inclusion, let us fix [ € V), which, with the convention of [22, p. 5, 9], means that [ is a
conjugate linear functional from V,,, into C such that

I(A,B)| S m((A,B), (A,B))"/2,¥(A,B) € V. (30)
From this estimate, we first notice that
I(A,B) =1(A",B),V(A,B),(A",B) € V},, s.t. A+Vpa = A"+Vpar in Q.,curl A" = curl A” in Q. (31)

Now let us fix an extension operator E from H'(Q) to H'(R?) (see [9, p. 25]) that is a linear continuous
operator H'(Q) to H'(R?) satisfying (E¢)o, = ¢, for all ¢ € H*(€,). We further fix two (smooth)
functions 7s, 7. € D() such that n, = 1 in Qg (resp. n. = 1 in Q) and 75 = 0 in Q. (resp. 7. = 0 in Q).
Then we set

Eyp = nsEo, Vo € H (Q,).

This define a linear operator from H(Q) to Hg(2). We further notice that for any ¢ € H(€y), Esp
coincides with ¢ on 2 and is equal to zero on ).

Now we introduce a linear mapping F from W, into V;,, defined as follows: for any (A", (B/)";) € W,,,
we set

F(A”7 (B;/)?:l) = (A,B),
where B = (B})"_,, and
A = A" + E,RBY,

where Av’ " means the extension of A” by zero outside 2. and the operator R is defined in Lemma 3.4 below.
Note that
A=A"in Q. curl A =B in Q. (32)

Now introduce the mapping
lo: Wn — C: (A", (BY)iL,) = UF(A”, (BY)iL,)),

that is clearly conjugate linear and continuous from W,, to C. Hence, by Riesz’s representation theorem,
there exists (A, (B})™_,) € W,, such that

lo(A”, (BI),) = /Q A A" dr + /Q (B, - (B, dz, (A", (BI),) € W, (33)

Now for (A,B) € V,,,, we set
A" =Ajg. +Voa, Bl =curl(Ag,),Bf =B;,Vi=2,--- ,n. (34)
This yields a pair (A", (B})"_,) in W, such that
I(A,B) = I[(F(A", (B})iL)),
due to (31), (32) and (34). This means that
I(A,B) = (A", (BY)iL1)),
and, by (33) and (34), that

I(A,B) = / A A" d t / B, - (BY)L, de

/ A Ads+ / (B)"_, - Ba dz.
Qe

s

This ends the proof. W



To complete the proof of the previous Lemma we need the next result.
Lemma 3.4. There exists a linear and continuous operator R from H.(div = 0,9) to H'(Q4)? such that
curl RA = A in Q. (35)
Proof. By Lemma 3.5 of [3], the linear mapping
C: HY Q) = H.(div =0,9,) : ¥ — curl ¥,
is continuous and onto. Hence it admits a right inverse R, see [7, Thm 2.12], that is linear and continuous

from H.(div = 0,Q) to H*(2)3. N

Note that Theorem 3.12 of [3] implies that C is also continuous from H (curl, Q) into H.(div = 0,€;).
We go on with the case Qg C Q..

Lemma 3.5. If Q, C ., then it holds
V! ={(A,(B)",) € Hy(div = 0,9Q.) x L*(Q,)" ' : curl A’ € L*(Q,)}, (36)

in other words, 1 € V! if and only if there exist A" € Hy(div = 0,9Q.) such that curl A’ € L*(Q,) and
B' = (B;)}_y such that | =l 4 (g ), where

I (A, B) ;:/ A’-Adx+/ B,y - Badxz,Y(A,B) € V,,, (37)
Q. Qs

and

Uy, ~ |4 e, + | B lls. -
Proof. Denote the right-hand side of (36) by
W, = {(A’, (B)),) € Ho(div = 0,Q.) x L2(Q,)"* : curl A’ € L*(Q,)},

that is a Hilbert space equipped with the inner product
(A", B), (A", B ), = / A" A" dx +/ B - B, dzx
Q. Qs

The inclusion W,,, C V;/, is proved as before. So we concentrate on the converse inclusion. Let us fix [ € V|
and introduce the mapping

lo: Wy, — C: (A", B") - I(A”,B"),

that is clearly conjugate linear and continuous from W,, to C. Hence, by Riesz’s representation theorem,
there exists (A’,B") € W,,, such that

lo(A”, (B ) = /Q A A" dz + /Q B, - By, dz, V(A" B") € W,,. (38)

Now for (A,B) € V,,, we set
A" =Aq +Vya, and B” =B. 39
[Qc

This yields a pair (A”,B") in W, such that

I(A,B) = (A", B"),
due to (31) and (39). This means that

I(A,B) =l(A",B"),

and we conclude as before. W
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For further purposes, we also need the following density result.
Lemma 3.6. The space H}(Q)? x D(Q,)3"Y) is dense in V,,.
Proof. As D(f;) is dense in L?(Qy), it suffices to show that H}(Q)? is dense in
Y :={A € L*(Q):curl A € L*(Q,)},

equipped with the norm
[Ally = [|Allq + [[curl A|

Q-

Note that :
m((A,B)",(A",B)")7 S [|Ally + B

Qg+

Hence convergence in the norm of the right-hand side norm implies convergence in the left-hand side semi-

norm.

So let us fix A € Y and take an arbitrary positive real number . First by Proposition 2.3 of [3], there

exists A’ € D(Q)? such that
1A = Alllm(euno.) <&

(40)

Now as before by using an extension operator Eq_ from H'(Q) to HY(R3?) (see [9, p. 25]) and a (smooth)
functions 1q, € D(Q) such that 7, = 1 in Q,, we can consider A — 79, FEq. A’ that belongs to L2(Q\ €,).

Therefore there exists C € D(Q\ Q)3 such that
|A =10, Eq. A" — Clla\o, <e.
Then we set
D= nQSEQSAI+C in Q\Qs,
1 A in Q.
By construction D belongs to H{ (2)3. Furthermore by (40) and (41), we see that
IA =D = |A = A", +[|[A =10, Ea, A" = C[[g\q, < 2¢%

while by (40)
[[curl A — curl D||q, <e.

These two estimates yield
IA =Dlly < (1+V2)e.

The proof is then complete. W

At this stage in order to apply Theorem 3.1, we define the Hilbert space
V={(A,B)eV,,: AecXyN(Q)}
equipped with the inner product

((A7B)v (AlvB/))V =

+

S— 55—

BB dz,V(A,B),(A",B) e V.

We also introduce the sesquilinear form

a((A, B)? (A/, B/)) =

vB-B' dz,V(A,B),(A",B') €V,

s

S~ 5—

11

(curl A-curl A+ divAdivA' + A - A’) dz

(1/ curl A - curl A’ + div A div A/) dx

(41)



that is clearly continuous and coercive on V due the compact embedding of X (£2) into L2(£2)3.
Furthermore V is clearly continuously embedded into V;,, and is dense in V,,, due to Lemma 3.6. Therefore
we have checked all assumptions of Theorem 3.1. Before stating a consequence of this theorem, we introduce

D={(A,B)eV:3leV/ a((A,B),(A,B)=1(A",B),V(A B) eV},
and show that elements of such a set are divergence free.
Lemma 3.7. For any (A, B) € D, A is divergence free in S).
Proof. Fix (A,B) € D, then there exists [ € V,/, such that
a((A,B), (A", B") =1(A",B"),Vv(A",B") e V. (42)
For any f € L*(Q), we take the unique solution uy € H}(Q2) of
Auy = fin Q,

or equivalenty the unique solution of
/ Vuy-Vidx = —/ fodx,Yv € Hj ().
Q Q
By taking A" = Vuy in (42) (allowed since Vuy € Xn(2)) and B” = 0, we find
/ divAf dx = I(Vuy,0).
Q

But in the case Q. N Q, = () by Lemma 3.3 (resp. in the case Q, C Q4 by Lemma 3.5), [ is in the form (29)
with (A, (B})™,) € W,, (resp. in the form (37) with (A’, (B})™,) € W,,). But in both case, we will have

l(VUf7O) = / A Vﬁf dx,
Qe
for A" € Ho(div = 0,(.). This right-hand side being zero by Green’s formula, we deduce that
/ divAf dx = 0.
Q

Since f is arbitrary in L?(f2), we conclude that divA =0in Q. W

4 Some existence results

Let us now give the first consequence of Theorem 3.1.

Theorem 4.1. Let T > 0 be fized and F € C1([0,T),V,.) and Xo € Vy,,. Then there exists a unique solution
X=(A,B) to
O(MX)(t)+ AX(t) = F(t) nV,],Vte(0,T),
(MX) (£ = 0) = Mo,
with the regularity MX € C([0,T],V,,)NCY((0,T],V}.), and

X(t) € D,vt € (0, 7).

(43)

Furthermore one has (recalling that <-, > means the duality pairing between V,!, and V)

<MM&@W@+/

veurl A-curl A" da +/ vB-B'dx = (F(t),2),YZ=(A",B") € V,Vt € (0,T),
Q

Qs
(44)
with the estimate

I AllL20,7:x00)) + I BllL2(0,1322(0. )30 -1y + M Xllcqomve )y S 1FlL20,1v) + [ Xolv,, - (45)
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Proof. The existence and uniqueness result directly follows from Theorem 3.1, by taking an appropriate
extension of F in the whole [0, 00). Hence it remains to prove (44) and the estimate (45).

For that purpose, we closely follow the proof of Corollary 3.8 of [16] or of Theorem 4.1 of [15]. AsV C V,,,
the first identity of (43) implies that

(0, (MX)(-,t),Z) + a(X,Z) = (F(t),Z),VZ € V,¥t € (0,T).

By Lemma 3.7 we directly arrive at (44).
To prove (45), we first take Z = X in (44) and take the real part of the obtained identity, to get, due to
Lemma 3.2

1
(X, X) + 172 curl A3+ [v/? Bl3, = R(F(t),X).
Hence by the definition of the norm in V!, we get

1
50m(X, X) + 1177 curl A[lf + |lvy” B

o, < F()

V.,CL X | Vm, I

and with the estimate |X|y, < Cy||v'/? curl A||q + ||B||q., for some C; > 0 and Young’s inequality we
obtain
Oem(X, X) + |v/* curl Allf + [l Bllg, < C*[F @)1,

for some C > 0. Integrating this estimate in ¢ € (n,u), with n,u € (0,T] arbitrary but such that n < u, we
get

m(X (-, u), X (- u)) + / [v1/2 curl A(-,8)||3 dt + / lvy”* B(-, t)||3, dt
n n

<c? /u IF@IE, dt +m(X(n), X ().

Letting n tends to zero and recalling the regularity MX € C([0,T],V,,,) and using again Lemma 3.2, we find
that

m(X (), X () + / 1172 curl A, 0)|1? de + / 2B (1), dt
0 0

T
S [ IF@I%, dt + Xol, (16)
0
In a first step by taking w = T, this shows that

Al L20,7;x00) + IBllz2(0,152(0. )30y S IFllz20,1v2)) + [ Xolv,, - (47)

In a second step, for any u € (0,T], we also have

T u u
X0, XC) S [ ROl de+ Kol + [ 1077 curl Aol de+ [ 105 *BC 0l dt
0 0 0

and therefore by (47)
|m(X(7 U), X(7 u))l 5 ||F||L2(O,T;V7’n)) + |X0|Vm?vu € [07 T] (48)
The proof of the estimate (45) is then complete. W

Now we can prove an existence result to problem (12)-(18).

Theorem 4.2. Let us suppose that J, € C?([0,T], Ho(div = 0,Q4)). Then, there exists one and only one

solution (A, ¢, B) € H(0,T;X°(Q)) x L2(0,T;f71(ﬂc)) x HY(0,T; L?(y)) to problem (12)-(18) with the
(additional) initial condition
A(t=0)=Ay,B(t=0)=0. (49)

and that satisfies the estimate

[Allz 0.75x0 @) + 191l 120 .17 0,y T 1Bl 0,73 0200)20-0) S sl 0,322 (0.09)- (50)
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Proof. Assume that a solution (A, ¢, B) of problem (12)-(18) exists and is sufficiently regular, then comparing

(13) and (16) with (26) and (27), we can say that ¢ = Jipa, pa being the unique solution of (24). With

this property, problem (12)-(18) is then (formally) equivalent to

9 (M(A,B)) + A(A,B) = (J,,0) inQx(0,7), (51)
At=0)=Ay B(t=0)=0 in Q.

Now in order to apply Theorem 3.1 (or equivalently Theorem 4.1), we need that the above right-hand
side J corresponds to an element of V! . Hence we perform a sort of elliptic lifting. More precisely in the
case Q. N Q = 0, for any ¢ € [0, T], we consider the unique solution Ly ¢ € X0(Qy) of

curl(curl Ly ) = Js(t)  in €, (52)
Ly, )y xn=0 on 0f,
or in a weak form
/ curl Ly, () - curl W dz = / J,(t) - Wdz, YW € X°(Q,). (53)
Q. Q
Since J4(t) is assumed to be divergence free in Q, and to satisfy
Js(t) -n =0 on 09, (54)
the identity (53) remains valid for all W € X (), namely
/ curl Ly () - curl W dz = / Jo(t) - Wdz, VW € X (). (55)
Q

s

Using the coercivity of the left-hand side of (55) in X (2.), the mapping
Js — LJS

is linear and continuous from X°(€2,) into X (), by using finite differences and passing to the limit, we
easily deduce that B defined by B (t) = curlLj_(;), for all ¢ € [0, T] satisfies

B) € C'([0,T]; Ho(div = 0,9)).

By setting
(F(t),Z) :/ B)(t) - curl A" dz,VZ = (A", B") € V},,,

we see by Lemma 3.3 that it defines an element in C'*([0,T];V,,,). Furthermore owing to (55), we have

(F(t),Z) = / J,(t)- A" dz,VZ = (A", B") € V. (56)
Q

Now in the case Q4 C )., we introduce the Hilbert space
M ={A cL*(Q,): curl A € L*(Q,)},

equipped with the natural inner product
(A, C)y = / A-Cd:n—f—/ curl A - curl Cdz, VA, C € M.
Q. Q.
Then for any ¢ € [0,T], we consider the unique solution Lj_(t) € M of

/ LJS(t)-Cdm—&—/ curlLJS(t)-curlCdx:/Js(t)-(_jdx,VCEM. (57)
QC QS Q

14



Since J4(t) is assumed to be divergence free in 0, and to satisfy (54), by taking test-functions C = Ve, with
© € HY(Q.), we deduce that Ly, (¢) belongs to Ho(div = 0,9.). Here by setting

(F(t),Z) = / Ly, (t)- A" dx +/ curl Ly, (t) - curl A" daVZ = (A" B") € V,,
we see by Lemma 3.5 that it defines an element in C'*([0,T];V,,,) such that (56) holds owing to (57).
In both cases, Theorem 4.1 (see (44)) furnishes a solution X = (A, B) € C((0,7),V) of
<8t(/\/lX)(-,t),Z>+/ v curl A-curl A" da;+/ VBB dz — / To(t)-A" dz,VZ = (A", B") € V.t € (0,T),
Q

Qs Q
(58)
with initial condition

MX(t = 0) = MX,, (59)

with Xy = (Ay,0) that clearly belongs to V;,. Furthermore X belongs to L2(0,T; X%(Q2) x L?(Q4)""1),
satisfies MX € C([0,T7;V,,,) with the estimate (compare with (45))

Al L2(0,7;x0 ) + IBll22(0,1522(0.)30-1) + IMX]lco.mive) S 1dsllz20,m:22(0,)8) + [Aolxo@).  (60)
In order to come back to the original problem, we actually need more regularity for X in order that

B(MX) = M3, X.

This is the reason of the assumptions J; € C?([0,77], Ho(div = 0,95)). Hence by using our previous
argument (applied with 0,J, and a zero initial datum), we find a unique (strong) solution of C € C'((0,7),V)
of

O (MC)(-,t) + AC(-,t) = (0:J4(t),0) in V', Vit >0, (61)

with initial condition
MC(t=0)=0.

This solution C belongs to L2(0, T; X°(Q) x L?(2,)?~1)) and satisfies MC € C([0, T]; V/,) with the estimate
ICllL2(0,17:x0 (@) x L2 (2.)3n-1) + [[MXco,mvi) S 105l L20,7;02(0.)%)- (62)
Now we define a primitive of C:
P(1) = /OtC(s) ds + X,
that has a meaning due to (62) (we recall that Xy = (A, 0)) and has the regularity
P c HY(0,T; X°(€) x L3(€,)>"~V).
Integrating the identity (61) between 0 and ¢ (meaningful due to (62)), we find that
MC + AP — AXy = (J4(t),0) — (J4(0),0) in V/,, V&> 0.
By the definition of Ay and the property C = 9, P, we find that P is solution of
MOP + AP = (J,(t),0) in V/,, Vt>0, (63)

with initial condition

Since this last property implies that
MP(t =0) = MX,,

this initial condition is the same as (58) and as (63) is the strong formulation of (58), we deduce that X = P,
which proves the result due to (60) and (62). W
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We are ready to prove our main result.

Proof. of Theorem 2.1.
For Js € HY((0,T); Ho(div = 0,Q5)), we can consider

js - Js - JS,O)
that is still in H'((0,T); Ho(div = 0,9)) but is zero at ¢t = 0. Note that by Corollary A.3 of [6], we have

~/

3.(t) = /Oth(u) du, Vit € [0, 7],

hence by using the same arguments as in the scalar case, namely by multiplication by cut-off functions and
convolution by a regularization sequence, if we denote by

CPe([0,T]; Ho(div = 0,9Q5)) = {F € C*°([0,T]; Hy(div = 0,95)) : F = 0 in a neighbourhood of ¢t = 0},

there exists a sequence 3in) € C([0,T7; Ho(div = 0,9,)) such that

jin) —J,in H((0,T); Ho(div = 0,9)) as n — oo.
Setting
Jgn) _ "]\(g”) n Js,O

we get a sequence in C*°([0,T]; Ho(div = 0,€)) satisfying the assumptions of Theorem 4.2 and such that
I 3, in HY((0,T); Ho(div =0, 9,)) as n — co.

as well as I (¢t = 0) = J,(t = 0).

Hence by Theorem 4.2, for all n there exists a (strong) solution (A,,¢,,B,) € H(0,7;X°(Q)) x
LQ(O,T;I?l(QC)) x H1(0,T;L?(Qy)) to problem (12)-(18) with the (additional) initial condition (49). This
in particular implies that

(0c(Oe A, + Vior), A+ V@)a, + (0sP(curl 9;A,,, 0;B,) ", (curl A, B') g, + (v curl A, curl A" )q
+(vB,,Ba, = (I, A)g, YA € Xy(Q), ¢ € HL(Q),B' € L*(2,)°" V. (64)

Furthermore by the estimate (50), applied to (A, ¢n,Bn) — (An, ©m, Bi) for all n,m, we have

[An—=Am| a1 0.1:x0@) Ten=Pmll 120 1.7 () T IBr=Bmll #1073 02(00)20-0) S 135 =T 10,7522, %)

(65)
for all n,m. Hence there exist A € H'(0,T; X°()), ¢ € L?(0,T; H(Q,)) and B € H*(0,T; L?(Q,)3"~ 1)
such that

A, — Ain HY(0,T; X°(Q)) as n — oo, (66)
on — @ in L2(0,T; H(Q,)) as n — oo, (67)
B, — Bin HY(0,T; L*(2,)3" V) as n — oc. (68)

Passing to the limit in (64), we conclude that (A, ¢, B) € H(0,T; X°(2))x L*(0, T H! () xH(0,T; L*(£y))
is the unique solution of (19). N
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