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FREELY FLOATING OBJECTS ON A FLUID GOVERNED BY
THE BOUSSINESQ EQUATIONS

G. BECK AND D. LANNES

ABSTRACT. We investigate here the interactions of waves governed by a Boussi-
nesq system with a partially immersed body allowed to move freely in the ver-
tical direction. We show that the whole system of equations can be reduced to
a transmission problem for the Boussinesq equations with transmission condi-
tions given in terms of the vertical displacement of the object and of the average
horizontal discharge beneath it; these two quantities are in turn determined by
two nonlinear ODEs with forcing terms coming from the exterior wave-field.
Understanding the dispersive contribution to the added mass phenomenon al-
lows us to solve these equations, and a new dispersive hidden regularity effect
is used to derive uniform estimates with respect to the dispersive parameter.
We then derive an abstract general Cummins equation describing the motion
of the solid in the return to equilibrium problem and show that it takes an
explicit simple form in two cases, namely, the nonlinear non dispersive and
the linear dispersive cases; we show in particular that the decay rate towards
equilibrium is much smaller in the presence of dispersion. The latter situation
also involves an initial boundary value problem for a nonlocal scalar equation
that has an interest of its own and for which we consequently provide a general
analysis.

1. INTRODUCTION

1.1. General setting. Water waves have been studied quite intensively in the last
decades, from the theoretical, modeling, and numerical viewpoints. Even though
considerable progress has been made, the water waves equations (or free surface
Euler equations) remain too complex to be used for most applications and reduced
asymptotic models are used instead. In coastal regions in particular, shallow water
models are used. These models are simpler because they take advantage of the
vertical structure of the velocity field in shallow water to get rid of the dependance
on the vertical variable (see the review paper [27]): the equations are therefore d
dimensional instead of d + 1 dimensional for the water waves problem (d is the
horizontal dimension), and the problem is no longer a free boundary problem.
For instance, in dimension d = 1 and at first order with respect to the so-called
shallowness parameter (see Appendix A), one finds the nonlinear shallow water
equations

Oh¢ + 029 =0,

1.1
(1) Oua + 0 (L4%) + ghouC = —1h0,P,

G. B. was supported by the Del Duca fondation.
D. L is partially supported by the ANR-18-CE40-0027 Singflows, the ANR-17-CE40-0025
NABUCO and the Del Duca fondation.
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where ¢ denotes the elevation of the surface with respect to the rest state, h = ho+(
the total height of the water column (hg is the depth of the fluid at rest), and ¢ is the
horizontal discharge, that is, the vertical integral of the horizontal velocity of the
fluid; we also denoted by p the constant density of the fluid and by P the pressure
at the surface. (for instance, a constant atmospheric pressure). This system is an
hyperbolic quasilinear system.

At second order with respect to the shallow water parameter, but under a weak
nonlinearity assumption, a popular model is the Boussinesq-Abbott system

{atcwmq =0,

(1= %02)0,q + 0x(+4°) + ghdaC = =10, P,

which can be seen as a dispersive perturbation of the nonlinear shallow water
equations (1.1). Other equivalent Boussinesq systems can be derived, and the
weak-nonlinearity assumption can be lifted, leading to the more complicated Serre-
Green-Naghdi equations; we refer to [27] for more details on these models that will
not be addressed in this paper.

(1.2)

Motivated by ship motion and more recently by applications to marine renew-

able energies (offshore wind energies, or wave energy convertors), several authors
addressed the issue of the interaction of waves with a floating object. This problem
adds another layer of complexity to the water waves problem because it involves
several other free boundary problems (the position of the object, the motion of the
contact line with the surface of the fluid) and CFD simulations such as Reynolds
Averaged Navier-Stokes (RANS) simulations are far from being able to simulate a
full sea state for a single floating object [13]. A less precise and less general, but
potentially much more efficient alternative is to develop an approach based on the
aforementioned reduced models; this study has to be understood as a step in this
direction.
Early studies considered infinitesimal motions and focused mainly on the stability
of the equilibrium of floating bodies [2, 20] and engineers use a phenomenological
linear integro-differential equation, the so-called Cummins equations [11, 30] to de-
scribe the motion of the floating object. In these linear models, the pressure P;
exerted by the fluid on the object is given by the (linear approximation of the)
Bernoulli equation,

1
_;Bl = gCW + 6t(p|z:<w7

where (,, is the parametrization of the wetted part of the floating body, and ®
the velocity potential of the fluid. The first term of the right-hand side is called
hydrodynamic pressure, and the second one the dynamic pressure. The velocity
potential necessary to compute this latter is found by solving a Poisson equation
in the fluid domain with mixed boundary condition at the surface (homogeneous
Dirichlet on the free surface, non homogeneous Neumann on the bottom of the
object); finally the equations are complemented by the (linearized) kinematic equa-
tion 0;¢ = 0.®|__, for the free surface ¢ and by Newton’s equation for the motion
of the solid. A simpler linear shallow water approximation was also proposed in
dimension d = 1 in [20], basically consisting in replacing 8.®|._, by —92®|__, in
the kinematic equation (see Remark 4.2 below).

The above formulation of the problem of waves interacting with a floating body
can easily be extended to the nonlinear case (see for instance [42] where Zakharov’s
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Hamiltonian formulation of the water waves problem is extended in the presence of
a floating object or, for instance [38, 12] for numerical studies). We do not provide
too many details here because we shall rather use the approach of [26] in which
the pressure P; exerted by the fluid on the object is understood as the Lagrange
multiplier associated to the constraint that, under the object, the surface of the
fluid coincides with the bottom of the object. More precisely, a formulation of
the water waves equations in term of the surface elevation { and the horizontal
discharge @ € R? was proposed in [26] that reads

2C+V-Q=0,
0Q+V - ([, V@V) +ghVe+ 1 [, VPu = ~1hVP,

where V' is the horizontal component of the velocity field in the fluid domain,
P is the pressure at the surface, and Pyy is the non hydrostatic pressure in the
fluid, and whose exact expression has no importance here. In the parts where the
object is not in contact with the water (the exterior region), P is the constant
atmospheric pressure and the right-hand side vanishes in the second equation. In
the region located under the object (the interior region), one has P = P;, which is
the Lagrange multiplier of the aforementioned constraint that can be written, using
the first equation, as

(1.3)

V- Q = 7at<w~

One must therefore handle a system of equations of ”compressible” type in the
exterior region, with a system of equation of ”incompressible” type in the interior
region; this coupling is reminiscent of what happens in other contexts for congested
flows [40]. Note that there are other ways of exploiting the fact that the pressure is a
Lagrange multiplier, as in [22] for instance where a discrete constrained variational
numerical scheme is proposed for the simulation of wave-buoy interactions in shallow
water.

The interest of this approach, whose relevance has been confirmed by compar-
isons with numerical simulations solving the fully nonlinear equations [38], is that
it is quite flexible; indeed, instead of the full water waves equations in (¢, Q) for-
mulation (1.3), it is possible to implement it with simpler asymptotic models, and
even to numerical schemes. In this paper, we shall analyze the equations obtained
when this method is applied with the nonlinear shallow water equations (1.1) and,
more specifically, with the Boussinesq equations (1.2).

The equations obtained in the case of the nonlinear shallow water equations have
been studied and solved in [18]; the problem is surprisingly difficult because of the
dynamics of the contact points at the transition between the interior and the exte-
rior region. The problem can be reduced to a free boundary hyperbolic transmission
problem reminiscent of the one obtained for the stability of shocks [34, 36, 4], but
with the Rankine-Hugoniot condition replaced by a fully nonlinear condition. One
way to circumvent this difficulty is to consider floating objects with vertical side-
walls; in this case, the horizontal position of the contact points is no longer a free
boundary problem as it is known if the position of the object is known. This situ-
ation was considered for a solid allowed to move in vertical translation only in [26]
in dimension d = 1, and in [5] when d = 2 with a radial symmetry. In [33] the
same situation was considered with d = 1 in the presence of viscosity. This ap-
proach has also been used to model a wave energy convertor named the oscillating
water column in [7]. These references deal with the exact nonlinear shallow water
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equations with a constraint accounting for the presence of the floating body; it can
be interesting, especially for numerical simulations, to relax this constraint and use
techniques similar to those used to study low-Mach regimes in gases; this is the
approach followed in [15, 16].

The equations obtained in the case of the Boussinesq equations have been much
less studied. The reason is that while initial boundary value problems are quite well
understood for hyperbolic systems ([34, 36, 4], as well as [18] for more recent and
precise results in the specific case d = 1), there is no such theory for dispersive per-
turbations of such systems, such as the Boussinesq-Abbott equations (1.2). In [19]
and [8], the authors propose a system of two Boussinesq systems (one in the interior
region and one in the exterior region), while P; is numerically solved so that these
two sets of equations are compatible but the formulation used there does not allow
to write the simple explicit elliptic equation on P; used here and associated with the
constraint on the surface. The approach consisting in using constrained Boussinesq
equations to model the presence of a floating object has only been treated in [9],
with d = 1 and with a fixed object. Moreover, the Boussinesq system used there is
a variant of (1.2), physically less interesting but mathematically more convenient
because in the case of a fixed object the problem can then be reduced to a trans-
mission problem with linear transmission conditions; as we shall see, working with
(1.2) and/or a non fixed object leads to more complicated nonlinear transmission
conditions. One of the main features of [9] is that it shows the role of dispersive
boundary layers associated with the dispersive term of the Boussinesq equations
and that we will of course have to deal with here.

The goal of this paper is to treat the interaction of waves governed by the Boussinesq-
Abbott system (1.2) with an object with vertical sidewalls allowed to move freely
in the vertical direction. To this end, we need to address several issues. For the
modeling aspects, if the elliptic equation for P; is quite straightforward to derive,
the boundary conditions necessary to solve it are not clear and require some work;
one also needs to understand the coupling with Newton’s equations that govern
the motion of the solid, and in particular the influence of the dispersive terms on
the added mass phenomenon. The formulation of the whole set of equations in-
volved as a quite simple transmission problem for the Boussinesq-Abbott equations
is also of particular interest since it is very adapted for efficient numerical simula-
tions (work in progress) and can be used to provide a useful qualitative insight, as
shown here for the return to equilibrium problem (also called ”decay test”, it is a
standard benchmark used by engineers in particular to calibrate coefficients in the
Cummins equation). For the theoretical aspects, the contribution of the dispersive
effects to the added mass phenomenon (that where not treated in [9] because the
object was fixed) require special attention, and the nonlinear nature of the dis-
persive contribution in the transmission conditions make the derivation of uniform
energy estimate much more complicated than in [9]: we have to exploit a new type
of hidden regularity at the boundary, granted by the dispersive terms and that is
of independent interest for the analysis of initial boundary value problems in the
presence of dispersive terms. The dispersive terms induce also nonlocal effects in
the analysis of the return to equilibrium problem; this leads us to develop a general
study for the analysis of initial boundary value problems for nonlocal scalar equa-
tions that exhibits interesting phenomena when the ”local” limit is considered and
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a dispersive smoothing that can also be of interest in other contexts where nonlocal
scalar equations are involved.

1.2. Organization of the paper. Section 2 is devoted to the derivation of the
wave-structure interaction equations in the framework described above. We briefly
describe (in dimensionless form) in §2.1 the Boussinesq-Abbott system used to
describe the propagation of the waves and provide in §2.2 the dimensionless version
of Newton’s equations for a solid allowed to move only in the vertical direction.
We also need coupling conditions between the interior and exterior regions; they
are described in §2.3. The issue mentioned above for the boundary conditions on
the interior pressure P; is addressed in §2.4. It is then possible to solve for P,
and to reduce the equations in the interior region to a set of two ODEs on the
vertical displacement § and on the horizontal average discharge (g;), with source
terms accounting for the coupling with the exterior wave field.

These elements are used in Section 3 to reduce all the equations involved in the
wave-structure interaction problem under consideration to a transmission problem,
see §3.1. The mathematical structure of this transmission problem is investigated
in §3.2 and §3.3 where a reformulation of the equations is proposed to exhibit the
nontrivial contribution of the dispersive terms to the added mass phenomenon. We
then show in §3.4 that the whole system can be reduced to an infinite dimensional
ODE, allowing us to establish well-posedness. In order to control the existence time
as the dispersive parameter p goes to zero, we address in §3.5 the issue of uniform
estimates and exhibit in particular a new hidden regularity phenomenon associated
with the dispersive terms.

In Section 4 we describe a special configuration, the return to equilibrium (or
decay test), which is both of practical interest because it is a classical benchmark
for engineers, and theoretically interesting because it allows one to provide details
on the qualitative behavior of the solutions. In particular, we want to investi-
gate whether the solid motion is governed by the Cummins equation, an integro-
differential equation used by engineers, and whether we are able to generalize this
equation to the nonlinear framework. We show in §4.1 how to derive an abstract
evolution equation of Cummins-type to describe the solid motion. This abstract
equation turns out to reduce to a second order nonlinear scalar ODE in the non-
linear non dispersive case and to a linear integro-differential equation in the linear
dispersive case, see §4.2 and §4.3 respectively. The qualitative behavior of the
solutions is commented in both cases; in particular we numerically observe and
theoretically prove that the presence of dispersion makes the return to equilibrium
slower. It is also shown that the waves in the exterior domain can be found by
solving an initial boundary value problem for a Burgers equation in the nonlinear
case, and for a nonlocal perturbation of a linear transport equation in the dispersive
case.

The nonlocal initial boundary value problem just mentioned does not fit into
any general theory, and since similar problems are likely to appear in other con-
texts where nonlocal equations play a role, we address this issue in Section 5. We
consider a nonlocal perturbation of a scalar transport equation (we consider both
positive and negative velocity). We show the well-posedness of these problems, but
under one additional compatibility condition on the data. We explain why this
additional compatibility condition disappears as the dispersive parameters tends to



6 G. BECK AND D. LANNES

zero and the nonlocal transport equations formally converges to the standard trans-
port equation. We also exhibit a smoothing effect associated with these nonlocal
initial boundary value problems.

Finally, the link between the equations with dimensions and their dimensionless
counterparts is made in Appendix A.

1.3. Notations. The horizontal axis R is decomposed throughout this paper into
an interior region T = (—£,¢) and an esterior region & = ET U E™ with £~ =
(—o0,—f) and T = (¢,0), and two contact points x = +f. For any function f
admitting left and right limits at £/, we use the following notations:

e restriction to the interior domain f; = f|z,

e restriction to the exterior domain f, = f|g,

e exterior jump [f] and interior jump [fi]] defined as

(1.4) [f] = fe(0) = fe(=0), 1] = fi()) = fi(=0),
e cxterior average (f) and interior average (fi) defined as
(1) ()= 5O+ £(-0), (=3 (AO + A(-0),

e crterior trace at the boundary points of a function f,

fe = (fe)jpesy = lim  f(z).

rz—(££)E
e In dimensionless variables, the bottom of the floating object is parametrized
by e(w(t, z), the water height at equilibrium under the object is hey(z) <

1, and €6(¢) denotes at time ¢ the distance of the center of mass to its
equilibrium position. These quantities are related by the relation

eCw(t,x) = eb(t) + (heq(z) — 1).
We also need to introduce the following functional spaces and notations:
e if f is a function of time, we sometimes use the notations f = % f and
s
f = Wf?
e For all f € L%(&), we simply write |f|» the associated norm,

e for all n € N, we denote by H"(E) the standard Sobolev space on &, and
define

H" .= H" (&) x H"2(8),
e for all ng € R, we denote
Cy, == {s € C|Re(s) > no},

o for all s = n+iw € C (n,w € R), we denote by /s the square root with
positive real part.

2. DERIVATION AND ANALYSIS OF THE WAVE-STRUCTURE INTERACTION
EQUATIONS

This section is devoted to the derivation of wave-structure interaction equations
in the case of a floating object allowed to move freely in the vertical direction (see
Figure 1), and using a nonlinear dispersive wave model to describe the propagation
of the waves. To this end, we follow the strategy of [26] where it was proposed to
see the pressure P; exerted by the fluid on the object as the Lagrange multiplier
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associated with the constraint that under the object, the surface of the water co-
incides with the bottom of the floating object. The first step, considered in §2.1,
is to choose the model used to describe the propagation of waves; we choose here
the Boussinesq-Abbott system which is a nonlinear dispersive set of equations com-
monly used to model wave propagation. We then write in §2.2 the dimensionless
version of Newton’s equations for a solid allowed to move only in the vertical di-
rection. The way these two systems of equations are coupled is described in §2.3.
One of the coupling conditions turns out to be that the total (fluid+solid) energy
of the system has to be conserved at the order of precision of the model; it is shown
in §2.4 that this imposes boundary conditions on the interior pressure P;. These
boundary conditions allow one to solve the pressure equation in the interior region
(under the object); it follows that in this region, all the equations can be reduced to
a set of two ODEs on the vertical displacement ¢ and on the horizontal average (¢;)
of the horizontal discharge; source terms in these ODEs account for the coupling
with the exterior wave field.

2G,eq
N ECe,— 5 A~ O\
O \_/. Ig ~— 71 €C€
€Ci,—*® @
 ew h=1+el
—1 5" T ET |

—/ +4

FIGURE 1. The physical configuration (dimensionless variables)

2.1. The equations for the fluid. We consider in this paper weakly nonlinear
waves in shallow water, that are known to be described with a good accuracy by
Boussinesqg-types systems and that are of interest for a wide range of applications.
To be more precise, let us define the dimensionless nonlinearity parameter ¢ and
the shallowness parameter y as

a a2

E7 n= ﬁa

where a is the typical amplitude of the waves, L their typical horizontal scale and
H the depth at rest. The shallowness assumption means that y© < 1 and the
statement that we have a weak nonlinearity means that ¢ = O(y). Under this
latter assumption, Boussinesq systems are approximations of the full free surface
Euler equations at order O(u?) (see for instance [25, 27] for more details on the
derivation and full justification of these models). There are actually many different
Boussinesq systems that are formally equivalent since they differ only one from each
other by terms of order O(u?), which do not affect the precision of the model. One
of the most popular of these Boussinesq systems is the so-called Boussinesq-Abbott

E =
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system [1, 14], which reads, in dimensionless variables (see Appendix A) and when
a pressure Py, + P (where Pyyiyy, is a constant reference value for the atmospheric
pressure) is applied at the surface,

5tC + a:vq =0
2.1 h=1 .
21 {( — £02)0q + 0: (£4°) + h0.¢ = —1hO, P ( )

Here, eC is the dimensionless surface elevation with respect to its rest position,
h =1+ ¢( is the dimensionless water height, and ¢ is the horizontal discharge (the
vertical integral of the horizontal velocity). In general, the pressure at the surface
is a constant atmospheric pressure and d, P = 0, so that the right-hand side in the
second equation of (2.1) vanishes; we present the general system here because it is
relevant in the presence of a floating body, under which the pressure is no longer
equal to the atmospheric pressure (see §2.4 below). Note that P can be nontrivial
in other contexts, for instance when one wants to study the impact of atmospheric
disturbances on the waves [35].
What makes the Boussinesq-Abbott system an interesting model is that it is a
dispersive perturbation of the nonlinear shallow water equations written in conser-
vative form

OC+ 0,9 =0

O+ 0, (L02) + hdo¢ = —Lhd, P;

£
its drawback is that local (and global) conservation of energy is only satisfied at

order O(ep). Defining the local energy density ¢ and the local energy flux § as
(2.2) o(C.0) = 567 + 534" + 1 (%:0)?,
FCa)=q(C+ 1P +els, — 1d0,0q),

one has indeed
1
(2.3) Ore + 0,8 = gﬂﬁwq + eufR,

with R given by

6%(8141)3 + #Q(&@mq)@cé;

the right-hand-side of (2.3) is formally of size O(eu) when P = 0 and therefore
of size O(u?) in the weakly nonlinear regime ¢ = O(u). Setting u = 0 in (2.2)
and (2.3), one recovers the ezact local conservation of energy associated with the
nonlinear shallow water equations.

(2.4) N =

Remark 2.1. In the second equation of the Boussinesq-Abbott system, one can
replace €8,(7¢%) by €9,(¢*) up to a term of order O(¢?) which is of order O(p?)
in the weakly nonlinear regime. At order O(u?) and when P = 0, the following
system is therefore formally equivalent to the Boussinesq-Abbott system (2.1),

8t< + 6a:q =0,
(1 — £02)0,q + £02(¢?) + hd,¢ = 0.

This system is no longer a dispersive perturbation of the nonlinear shallow water
equations because the nonlinear terms are not the same, but it was used in [9]
because it satisfies an exact local conservation of energy,

(2.6) 0% + 0,5 = 0,

(2.5)
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but for a slightly different energy/flux pair,

1, 1, .4 1 )
=5 = - —u(0

6= 50+ 50+ 5¢ + gul0.0)

~ 2 1 1

F=a(C+ezq® +e5C — p20:0:9);

3 2 3

in spite of this convenient property, we prefer to work with the Boussinesq-Abbott
system (2.1) rather than (2.5) because, contrary to ¢, ¢ is an asymptotic expansion
of the mechanical energy of the waves associated with the full water waves equations
(see for instance §6.3.1 in [25]).

2.2. The equations for the solid. We refer to Appendix A for the derivation of
the dimensionless Newton equations that we state here. We recall that we consider
here a floating object with vertical lateral walls located, in dimensionless coordi-
nates, at x = +£ (¢ > 0) and allowed to move only vertically (heave motion). At
time ¢, the part of the bottom of the object in contact with the fluid is parametrized
in dimensionless variables by a function ey, (the subscript w stands for the " wetted”
part of the object), with

(2.7) Gult,2) = 6(8) + = (heal) ~ 1),

where €0(t) measures the vertical deviation of the object from its equilibrium posi-
tion and heq the distance at equilibrium between the bottom of the object and the
bottom of the fluid layer.

Denoting by P;(t,z) the pressure exerted by the fluid on the object at the point
(x,eCw(t,z)) of the wetted surface, Newton’s equation describing the vertical mo-
tion of the floating object under the action of its weight and of the hydrodynamic
forces can be written as (see Appendix A)

(2.8) T S+1m=1i ZP-(t x)dx

’ buoy & g 2£ iy = ’

where 27T,y is the dimensionless buoyancy period (see Appendix A) and m the
dimensionless mass which, by virtue of Archimedes’ principle, satisfies the relation

¥/
(2.9) m = %/_5(1 ~ heg).

A convenient equivalent formulation of Newton’s equation is obtained by introduc-
ing the hydrodynamic pressure IT; defined in the interior region (—¢,¢) as

(2.10) I (¢, x) = Py(t, z) + eCw (t, );
using (2.7), Newton’s equation (2.8) is then equivalent to
(2.11) 20+ 0 11/811(15 )d
. T = —— ilt,r)dx.
buoy c 2 y

Remark 2.2. - One can of course add an external force to the right-hand side of
(2.11).

- In the case of an object with prescribed motion, the function ¢ is known, and
there is no need to use (2.8).
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One naturally associates its mechanical energy €g,;q with the object, which is
the sum of its potential and kinetic energies. In dimensionless form, it is given by

1 1 .
6solid = zé(gmd + §T§u0y52)-

The variations of the mechanical energy of the solid are due to the hydrodynamic
forces; more precisely, we have

d 1,
aesolid = 265(gm + 7—buoyé)

and therefore, using (2.8)

(2.12) dewmz(l/%PJ&

dt g J_y

2.3. The wave-structure equations. We recall that the Boussinesq-Abbott equa-
tions with a relative pressure P exerted at the surface are given by

{at<+azq =0

2.13
(2.13) (1~ 802)0u + €0, (%) + hOuC = —Lh0, P;

among the three quantities involved in (2.13), namely, ¢, ¢ and P, only two are not
constrained, but not always the same ones. To make a more precise statement, we
must distinguish between the interior domain Z = (—¢,¢) which is the projection
on the horizontal axis of the region where the surface of the water is in contact with
the object, and the exterior domain £ = (—o0, —¢) U (¢, 00), where it is in contact
with the air:

e In the exterior domain, the surface of the fluid is free, but the pressure
is constrained. In absence of surface tension, the pressure at the surface
should match the atmospheric pressure which we assume to be constant.
Recalling that if f is a function on R, we denote by f. its restriction to the
exterior domain £, we have therefore

(2.14) P,=0
while (, and ¢, must solve the standard Boussinesq-Abbott system

{6t<e + axQe =0

2.15
B0 s+ <0, (L) + bt =0,

for t>0, z€k&.

e In the interior domain, we have a symmetric situation in the sense that the
pressure is free but the surface of the water is constrained: by definition of
the interior domain, it should coincide with the bottom of the object which
is parametrized by e(y (¢, ). Recalling that f; denotes the restriction of a
function f to the interior domain Z, we have therefore

(216) Ci = Cwa
with ( given by (2.7) while ¢ and P; must solve

8acqi =—6
2.17 for t>0, z€I,
( ) {6tqi + 0, (iqf) + hyO0r(w = —%hwaxgi’ or > T

with hy = 1+ e and where we used the fact 0;(y = § and that 0%¢ = 0.
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The constraints (2.14) and (2.16) together with the systems of equations (2.15) and
(2.17) and Newton’s equation (2.11) are not enough to fully determine (¢, ¢, P) in
both regions £ and Z, and the position §(¢) of the object. Indeed coupling conditions
between the exterior and interior regions are required:

o Continuity of the discharge, namely,
(218) (Ii(tv :I:[) = QC(t? ig)a

o Conservation of the total energy at the order of precision of the model. As
already noticed in [9] in the case of a fixed object, (2.18) is not enough
to obtain a closed set of equations. In [9], where the system (2.5) was
used, the exact equation (2.6) for the local conservation of energy was
used and a boundary condition for the pressure was derived by imposing
the exact conservation of the energy of the fluid, or equivalently, since the
solid was considered fixed, of the energy of the fluid+solid system. In the
present case where the object is allowed to move, this condition becomes
more complex and because the local conservation of the energy (2.3) is
only satisfied at order O(ep) for the Boussinesq-Abbott system (2.1), the
additional conditions must be stated as

(2.19)  The total energy of the fluid+solid system is conserved at order O(ep),

We show in §2.4.1 below how to derive boundary conditions on P; at +¢
from this condition.

The remaining of this section and Section 3 are devoted to the proof of the fact
that the constraints (2.14) and (2.16), the systems of equations (2.15) and (2.17),
the coupling conditions (2.18) and (2.19), together with Newton’s equation (2.11)
form a well-posed system of equations (in a sense made precise below) that fully
determines (¢, g, P) in both regions £ and Z, as well as the position §(t) of the
floating object.

2.4. The equations in the interior domain and the solid motion. As said
above, in the interior domain Z = (—/,£), the surface elevation is constrained (one
has §; = { with {y given by (2.7)) but the surface pressure is an unknown quantity,
denoted by P;. As seen in (2.17), the mass conservation equation and the constraint

on the free surface also imply that in the interior domain, one has 0,q; = —§ and
therefore
(2.20) q(t,x) = —wd + (g:)(¢)

where the mean horizontal discharge {(¢;) is a function of time that needs to be
determined.

We show in §2.4.1 how to derive equations for the interior pressure; these equa-
tions can be used to make more explicit the equation for the displacement ¢ of the
floating object, exhibiting in particular the added mass phenomenon (see §2.4.3);
the case of the mean discharge (g;) is finally handled in §2.4.2.

2.4.1. The interior pressure. We first show how the condition (2.19) on the con-
servation of the total energy can be used to find the boundary values of the in-
terior pressure at « = ££. The energy €guiq of the fluid can be decomposed into
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two parts corresponding to the exterior and interior regions, respectively denoted
E = (—o00,—0)U({,00) and T = (-, 1),

(‘fﬂuidZ/ee-i—/?i,
£ I

with ¢ as in (2.2), while we recall that the mechanical energy of the solid is given
by
1 1 5 o
Coolid = 2€(gm5 + §Tbu0y5 );
the total energy of the fluid+solid system is

etot = Qfﬂuid + 6solid~

The following Proposition shows that if the energy flux § introduced in (2.2),
namely,
1 1 ¢? 1
) = 7P a719 7818 )
§(Ca) = a(C+ ZP+e55 — g0:00)
is continuous across the contact points x = +£ then the total energy is conserved
up to O(ep) terms.

Proposition 2.1. Any regular enough solution of the wave-structure equations
(2.11) and (2.14)-(2.17) satisfies

d
%etot = [[ge _S‘iﬂ +5,U(/mi ""/me)y
T &

with § as in (2.2) and R as in (2.4).

Proof. For the sake of clarity, we simply denote by O(eu) instead of €u( J R+
f £ %e) in the computations below. One computes

d
%Qfﬂuid—/gateeJr/IatBi

1
- - / azgc - /(azgl - *Biam(ﬁ) + O(E/J')v
£ z €

where we used the approximate conservation of local energy (2.3). Recalling the

definition (1.4) of the exterior and interior jumps, and since 9,¢; = —4, this yields
* €na = [5.] - [51] (1/€ P,)é+ O(ep)
dt fluid — e i - _gii EW).

Together with (2.12), this directly gives the result. O

The following corollary shows that if the coupling condition (2.18) is satisfied
then the condition (2.19) on the conservation of the total energy reduces to imposing
boundary condition at x = £¢ on the interior pressure P; or equivalently on the
interior hydrodynamic pressure II; given by (2.10), namely,

Hi = Bi + ECw-

Corollary 2.1. Assume that in addition the condition (2.18) on the continuity
of the discharge is satisfied, and that the traces Hii of the interior hydrodynamic
pressure at x = =L are given by

1
(2.21) I = 6 - of
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where TI1; is as defined in (2.10) and

_1¢ p

Then one has

d
%Qtotzeu(/zfﬁ—i-/g%).

Remark 2.3. Recalling that the first equation of (2.17) implies

g = —x6 + (q), 0z 0rgi = —9,
and that ¢; = (w with (y given by (2.7) (so that hy = heq + €0), we have

(<Qi>¥€5)2+ig7

1
+ _ Z\A )
&; —6+52 3l .

which does not depend on any other unknown of the problem than the functions ¢
and (g;).

Proof. From the proposition, it is enough to show that under the assumptions of
the corollary, one has

[[Se - 'Sl]] =0.

Using the hydrodynamic pressure II = P + €(, one can write
1
§=aq(11+0)
with & as in the statement of the corollary. Using the identity

[£9] = [FWg) + ()4l

and remarking that the continuity of ¢ at +¢ implies that (¢) = (g;) and [q] = [a],
this yields
1 1
[ (B — & + Z(I — L) + (@) [[6 — & + —(IL — IL)]] = 0.
Since [¢] and (g;) are two uncorrelated functions of time, this leads us to impose
[I1;] and (IT;), and therefore Hii = i%([[l’[i]] + 2<Hi>),

1
I = ¢+ 6F - 6,
€
where we also used the fact that II, = (. [l

We can rewrite the second equation of the Boussinesq equations (2.17) in the
interior domain using the hydrodynamic pressure II; introduced in (2.10) under the
form

1 1
(2.23) Ouqi + €8x(h—q12) = _ghwaxni;

differentiating this equation with respect to z and substituting 0;0,¢; = —§, one
obtains a second order elliptic equation for IT;, while Corollary 2.1 provides non ho-
mogeneous Dirichlet boundary conditions. The resolution of this elliptic boundary
value problem is straightforward and fully determines IT;.
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Proposition 2.2. The hydrodynamic interior pressure 1l; is the unique solution of
the elliptic problem

—0, (L )= 84 e2( g
(2.24) { 0o (LhyTL) = —8 + €02 (71-47),

%Hi|m=ié = gét + ®l:3t - 6?:
where hy (t,x) = heq(z) +€6(t) and & is as in (2.22).

2.4.2. An equation for (g). We have already seen that in the interior region, the
equation for the conservation of mass in the fluid shows that the discharge is given
by ¢ = —x6 + (g;). The following proposition shows that (g;) is determined by an
ODE with a source term related to the wave field in the exterior domain. Note
that &, accounts for the contribution of the nonlinear and of the dispersive terms
of this exterior wave field.

Proposition 2.3. Assume that heq is an even function. Then if P; and ¢ solve
the interior fluid equations (2.17) and if the interior pressure satisfies the boundary
conditions given in Corollary 2.1, then (q;) satisfies the ODE

(2.25) () 5 ar) + e (20)6 ) = — o [Ge + &)
with & as in (2.22) and
(2.26)

Y RV o (S
K=o, heq(x) + €6 oo e =00, (heq(z) + €6)? -

Remark 2.4. The assumption that the bottom parametrization is symmetric with
respect to the vertical axis { = 0} simplifies the computations but is not necessary.
It could be handled as in [26] for the hyperbolic (1 = 0) case.

Proof. Let us first state some relations that will be used throughout this proof and
that can easily be deduced from the first equation of (2.17),

) . 1 /¢ g
G=—ab @) Eom=0. )= —si). g [ &)

the last relation stemming from the assumption that the bottom of the object is
symmetric with respect to the vertical axis {z = 0}.
Rewriting the momentum equation as in (2.23), namely,

1 1
Ovqi + 55I(Eqi2) = *ghwamni;

dividing by hw = (cq + €0 and integrating between —¢ and ¢ one obtains

d ¢ C Ophy o 1
2Wo—{g; 2 2 — —Z[1L].
adt<q>+€ﬂhaﬂ+5/é s 5[ I

w
Using the relations derived above, this gives

%a%(qﬁ - 456(%)5(%} - 25(/

¢
LOghy - - 1
h3 )8(qi) = —g[[Hi]]-

The result then follows upon remarking that (see Corollary 2.1, Remark 2.3 and
use the fact that (oq is even)

= )bla)

w

L1 = [Ge + 0] + 2¢1(
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and (after integration by part)

R _1/£x&vhw
o (ed) = <h3V> i), T

O

2.4.3. Reformulation of the equation for the solid motion. We recall that the solid
motion is governed by Newton’s equation that can be put under the form (2.11),
namely

TEiond +0 = 11/2 IL; (¢, ) dx

buoy Y » i\by .
Now that the interior hydrodynamical pressure II; is fully determined by Propo-
sition 2.2, it is possible to rewrite this equation in a more explicit form, namely,
a second order nonlinear ODE on § with a source term coming from the exterior
wave field.

Proposition 2.4. Assume that heq s an even function. For smooth enough solu-
tions of the wave-structure equations (2.11), (2.14)-(2.18) and (2.21), the displace-
ment & of the floating object solves the ODE

(2.27) 7.(e0)26 + 6 — eB(e6)5% — ga’(55)<qi>2 = (Co + Be),

with & as in (2.22) and o'(€d) as in Proposition 2.3, and where 7,,(¢0) and [(g0)
are given by

1 14 I2 1 1
2.2 2 = 2 by 5 7 N . < o 7 | 5
(2.28) 7u(€6)" = Thuoy + 57 /4 hea(@) +€6d:z:+ 3u<heq +5§>’
11 4 x2
2.2 =557 B () 25)2

Remark 2.5. Recalling that 277,06y is the dimensionless buoyancy period defined
through
2 ht
7—buoy = ﬁmv
where m is the dimensionless mass (see Appendix A), one can write (2.28) under
the form
h2
7,(€6)? = ]Tg (m + ma(0))
where m,(d) acts as an added mass,

2 [t a? 1, 1
(2:30) ma(20) = 572 /, hea@) w20 3 e
The buoyancy period is therefore affected by the added mass phenomenon, that is,
by the fact that when it moves in a fluid, a solid not only has to accelerate its own
mass but also the mass of the fluid around it. One can check from (2.30) that, in
shallow water, the added mass can actually be larger than the proper mass of the
solid, a fact that has been noticed in ocean engineering [43]. One deduces from
(2.28) that the added mass effect increases the value of the buoyancy period.
Note also that the last term in (2.28) is due to the presence of the dispersive term
in the equations. This is not the only contribution of dispersion to the added mass
effect. As we shall see later (see Remark 3.2), dispersion induces a qualitatively
new added mass effect in the form of a coupling with the equation on (g;).
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Proof. For the sake of conciseness, we use here the notation ff = ff . f- New-
ton’s equation (2.11) can be written

y  x 11 [f
7-buoy(s +0= gﬁ » Hi(ta z)dz
1 /[f 1
(2.31) = ][Z 2O, (1, )de + (1),

where we used an integration by parts to derive the second equation. In order to
compute the integral in the right-hand-side, let us remark that from Proposition
2.2 we get

1 N 21,
_Eax(hwawnl)_ 5+€8x(hwqi).

Integrating this relation, there is a constant cg such that

1 1 Co
Lo () 4 o
e 2 @) 5y
Recalling that heq (and therefore hy = heq + €0) is an even function, and using
(2.20), we get

_é ][_i 20,11 — —(][_i fi)é + 5][_2 %&E(iq?)
L 4
_ 7(][4 Zi)mg(][e Zi@(liv) n <}f§v>)52

+ e( - ][2 iax(%) + <hi2>) (@)%

w

1 €T -
S0, = — 5
€ R te

We now need the following lemma.
Lemma 2.1. The following identities hold (with hy = heq + €0)

4 2 1 2
~f Eo.()ant 5 = Bed

4
1.« 1,1, 1,
7][74 T (o) 5 () = 500)

Proof of the lemma. For the first identity, one just has to remark that

L 2 £ 2 L
~f G =1, 317Gy
—¢ Tw w —¢ hw —£ w
1 Cg2 1 a2
-3 f g )
the last identity stemming from an integration by parts.
For the second identity, since o/(ed) = — ff ’ %, we just have to remark that

t 1 z L T e 1
FotG =1 o Ge)

the last line following from an integration by parts. O
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Corollary 2.1 and Remark 2.3 imply that

(210 = (o + 80 — e BE ) - 208

so that we can deduce from (2.31) and the lemma that

£ .2

1,1 " . 1

(Thoy + ][ ;— + §<h—>u)6 +6 =eB0% + €§a'(qi>2 + {Co + B,
—¢ Tow W

which is the result stated in the proposition. O

3. WAVE-STRUCTURE INTERACTION AS A TRANSMISSION PROBLEM

Taking advantage of the analysis performed in the previous section, our aim
here is to formulate the wave-structure interaction equations under the form of a
transmission problem and to study this latter. The transmission problem, formed
by the Boussinesq-Abbott equations in both components of the exterior domain
coupled with transmission conditions involving forced ODEs on § and (g;), is made
explicit in §3.1. A toy model for this transmission problem (with more standard
transmission conditions) if then proposed in §3.2; based on this analysis, a first
reformulation of the wave-structure transmission problem is performed in §3.3, ex-
hibiting in particular a nontrivial contribution of the dispersive terms to the added
mass phenomenon. In §3.4, a second reformulation is proposed, in which we show
that the whole system can be recast as an ODE; taking advantage of this structure,
we show that the wave-structure equations are well-posed. The existence time thus
obtained is however not uniform with respect to the dispersive parameter u; we
therefore address in §3.5 the issue of proving uniform estimates and establish a
conditional uniform estimate as well as uniform estimates for equations linearized
around non trivial states. To this end, we exhibit a new hidden regularity phenom-
enon granted by the dispersive terms.

We shall use the following notations throughout this section.

Notation 1.

- For the sake of clarity we simply write f instead of f. when dealing with the
restriction of a function f to the exterior domain £. To avoid any confusion, we
still keep the subscript and write f; for the restriction to the interior domain Z.

- Dispersive boundary layers play a central role in the analysis performed in this
section. Since their decay rate is y/p/3, it is convenient to introduce the parameter

K as
k=45
3.

- We shall denote by fsw the momentum flux associated with the shallow water
equations, namely,

o1 ¢

1 2
(3.1) fow = +€h:C+s(§§2+%),

so that the Boussinesq-Abbot equations (2.1) in the exterior domain can be written
in more compact form

6t§ + 8mq =0
(1 — K202)0q + Ozfsw = 0,

for t>0, ze€k.
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3.1. Derivation of a wave-structure transmission problem. Recalling that
the interior discharge is given by ¢;(¢, ) = —xd(t) + (gi)(t), the continuity condition
(2.18) on the discharge can be equivalently written under the form

[a] = =260 and (q) = (@),

where we recall that the jump [-] and average (-) are defined in (1.4) and (1.5).
The analysis performed in Section 2 shows that the wave-structure equations (2.13)-
(2.19) can be reduced to a transmission problem for the Boussinesq-Abbott system
written on both components of the exterior domain £. This is summarized in the
following theorem.

Theorem 3.1. Assume that (oq is an even function and let fs be as in (3.1).
For smooth enough solutions, the resolution of the wave-structure equations (2.11),
(2.14)-(2.18) and (2.21) is equivalent to the resolution of the standard Boussinesq-
Abbott system

32) {atc +0,q=0

(1 — k20%)0:q + Oufsw = 0,
on both components of the exterior domain £ and with transmission conditions

(3.3) (@) = (g:) and [q] =—200,

and where {¢;) and § solve

d - 1
(3.4) a(ed)—(qi) +ea’(€0)0(qi) = —;[¢ + @],

dt 2/

. ) 1
(3.5) T#(ECS)?(S +6 —eB(e6)6? — 550/(56)(%-}2 = (¢ + 6),
where we recall that
14 1
6 = Eiﬁ — /€2E3z(9tq,

and that a(ed) is as in Proposition 2.3, and 7,,(£0) and 3(d) as in Proposition 2.4.

The energy of the fluid in the exterior domain, associated with (3.2) is

_1 2 1 2 22 2
(36) eext— 2/5‘(< +hq +K h(an) )7

and we also introduce an ”interior energy” that depends only on Z = ({¢), 0, 5),
(3.7) Eint = ((52 + Tu(€§)252 + a(ed)(@:)?).

They satisfy the following energy estimate in which we do not seek to close the
estimate by providing a control of the residual term; this more delicate issue is
addressed in §3.5 below.

Proposition 3.1. Under the assumptions of Theorem 3.1, the following energy
estimate holds,
d

% [Qext + eint] + 5’£2€<

1 )
SR < R 2/%,
(hcq+55)2> L

where we recall that R = 55 (0:9)° + 512 9(9:02q)0:C.
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Proof. There are two ways to derive the energy estimate of the proposition. The
first one consists in multiplying the two equations of (3.2) by ¢ and ¢ respectively
and integrating by parts, and multiplying (3.4) and (3.5) by (¢) and & respectively,
and adding the resulting identities. The second method is to deduce it from the
approximate conservation of the total energy established in Corollary 2.1, namely,

(3.8) iemt :35/{2(/9%—1—/9{),

and &, can be written as

6tot = Gext + /

1 1 .
ei + Cooriq With  Egoiq = 2€(gm5 + §T§u0y52)7
T

where we recall that ¢ = %C2 + %%(f + m2ﬁ(azq)2. Since in the interior region, one

has ¢; = —xd + (¢:) and ¢ = ( with { given by (2.7), namely, {, = d+ é(hcq -1,
one deduces

d £ 01 .- 01 .
= — _ 52 - 753
/19% dt[(/_g 6ehw 3€<hw>) ] 3<hgv> ’
.7(heq*1)27 1 2 _2/6 1 Z'Z/E 1
/181_7252 2€€m5+€5 + {qi) , 2 + K7 ohy

where we used Archimedes’ principle (2.9) for the second term in the right-hand
side of the second identity. Plugging these identities into (3.8) yields the result. O

3.2. Study of a general transmission problem for the Boussinesq-Abbott
system. Before addressing the transmission problem derived in the previous sec-
tion, where the transmission conditions involve ODEs that are coupled with the
solution of the transmission problem itself, it is instructive to study a simpler,
yet quite general, transmission problem, where the transmission conditions are
given in terms of known functions. More precisely, we consider in this section the
Boussinesq-Abbott equations

(1 — k20%)0,q + Orfsw = 0,
(with k2 = 11/3 and fs, as in (3.1)) on both components of the exterior domain &
and with transmission conditions

(3.10) (¢) =f and [q] =29,
where f,g € C1(RT) are known functions.

Remark 3.1. One can see the boundary value problem on the half-line (¢, c0)

0:¢+0,q=0
(1 — K202)0;q + Ozfsw = 0,

with boundary condition q,_, = f as a particular case of the transmission problem
(3.9)-(3.10). Indeed, it suffices to extend ¢ and g as ((t, —x) = ((¢,x) and ¢(t, —z) =
—q(t,z) for all x > ¢ and to take g = 0. The associated initial boundary value
problem has been considered in [21] in the linear case (¢ = 0, so that fsw = ¢) using
Fokas’ unified transform method. This initial boundary value problem has also
been considered both theoretically and numerically, but with a boundary condition
on ( rather than ¢, in [28].
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In the case where p = 0 (the shallow-water equation), it is well known that the
initial boundary value problem associated with (3.9)-(3.10) is locally well-posed in
H™(E) x H™(E) (n > 2) provided that n compatibility conditions are satisfied (see
for instance [18] or the lecture notes [29]). The presence of the dispersive term
—£020, makes things different; as observed in [9, 28] in related situations, a single
compatibility condition is enough to obtain a regular solution because dispersion
smoothes the solution by creating a dispersive boundary layer of order O(k).

Indeed, it is possible to reduce (3.9)-(3.10) to an ODE. To perform this, it is
necessary to introduce the regularizing operators Ry and R; defined as the inverses
of (1—x%92) with homogeneous Dirichlet and Neumann data respectively at x = 4-¢,
that is,

(3.11) Rof=u and Rif=wv,
where
_292),, — _252Y, —
(3.12) (1 —-k%02)u=f, and (1-r%02)v = f,
[ —— 0, (aﬂﬂv)lm:ie =0.

In the statement below, we denote
H" = H"T1(E) x H"T2(E).

Proposition 3.2. Let f,g € C*(RY), n € N, and U™ = (¢'*,¢'") € H" be such
that

inf(1+e¢™) >0,  (¢") =F(0) and [q"] =29(0).
Then for all k > 0, there is T > 0 such that the system (3.9)-(3.10) has a unique
solution (¢,q) € C1([0, T[;H") with initial data U™.
Proof. The key ingredient of the proof is to reformulate the problem as an ODE.

Lemma 3.1. Let T > 0, (f,g9) € C1([0,T]) and U = (¢, q) € C1([0,T]; H®) be such
that inflg 7xe 1 + ¢ > 0, and such that the transmission conditions are initially
satisfied

{ge=0) = £(0) and [gu=o] = 29(0).
Then U solves (3.9)-(3.10) if and only it solves

{atc — —0,q,

3.13 . 1
(3.13) 01 = —0uRifew + (f £ g)ew12F11,

Proof of the lemma. Recalling that Ry is the inverse of (1 — k29?2) with Dirichlet
boundary conditions on each side of £, the second equation of (3.9) is equivalent to

(3.14) O = ~Roafew + (f £ §)e” =771 on €%,

Using the fact that Rgd,, = 0, R; we obtain the expected equation (3.13). The only
thing left to prove is therefore that if (3.14) is satisfied, and if the transmission
condition (3.10) holds at ¢ = 0, then it holds for all time. This is obvious after
remarking that one readily gets from (3.14) that

d - d
gl =/ and  —lq]=2g.
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Proving that (3.13) is actually an ODE also requires the following lemma which
can classically be established by multiplying both equations of (3.12) by u and
integrating by parts.

Lemma 3.2. The operators Ry, k0, Ry and %28§Rg for £ =0,1 are bounded oper-
ators on L?(E), with operator norm smaller than one.

Let O denote the open subset of H" of the U = ((, ¢) such that infg(1+¢e¢) > 0.
Let us also write (3.13) in compact form as

d
U=
dtU U),

where ® = (¢, ¢2) and
o1 =—=0.q, 2= —OuRifuw + (f £ g)e FI T,

Since 9,R; : H® — H"*! is a bounded operator (as a consequence of Lemma
3.2), we can deduce from standard trace and product estimates in Sobolev spaces
that @ is a smooth mapping from O to H" and the local existence follows from
Cauchy-Lipschitz theorem. O

3.3. Reformulation of the wave-structure transmission problem. The quan-
tities [&] and (®) that appear as source terms in the differential equations (3.4)
and (3.5) for (g;) and ¢ depend themselves on these two terms; indeed, in order
to compute [6] and (&), one must solve the transmission problem (3.2)-(3.3) in
which the transmission conditions are given in terms of (g;) and .

In the nondispersive case (u = 0, shallow water equations), this dependence is of
lower order and [&] and (&) can be treated as source terms in the ODEs for (g;)
and 0 (see Remark 3.2 below). A new phenomenon appears in the presence of dis-
persion: these quantities contain leading order terms in the differential equations
for § and {(g;). As for the added mass coefficient, they cannot therefore be treated
as source terms, both theoretically and numerically. This issue is addressed in the
following theorem where we essentially show that [&] and (&) can be decomposed
as the sum of explicit leading order terms and lower order terms [$] and (£)) that
can be treated as source terms. We recall that we denote respectively by Ry and
R; the inverses of (1 — £202) with homogeneous Dirichlet and Neumann data at
x = £/ (see (3.11, 3.12)).

Theorem 3.2. Assume that (oq is an even function and let fo be as in (3.1).
For smooth enough solutions, the resolution of the wave-structure equations (2.11),
(2.14)-(2.18) and (2.21) is equivalent to the resolution of the standard Boussinesq-
Abbott system

(3.15) {atC+a””q =0

(1 — K202)0:q + Oufsw = 0,
on both components of the exterior domain £ and with transmission conditions

(3.16) (@) =(¢) and [q] =260,
and where {g;) and ¢ solve the coupled system of ODEs

d ({a) ea/(£6)0{q:) _ (9]
(3.17)  Tuleo, ECi)dt ( ) ) + (5—5(6(55)52 + %a'(sé)(qi>2)) B ( <f73> )
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with B(d) as defined in (2.29), and with $ = ﬁ((,q) given by

(3.18) s =te(te-L) 4 R
. ,q) = 25 n h2 1f§W7
while T,,(€d,e(+) is the invertible matriz given by

1,01 —Lg[k
(3.19) Tu(ed,eCy) = (a(ga);[ﬁ]]<h> T (6 +[[h€]f]€<i>) ’

where we recall that 7,(€6) and a(ed) are defined in (2.28) and (2.26) respectively.

Remark 3.2. The difference between (3.17) and the evolution equations (2.27) and
(2.25) on ¢ and (g;), is that a new contribution to the added mass effect (see Remark
2.5) coming from the dispersive term has been exhibited. It is of interest to note
that the dispersive terms not only provide a quantitative contribution to the added
mass effect, but also a qualitative one since it induces a new coupling between the
equations on (g;) and 6. This is not the case in the non dispersive case where
the matrix ¥, (d,e(4+) is diagonal and the equations are only coupled through the
nonlinear and source terms, namely,

{ o(e0) gy (a5) + e’ (@0)3as) = —F[C +ed ).
70(26)28 + 8 — £(6)8? — 50 (e0){@)? = (¢ + 3 )

(this system can either be derived directly as in [26, 33, 5], or formally be derived
from (3.17) by setting » = 0 and observing that lim, o Ry f|,_., = f(££)).

Proof. Taking into account the transmission conditions (3.16), the formula (3.14)
for 0;q becomes

d

g () F 6)e =l#F  on g%

We then obtain after differentiating in space, multiplying by 1/h and taking the
jump,

(320) 8tq = —Roaxfsw (

9 1 2 1 _ 1.d
K [[hataa:qn ==K [[hawROawfswﬂ 2k <h>dt<ql>+ﬂn[[ ]]6

Therefore the evolution equation (3.4) on (g) is equlvalent to

@)+ en - B =C+e5 2]]+2z( jt<qi>+sa'5<qi>)

1
2
—K HﬁazROazfsw]] - 2 <h>dt<

and therefore

(ot n(1) ) — 5 el 13-+e0 @0)3(a) = —3 (W17 e Bodifn] +[C ey 1),

Remarking further that Rod, = 0, R;, where R; is the inverse of (1 — xk202) with
Neumann boundary conditions on each side of £, one can write

HzaxROamfsw = galefsw
- _fsw + leswa
so that a first ODE on (g;) and 4 is given by

&) — 5Ol 15 = ~<to (20)ia) — 5191,

(3.21) (ta(ed) + m<%>) =
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with $ given by
1 ¢ 1
ﬁ(CaQ) - g + 2€ﬁ - E(l - Rl)fswa
or equivalently, by the formula given in (3.18).

Similarly, differentiating (3.20) with respect to x, multiplying by 1/h and taking
the average yields
1 1.d

2,1 _ 20 _
K (hatﬁx@ ==K <hamROameW> [[h]]dt

(a5) + ()3,

h
which we can plug into (2.27) to obtain

(3.22) (1u(e0)? + €I€<%>)5—§K[[E]]%<Qi> = —6+¢eB(6)d° + %a/(55)<Qi>2 + (9).

The result therefore follows from (3.20), (3.21) and (3.22).
(|

3.4. Reduction to an ODE. It was remarked in [9] in the case of a fixed struc-
ture (and for the simpler Boussinesq system (2.5)) that the transmission problem
could be reduced to an ODE. We show here that this remains true in the case of
a freely floating structure and for the Boussinesq-Abbott system. In the statement
below, we assume that (¢,q) € H with H = H(£) x H?(£); this regularity ensures
that the traces of (, ¢ and 0,q are well defined at +¢. Note also that the con-
dition inf(t,w)e[O,T]xR h(t,x) > 0 means that inf(t7:v)e[07T]><£{1 + EC(t,.’L’)} > 0 and
inf(; oyefo, 1) x 21 heq(x) +€3(t)} > 0; this is therefore a condition on ¢ and on §.

Proposition 3.3. ForU = (¢,q) € CY([0,T];H) and Z = ({¢:),,6) € C*([0,T); R?)
such that info ryxr h >0, and
[g.-] = —265(0),  {g,o) = (@:)(0),
the system (3.15)—(3.17) is equivalent to
atc = _aZL’Q7
(3.23) hg = —0:Rifow + (QZ [9]) F £D(2,(5)) ) e~ #1271,
#2 = Z(z.(9).[9]),

where the first two equations are cast on EF, § is defined in (3.18) and where

2(2,(9), [9]) = (Q(z,[9]),6.D(z, (H))) ", with

oz [9]) \ B et/ (6)5(qs) — 3[3]
(D(z,m»)‘%(“’g@) (5+€5(65)52+€2a 5)(@)* + <>)

Proof. Let us remark first that if the initial data satisfy [q|,_,] = —206(0) and
(@,—o) = (¢1)(0) then the transmission condition (3.3) is equivalent to
d . d d
24 Zlq] = -2 L) = —(q).
(3.24) ld =-206 and  —(g) = —(a)

As already noticed in (3.20), the second equation of (3.15) together with the jump
condition < [g] = —264 is equivalent to

i<q1> :Féc.s.)efilmzm on E&F.

8tq = 7R08rcfsw + (dt
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Using the fact that Ry0, = 9, Ry and replacing % (¢;) and & by the formula provided
by (3.17), one obtains the result. O

Using the fact that (3.23) is an ODE on the space H" x R3, with H" = H"+1(£) x
H™2(€), we obtain the following well-posedness result for the wave-structure in-
teraction problem.

Theorem 3.3. For n > 0, consider initial data U™ = (¢, ¢'™) € H" and 2" =
({(g:)™, 80, 61) € R3 satisfying inf h'™ > 0. Then for all € € [0,1] and k > 0, there is
T > 0 such that the system (3.23) has a unique solution in (U,Z) € C*([0, T[; H" x
R3) with initial data (U™,Z™), which in addition belongs to C>([0, T[;H" x R?).
Moreover, if T* denotes the maximal existence time and T* < oo, one has

1 . 1
m)(t)hm(g) +16()]+ [{ai) ()] + |m|Lm(I)

Remark 3.3. Since the relations (3.24) obviously hold for the solution, the trans-
mission condition

lim sup [|(§,q, ] = +o00.
t—=T*

(@) = (@) and [qf = —266
are satisfied for all time if the initial data satisfy

[[qin]] — _2&51’ <qin> — <qi>in.

Proof. Let O denote the open subset of H" x R? of the (U, 2) = (¢, q, {¢:), 6, 5) such
that infg h > 0 (as already explained in the comments before Proposition 3.3, this
latter is a condition on ¢ in the exterior domain, and on ¢ in the interior domain).
Let us also write (3.23) in compact form as

4

dt
where ¢ = (d)la ¢)27 ¢37 ¢47 ¢5) and

1 = —0,q, ¢ = —0, Rifsw + (QF (D) e =774,
¢3=0QZ[9]),  da=9,  ¢5=D(z,(%).

From standard trace and product estimates in Sobolev spaces, ® is a smooth map-
ping from O to H" x R® and the local existence follows from Cauchy-Lipschitz
theorem. From Moser type estimates, we also get

(U,2) = 9(U,2)

1 -1
(325) ‘(I)(Uv Z) H" xR3 < C/—L(Ka q, E‘LW(E)v |<qi>a 5» 5'? |h7|L°°(I)) ‘(Uv Z)

i

H™xR3»

with C, a smooth non decreasing function of its arguments. Classically, this means
that if the maximal existence time is finite, one of the arguments of C), has to blow
up. Remarking further that § cannot blow up in finite time without é also blowing
up, one gets the result. ([l

3.5. Uniform estimates. Theorem 3.3 shows that the equations are locally well-
posed, but the existence time is not uniform with respect to € and p (or equivalently
) and may shrink to zero when these parameters become very small. It is however
possible to derive a uniform estimate on a time interval of size O(1) under the
assumption that ({,q) remains uniformly bounded in W1°°(£). This estimate is
a generalization of the estimate one can derive for the Boussinesq equations on
the full line (see Step O of the proof), and implies in particular that for a time
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scale O(1/¢) the solid cannot touch the bottom if ¢, ¢ and their first order spatial
derivatives remain bounded.

Theorem 3.4. Assume that the assumptions of Theorem 3.3 are satisfied and let
My > 0 be such that

: 1 in in in
‘%Bg(hm) + ‘(C 7q K/aafq )|2 + |(<q1> 750751)‘ < M07

and assume moreover that there are T > 0 and M > 0 such that the solution
provided by Theorem 3.3 exists on [0,T] and that |(C,q)|Le(jo,T]xw1.(£)) < M.
Then there exists Ty = Ty (Mg, M) > 0 such that for all 0 < t < min{T, %Tl}, one
has

‘C}I&f (1) + |(Caq7’{6qu )|2 + |(<QI>5575)(t)| < C(MO)’

with C(-) a nondecreasing function of its argument.

Remark 3.4. The time T} and the upper bound C(Mj) only depend on My and M;
in particular they are uniform with respect to (¢, ) € (0,1)2.

Proof. For the sake of clarity, we generically denote throughout this proof by C(+)
a nondecreasing function of its arguments that does not depend on € nor k, but
whose exact expression may differ form one line to another. We also recall that

K2 = /3.

Step 0. Energy estimates for the Boussinesq equations on the full line. For the sake
of clarity we first explain here how to derive an energy estimate for the Boussinesq
equations (2.1) when they are cast on the full line R. More precisely, we show that
if (¢, ¢) is a smooth solution on a time interval [0, T] on which h > hpin > 0, then

VEE 0TI, € < € (0)exp (10 (1 |Gl o <))

where &BoUSS is the energy associated with the Boussmesq system,

eBOUSS:%/ (C + q + K %(39061)2)-

Using (2.3), one readily gets that

d
dt

so that

1
QBouw SEKJ /m with R = 6h2 (8 )3 + Wq(atawqu(’

1 1
N(02€,0:0) | e m)) (K| —= 02422 gy + | —=

(02€,029) | L)) |\/E ql72r) |\/EQ|2
Now, using the second equation of the Boussinesq system, one has
(3.26) K20,0,q = —k*(1 = K207) " 0Zfew

and therefore,

|/€2818tq|L2(R)).

1
620,044 12 (R) SC(h — [(¢ @) Lo ®)I(C,

It is then straightforward to deduce that

Q)|L2(]R)-

-

d s
el @Bousb < SC(

Bouss
dt > hmin7|(C7q)|W1v°°)€ )
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which yields the energy estimate stated above.

We shall follow the general scheme of this proof for our wave-structure system; the
main difference are that some control are needed for the quantities ¢, § and (q1)
associated with the interior region, and one has to consider an initial boundary
value problem instead of a simple initial value problem for the Boussinesq system:;
in particular, (3.26) is no longer valid and boundary terms make the analysis more
delicate.

Step 1. Adaptation for the wave-structure system, assuming that h > hy;, on
€ for some hpyin > 0. We shall work here with the formulation (3.2)-(3.5) of the
problem, as derived in Theorem 3.1. The quantity &B°"s used in Step 0 is here
replaced by &%t which is also the integral of the local density of energy ¢ but on
the exterior region £ instead of the whole line R, see (3.6), and we also need the

interior energy &, defined in (3.7). As shown in Proposition 3.1, we have
d 1 .
a [Gext + eint} + 552€<h7i2>63 = 35%2 /£ R.

Controlling R as in Step 0, we have

(327) g [Gext + 6int] + 552£<%>53 S EC(

dt |(8£<7axQ)‘oo)€ext +8|H26$8tqg

hmin’
(recall that the notation |- |2 stands for | - |z2(¢)), and, as in the previous step,

the key point is to control |k20,0;q|2. Because of the boundaries, and as shown by
Proposition 3.3, (3.26) must be replaced by

1, 1
atamq = 78§R1fsw -+ Eq:l:e ” \z:F£|’
where we recall that g+ = q|,_,,, so that

K210:002 S 1203 Rafowlo + £/ (4, )

Since k202R; : L? — L? is uniformly bounded (with respect to k), the first term
in the right-hand-side can be controlled exactly as in (3.26), so that one gets from
(3.27) that

d 1. ..
% [Qfext + eint] + €H2£<h712>53
1 .
(3.28) < eC (5 (G @)lwroe ) € +er?| (-, g1) .

To close the estimate, we still need a control on |(¢—, ¢+ )|-
Step 2. Control of |(§—, ¢+)|- According to Proposition 3.3, one has

(3.29) [(4—4+)| < (1] + D),

with @ and D defined in Proposition 3.3. We remark first that () and [$], with
$ as defined in (3.18), can be controlled as

[(55)] + 9] < C(i’ Cloe) [(1 462 4 {@)?) + |(Rufow) 2]

with (Rifew)+ = (Rifsw)|,_,- Let us now remark that for all f € L*(£), one has

(Rif)s = [ esploplo 7 ) f(a)de
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so that
(3.30) (R f)<| < (26) 72| f o
It follows from the above that

{9+ 191 < C (5 (€ Do) [£(1+ 8 + (@)%) + 751(C. 0]

We directly deduce from the definition of Q and D provided in Proposition 3.3 and
(3.29) that

(33D a0l SO G Dl) (814 (14 5 + ) + 151G l]:

Step 3. We show here that one can choose T} such that the assumption A > Ay >
0 is satisfied on min{T, éTl}. Indeed, since by assumption infg A'™ > 0, there exists
hmin > 0 such that infg ™ > 2hyin. Since 8, = —0,¢, one can write

h(t,z) = hi(z) — 6/0 0:q(s, x)ds

and choosing T7 > 0 such that eT1 M < Ay yields the result.
Step 4. Conclusion. Using (3.31) in (3.28), and plugging the resulting estimate
into (3.27), one obtains that

%[Goxt + 6int] S EF(QEcxt + eint)a

for some smooth function F' that does not depend on x € (0,1) and € € (0,1). From
the theorem of comparison for ODEs, one deduces that is possible to choose T7 > 0
such that €ext + €yt is uniformly bounded from above by a constant depending only
on My on the time interval min{T, %Tl}. We have already seen that h > hyym > 0
on &£ over this time interval. Taking a smaller T3 if necessary, one gets similarly
that h; > Amin > 0 on Z. The results follows. O

Theorem 3.4 is only a conditional result, since it assumes that the solution re-

mains uniformly bounded in W°°(£). This is the equivalent of the basic L2-
estimate for hyperbolic initial boundary value problems. In the hyperbolic frame-
work, the next natural steps would be to obtain a similar control on the time
derivatives of the solution by the initial value of these time derivatives, to express
these latter quantities in terms of spatial derivatives of the initial data, and finally
to use some ellipticity property to control space-derivatives in terms of time deriva-
tives. By Sobolev embedding, one could then control the W1:°°(£) by energy norms
and obtain an unconditional result (see for instance [18] or the lecture notes [29]
for the implementation of this strategy for the shallow water equations).
In the presence of dispersion, this strategy is much more delicate to implement;
controlling the initial value of the time derivatives in terms of spatial derivatives
of the initial data, and recovering information on the space derivatives from the
control of the time derivatives is considerably more difficult than in the hyperbolic
case. This program has been achieved in [9], where well-posedness is established for
a time scale O(1/¢), uniformly with respect to u (or, equivalently, «), but for the
formally equivalent Boussinesq system (2.5) instead of (2.1), and for a fixed object
— these two conditions made possible the reduction to a transmission problem with
linear transmission conditions. The situation here is made more complicated for at
least three reasons:
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e The floating object is not fixed and one needs to understand its coupling
with the exterior wave field and in particular the dispersive contribution to
the added mass effect;

e The contribution of the dispersive term in the transmission conditions (3.3)-
(3.5), namely —+-0,0:q, is nonlinear (in [9], it is given by the linear expres-
sion —£0,0;q); as shown below, this is why we need the hidden regularity
effect exhibited here;

e The energy conservation is not exact as in [9]. Proposition 3.1 shows that
the residual is formally small, namely, of order O(ex?) but it is not obvious
at all that it can be controled by the natural energy of the system.

A full proof of the uniform well-posedness for (3.2)-(3.5) requires considerable work
and would probably double the size of this paper; we therefore postpone it for
future work. We want however to address here the issue of energy estimates for
the linearized equations since this might be where the main difference with respect
to [9] lays, and because it exhibits a phenomenon of independent interest that can
be interpreted as a dispersive equivalent of the trace estimates obtained in the
hyperbolic case through Kreiss symmetrizers.

In order to understand where the difficulty comes from, let us remark that
when one applies 9] (j > 1) to the linear expression —%(9,0:q)+, one finds
—%(81&(8? q))+ which is the same term with ¢ replaced by &/¢q. The transmis-
sion conditions one has to deal with in [9] for the time derivatives of the solution
have therefore the same structure as the original one, and can be dealt with using
the basic L?-estimate (the equivalent of Theorem 3.4). Now, when applying 9/ to
the nonlinear term —£-(9,0,q)+ = £ (97¢)+, one finds

0] (5 (070)2) =3 (FD1O)=

9.C ,
Aeaio), + Loy - Teyoice.

(3.32) - ue%&s(
The first term in the right-hand side of this expression is the same as the original
one with ¢ replaced by 83 ¢, but the other two are new and they involve the trace
of 8,{ ¢ and QZ *1¢ at 2 = +0. These quantities cannot be controlled by the energy
norms of (ag ¢, 8{ q) and require a specific treatment that we now describe and which
is based on a hidden regularity effect of a completely different nature as the one,
based on Kreiss symmetrizers, that is used in the hyperbolic case get control on
the trace of the solution (see for instance [37, 4, 18]).

We consider a system linearized around a couple of functions (¢, ¢) (typically the
exact solution), and with source terms f, g; and go in the linearized momentum
and transmission conditions equations respectively, namely,

(1= Kk202)Dq + (h — €2 35)0:C + 263024 = €,
with the transmission conditions

(3.34) (¢) =(g;) and [q] = —205,
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where (¢;) and § are provided by the linear ODEs

(3.35) a(sg)%<qi>+sb1[;]-z: —2%[[<+@+m2( 2[C1¢ + 0y (c1[JO))] + egn,

(3:36) 7,(€0)%0 + 0+ ebo[z] - Z = (¢ + & + er” (c2[¢J ¢ + Du(1[C]Q))) + ego,
where c;[¢] (k = 1,2) is a smooth function of ¢,9,(,...,dF¢ and, recalling that

Z= (<Qi>7 57 S)Ta
. d T
ba(z] = (o'(c0)d, 7 (o' (2) () o/ () )

d AT
bs[Z] = (— o' (e6)(q )02 pn —(1u(e6)7,/ (€0)8 ) +3 (56) 20‘”(5@<ﬂi>2a —23(€é)§) 7
while & is given by

(3.37) & =—¢ —3C+€

12 q— K 818#1.

Remark 3.5. Tf (Cox, gex) denotes an exact solution to ’phe wave-structure equations
(3.2)-(3.5), then for all j > 1, the time derivatives (0/(ex, 0] gex) solve a system of
the form (3.33)-(3.36), with (¢,8) = (Cexs Gex)s (€ ) = (07 {ex> 9] gex) and, according
o (3.32),

a ex . 6 ex 82 ex
it = 5057 and ool = [jon(5) - Do

while f, g1 and go lower order commutator terms; for instance for j = 1,

qex
f = 8t (Cex - h2 )axCex and g1 = g2 = 0.
The following theorem shows that the linearized problem (3.33)-(3.36) is well-

posed, and provides a control on the augmented energy &, ., defined as

(338) gaugm = |Z|2 + ‘(Ca q, fiazq)|2 + EK3|(C77 <+)|2 + €K5|(C*7 C+)|2;

this energy contains the energy €. . + & used in the proof of Theorem 3.4 but
provides in addition a control on the traces of (4 and their first time derivative.
This is a hidden regularity property granted by the dispersive terms. For the sake
of clarity, in the following statement, we simply write c; instead of c; [¢].

Theorem 3.5. Let ((,q) € C*(RT x &) and assume that (c,dicy,cy) and

(2,Z) are continuous functions of time. Let also M > 0 be such that
(¢, 06€,0:¢,4,0:0) Lo rrxey <M and  |(cy,C9,2Z,Z)| ooy < M

and assume that there exists hmin > 0 and cpin > 0 such that
2
inf A> hpin and inf (h - EQQ—) > Crnin-
R+ x& R+ x& h
Then for all (¢, ¢™) € L? x H'(E) and all Z™ € R3, there exists a unique solution
(¢,q,2) in CH(RF; L? x HI(E) x R3) to (3.33)-(3.36) with initial data (™, qin zm).
Moreover, (|, exist in W °(RY) and there are constants Cy = Co(7-—, =)

o==%L Rmin ’ Cmin

and C = C(Cy, M) such that Zf ekC < 1, the following estimate holds for all t > 0,

gauugm(t) < CO ligaugm(o) + ggA (|f|§ + ‘(gla92)|2)] exp(\/EQt)

‘z:il
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Remark 3.6. Without the extra control provided by the theorem on the hidden trace
regularity of ¢, one could not close the energy estimate. Hidden regularity at the
boundary for hyperbolic systems was already noticed in [32] and can be obtained
in many cases by using Kreiss symmetrizers that make the boundary condition
maximal dissipative. The hidden regularity is granted here by the dispersion (rather
than a Kreiss symmetrizer), but it is of a different nature since it provides a control
for each time t of the traces, as opposed to an L?-norm in time for maximally
dissipative hyperbolic systems (see for instance [4, 37] and, more related to the
present context, [18, 29], as well as [3] for a generalization of Kreiss’ approach
to a class of linear dispersive equations that does not cover the linear version of
the Boussinesq-Abbott system). Note also that even with this hidden regularity,
the equations (3.33)-(3.36) do not obviously make sense because (3.35) and (3.36)
involve the traces 0,0:q|,__ . This difficulty is removed if we rather work with the
equivalent formulation (3.44) derived in the proof.

Remark 3.7. The constants Cy and C involved in the statement of the theorem
depend only on Ay, Cmin and M; in particular, they are uniform with respect to
e € (0,1) and x € (0,1) (equivalently, with respect to ). The theorem provides
therefore uniform estimates over a large time scale, namely, O(¢~!/2), which is
however shorter than the O(s7!) time scale classically associated with the existence
time of solutions to Boussinesq system on the full line. This is due to the necessity of
controlling the traces of the solution at « = +¢. Note that the O(¢~/?) time scale
is the same as the one obtained in [31] for the existence of a Boussinesq system
on the full line using dispersive methods. Using other methods, it was however
later proved [41, 10] that the time scale O(¢71) could be reached. The O(¢~!) time
scale was also attained in [9] for the Boussinesq system (2.5) in the presence of a
fixed object, but, as explained above, no control of the traces is needed there. It
is therefore an open question to assess whether the shorter time scale O(¢7/2) of
Theorem 3.5 is dictated by the dispersive control of the traces, or wether it is only
a technical limitation.

Remark 3.8. This theorem furnishes uniform bounds for the time derivatives to the
solutions of (3.2)-(3.5) (see Remark 3.5); as explained above, this is the key step
towards well-posedness on a uniform time-scale, and it differs strongly from the
linear estimates of [9] because of the necessary control of the trace of the solution.
The other steps of the proof are expected to be more similar to [9] and for the sake
of conciseness, we prefer to treat them in a separate work.

Proof. Throughout this proof, for the sake of clarity, we use the same notations
Co = Co(3—, 7-) and C = C(Cy, M) for various constants that may differ from
one line to another. In the first four steps of the proof, we establish the energy
estimate stated in the theorem for smooth solutions of the problem. We then prove
existence and uniqueness of regular solutions in Step 5, and extend this result to
the regularity considered in the theorem using a density argument and the control

of the trace of ¢ at the boundaries furnished by the energy estimate.
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Step 1. Defining the analogous for the linearized equations of the energies &gy
and €, defined in (3.6) and (3.7), namely,

1 2 K2 )
Qfext / 2h( )C q + %(5‘ )
€ = La(ed)(g:)? + ETM(sé) 52 + 062,

the first step is to prove the following lemma. Note that the inequality stated in the
lemma corresponds to (3.27) in the proof of Theorem 3.4. As explained above, the
nonlinear structure of the dispersive terms in the transmission conditions makes
the analysis of the linearized equations more delicate. The last two terms in the
estimate stated in the lemma come from the subprincipal terms involving cq[(]
and c5[C] in (3.35) and (3.36) and that are not present in the original (nonlinear)
equations. Note in particular the appearance of the traces (4 = C|—s, that cannot
be controlled by the energy norm &, .. Another consequence of these subprincipal
terms is that, in the left-hand-side of (3.39), the energy &_, + &, ; must be modified
by adding non signed trace terms.

Lemma 3.3. The following inequality holds (denoting c; = c;[¢]),

d .
dt [gext g11r1t + 8K2(<qi>[[£1<]] - 2€6<£1C>)] S 5(‘:‘628,581(]@ + |f|§ + |(gla92)|2)

})emt + R3¢, CP) + eV 2R) (0, )

Proof of the lemma. Multiplying the first equation of (3.33) by %(h —€ h2)C and

the second one by %q and integrating by parts, one obtains after some computations

(3.39) +eC(Ee + (1+

(3.40) dt Coxt + 02 (¢(C+ B)) = er + 3R

d
with ® as in (3.37) and

2‘12 2 1, 2 2
Eext 2h (h_ ?)éh + ﬁq + ﬁ(a:cq) )
2 1 1
r= —sam(F)Cq + [890(?) - @( Q)] a® + /e
%= -2 (00)(0,0)* + —(a O(Bids).

Integrating (3.40) over £ and remarking that [¢&] = (¢)[&] + [¢](B), we get from
the transmission conditions (3.34) that

d .
i — @)+ Bl 4205+ @) = [ 1430 [ R,
With (3.35) and (3.36), this yields
(€t + i) =~ 25L(b1(2) ) + bo(2) - 20)

— er?(gi)[eaC + Oe(c1 Q)] + 2er08(c5C + Di(c1())

+€/£+3€/€2/$+2€£(g1<qi>+gg(§).
& &
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Decomposing

(@ [H(e1 O] + 265(Dh(e10)) =0u( — () [er] + 26 (e, 0))
(= i enc] + 265(e,0)),

using that ex?ab < £'/?ka®+e3/253b3, and remarking that |4 (g;)|+ 16] < (G-, d1)|,
one readily gets the result. O

The next step consists in controlling the term |k20,0,q|2 that appears in (3.39).
This step is an adaptation of Step 1 in the proof of Theorem 3.4 that does not
require any qualitative change. Rewriting the second equation of (3.33) as

(1= K*02)0iq + 0uf = <f,

with
2

2
LW:(h—sf)Hzghq and  f=f+8:((¢~ %))g+2a()

we get as in Step 1 of the proof of Theorem 3.4 that, on Si,
~ .1 1
(3.41) 010,q = —8£R1fsw +e0,Rof F G exp (- ;|a: F ).

Recalling that xk202R; and k0, Ry are uniformly bounded operator on L%(£), we
deduce that

(K20:0ral2 < C &L+ |12 + 12\ (ds4-):
with (3.39), this yields,

%[gext + & + 5“2<<Qi>[[91CH - 2£5<Q1C>)] < 5(|f|§ + |(91792>|2)

(342) +EC< ext T (1 + 1/2 )eint+5351/2|(€h77 C+)|2) + El/g"ﬂ(q'*? q'+)|2;

this inequality should be compared with (3.28) in the proof of Theorem 3.4. The
coefficient £/2k in front of |(¢_, ¢y )|?, inherited from (3.39), is much larger than
the coefficient ex? in (3.28); moreover, a control on the traces of ¢ at the boundary
is also needed.

Step 2. Control on |(¢+,—)|. We show here that

(3.43) g+ |+d—| < C(1Z]+er?(Cs, ¢y s QL)H‘#KC, q)l2+elfla+el(g1, 92)|);

the main difference with (3.31) in the proof of Theorem 3.4 is the presence in the
right-hand side of a term involving the traces ¢+ and their time derivatives, but the
strategy of the proof is quite similar. Recalling that ¢ = —zd + (g;), it suffices to
prove that |d] and | (g;)| are bounded from above by the right-hand side of (3.43).
Following a procedure similar to the one used to derive (3.31), we get, using the
fact that —x202R; = 1 — Ry in (3.41) and with the definition (3.37) of & that, on
&t
~ 1. 1
C+ & +er’(col + 9(ci()) = H — ex? 8mR0f + g eXP (- E|x F1),
with )
q
H=—e3q+ er’(eal + O(erQ)) + 3 Raf,,
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Replacing ¢ + & + ex?(cy¢ + 04(c1¢)) by the above expression in (3.35) and (3.36)
yields the following linearized version of (3.17),

d ( {a) 0 bi[Z] - Z
s (4)+(5) ()
_ —5[H - an%@ngﬂ] +eq
(5 — w50 Rof) + ego

where £, = T,(ed,eC ), see (3.19). From the above definition of §, one gets with
the trace estimate (3.30) that

(3.44)

9] < C x (el2] +erl(Ge, Gl + (G )

Inverting the matrix &, we therefore get

7/1/7
d . . 1
|£<Qi>| +16] < C(12] + er®| (¢4, ¢, Gy ¢ + WKQQ)E + el fl2 +€l(91,92)1),

and we thus obtain (3.43).
From (3.42), we therefore get

. 1 K
[gext + gint—~_sl€2(<qi>Hcld] - 2£5<61C>)] < E':Q<€1T§ext + (1 + m)gint

17+ (g1, 92) + 62 /21(C, G2+ €267 (EL G ).

4
dt

~1/2 term in front of &

In order to control the singular € €., which is due to the
subprincipal terms in the linearized transmission conditions, one has to change the
¢ in front of the right-hand side into a £/? (this is the reason why the estimate of

the theorem is only valid over a O(¢~'/2) time scale), leading to

%[gext + gint—i—g"ﬁp(<qi>[[01CH - 2£6<61C>)] S 51/2Q(§ext + gint
(3.45) 217+ (g1, 92 + ek 1(C, CGo)  2R1(C, )2

contrary to Step 4 in the proof of Theorem 3.4, this inequality is not enough to derive
an energy estimate; we still need to find a control on the trace terms e/253/2|(4 |
and ex5/2|Cx| < €'/2k5/2|{+| that appear in the right-hand side of (3.45); such a
control is also necessary to absorb the non signed perturbation of the energy that
appears in the left-hand side.

Step 3. Control on £'/2x%/2|¢4| and 51/2H5/2|éi\. Introducing a trace energy as

1 . q? )
gtrace = 5 [H2(€1/2536tC:t)2 + (h - 62?):‘:(61/253@‘:)2],
we show here that

d
(346) %gtrace S 51/2Q(§ext + gin‘c + gtmuce + €1/2|f|% + <C:1/2|(gl7 g2>‘§)

Recalling that 02¢ = —0,0,.q, one gets, evaluating (3.41) at @ = £/, that

1 q? e, q 1 . 1,
OFCy + ;(h— 82?):|:<i = _E@Z)iQi + E(lesw)i —€(0xRof)+ = —dx
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Since we want a control on £'/2x3/2¢, we multiply both sides of the equation by
ekP0;(4, using the trace estimate (3.30) and observing that |g+| < |Z|, one readily
deduces (3.46).

Step 4. Conclusion. Summing up (3.45) and (3.46), one obtains

d .
& [gcxt + gint + gtracc + €’€2 (<CI1>[[£1CH - 265(91§>)]
(347) S 61/2Q(§cxt + gint + gtracc + El/2|f|g + E1/2|(91792)|2) .

We can now notice that ex?({g:)[c;¢] — 2¢5(c,()) is a lower order term in the sense
that

er? (@) [erC] — 205(er10)] < €'2R12C (&g + Cirace),
so that it can be absorbed by the sum of the three energies when ek is small enough
to have £!/2k/2C < 1. For instance, if '/2k'/2C < 1/2, and denoting

é = gext + gint + gtrau:e7

one obtains after a Gronwall estimate
t
&(t) < 3[E0) +<C | (£ +1(91,92))] exp(vECH),
0

Since moreover there exists a constant Cy = Co(7-—, ——) such that

) .
min ° Cmin

g < C’O(|Z|2 + ‘(C? q, "ia:vq)g + EKSKC*» <+)|2 + 5K5|(C77 C+)|2
and . . ~

121 + (¢, q, kO2q)[5 + er”[(C—, ¢4 ) +er”[(C-, ¢4 ) < Gog,
one deduces the estimate stated in the theorem.
Step 5. Well-posedness. By a straightforward adaptation of the proof of Theorem
3.3, one can observe that (3.33)-(3.36) can be reformulated as an ODE for ((, ¢, Z) €
H' x H?(€) x R3 and prove existence and uniqueness of a solution in this space by
Cauchy-Lipschitz’s theorem. For data in ({,q,Z) € L? x H*(£) x R3, this strategy
does not work directly because the traces (+ that appear in the component of the
ODE (3.44) for {g;) and 4 cannot be controlled by the L? norm of ¢. However, the
energy estimate just proved provides such a control and one can obtain the result
by a classical density argument (as used for instance in the proof of Theorem 3.1.1
in [36], for hyperbolic initial boundary value problems where the control on the
trace is furnished by using a Kreiss symmetrizer). ([

4. RETURN TO EQUILIBRIUM

We now deal with a specific kind of wave-structure interaction that was called
the return to equilibrium problem in [26] and is commonly referred to as ”free decay
test” in engineering. This a situation where the solid is released at zero speed from
an out of equilibrium position (6(t = 0) # 0), in a fluid that is at rest. The solid
then oscillates vertically and its motion sends waves outwards; by this process, the
solid loses energy and its oscillations are damped so that the solid asymptotically
stabilizes to its equilibrium position. Engineers use this free decay test because by
measuring the oscillations of the object, they deduce some buoyancy properties of
the object. More precisely, assuming that the motion of the object satisfies the
phenomenological Cummins equation [11, 30]

(4.1) Mé+kx6+ad=0
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with M,a € RT and k € L] _(RT), they calibrate these coefficients with exper-
imental measurements. These measurements are also used to propose nonlinear
extensions to (4.1) (by fitting coeflicients with ad hoc nonlinear terms) [39].

Our goal in this section is to study this problem from a mathematical viewpoint,
by proposing a qualitative analysis of the solutions to the transmission problem
(3.2)-(3.5) in the particular configuration corresponding to the return to equilibrium
problem. This approach is expected to lead in some cases to an equation of the
form (4.1), which would provide an analytic description of the coefficients involved,
and also to nonlinear extensions that could be of interest to engineers.

This program was initiated and achieved in [26] for the (non dispersive) nonlin-
ear shallow water equations, where it was found that ¢ solves a nonlinear second
order ODE without integro-differential term. Still working with the shallow water
equations but in horizontal dimension d = 2, assuming radial symmetry and ne-
glecting the nonlinear effects in the exterior region, it was shown in [6] that the
equation on J should contain an integro-differential term. Such a term is also nec-
essary for the nonlinear shallow water equations in dimension d = 1 if viscosity is
taken into account [33]. The goal of this section is to investigate the contribution
of the dispersive terms of the Boussinesq system to the equation satisfied by § in
this specific configuration of the return to equilibrium problem.

From now, we assume that the initial data correspond to the configuration of
the return to equilibrium problem, namely,

(4.2) qt=0)=(¢t=0)=0 and &(t=0)=4d, &(t=0)=0.
Notation 2. We use throughout this section the same notations as in Section 3,
namely, we write kK = y/p/3 and denote by fs the momentum flux of the nonlinear
shallow water equations,

h2 -1 q2 2

_ a _ 1o,
fsw = % +5h—C+E(2C+h).

We also recall that the buoyancy frequency Thuoy is defined in Appendix A.

We introduce in §4.1 two Cummins operators that allow us to derive an abstract
evolution equation for the solid. We then investigate two specific cases where it is
possible to derive an explicit expression of these operators. The non dispersive case
(e #£ 0, p = 0) is considered in §4.2 where it is shown that the motion of the object
can be found by solving a simple nonlinear second order scalar ODE. Waves can
then be described by solving an initial boundary value problem for a scalar Burgers
equation. The opposite case, namely, the linear dispersive case (¢ = 0, u # 0) is
addressed in §4.3; here again, it is possible to derive an explicit expression for the
Cummins operators leading us to an integro-differential Cummins-type equation for
the motion of the solid; qualitative properties of the solutions, such as their decay
rate are then investigated. Finally, it is shown that the motion of the waves can be
found by solving a nonlocal (in space) perturbation of the transport equation.

4.1. The general Cummins equation. Quite obviously, any smooth solution
of the transmission problem (3.2)-(3.5) with initial condition (4.2) is such that ¢
is an even function while ¢ is odd — such solutions will be called “symmetric”.
This implies that (g;) = 0 and that the transmission problem can be reduced into a
simpler boundary value problem stated in the following direct corollary of Theorem
3.1.



36 G. BECK AND D. LANNES

Corollary 4.1. Any smooth symmetric solution to the transmission problem (3.2)-
(3.5) solves the following boundary value problem on the half-line (¢, 00),

0iC+0.q=0
(1 — K202)0;q + Oufsw = 0,

with boundary condition

(4.3) for t>0, xe&",

(44) q|m=z = _667

where § solves the ODE
1 . .

(4.5) (1.(e6)* + Emh—)é + 6 =¢eB(£6)6* + Hy,
+

where hy = hy,_,, 94 = 9H|,_, and we recall that § = H((,q) with

1 1., ¢, 1
9(¢q) = 55(EC - ﬁ) + Elesvw
and that 7,(0) and B(6) are defined in Proposition 2.4, namely,

9 9 1 [ x? K2
60)° = - d
T#(E ) 7—buoy+£/0 heq(x)+56 x+heq(5)+€5’
11 [* x?
0)==-- ———da.
Bled) 20 [y (heq(x)+€)? *

We know by Proposition 3.2 that if f is a given C' function of time then there
is a unique solution (¢, ¢) to (4.3) with boundary condition ¢|,_, = —£f with initial
condition corresponding to the return to equilibrium problem, namely, (¢, q)(t =
0) = (0,0). It is in particular possible to compute the trace of ¢ at = ¢, so that
the following definition makes sense.

Definition 4.1 (Cummins operators). Let ¢ € RT, u = x%/3 > 0. Let also f €
CY(RY) and T > 0, and (¢, q) € CH([0,T; HY(ET) x HX(ET)) be a solution to (4.3)
with boundary condition q,_, = —Lf and initial condition ((,q)(t = 0) = (0,0).
We define the Cummins operators ¢, and €., as

ca,u[f] = <|g;:1{ and Q:a,u[f] = _ﬁ(§7Q)|I:g-

Remark 4.1. The Cummins operators can be defined for more general cases, for
instance, the solution (¢, ¢) to the initial boundary value problem needs only to be
regular near the boundary x = ¢ (regular enough for the trace to make sense). This
allows one to extend the definition of the Cummins operators in the case p = 0, as
done in §4.2 below.

Corollary 4.2. The ODE (4.5) can be reformulated in a compact form as what we
shall refer to as the Cummins equation

) 1 . o .
(4.6) (i (£0)? 4 i )8 + 0+€. ,[6] = eB(£6)52,

with initial conditions 6(0) = & and §(0) = 0.

The equation (4.6) is compact but not simple since the Cummins operators
are nonlinear nonlocal operators which require the resolution of the equations
for the fluid in the exterior domain. In order to get some qualitative insight on
the Cummins equation, we describe it in two limiting cases: in the nonlinear non
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dispersive case (¢ > 0, not necessarily small, and p = 0), and in the linear, dispersive
case (¢ = 0 and p > 0, not necessarily small). Note that in both cases, it is not
necessary to compute the first Cummins operator ¢, ,[4] and that it is possible to
provide an explicit expression of the second one 65,#[5].

4.2. The nonlinear non dispersive case. Neglecting the dispersive effects is
equivalent to setting u = k?/3 = 0 in the equations (4.3)-(4.6) ; in particular,
the model considered for the propagation of the waves is now the shallow water
equations

(4.7 {gﬁg ::: f;j (:}1;2) hOLC =0, for t>0, ze€&,
the boundary condition is unchanged

(4.8) q,_, = 19,

and the ODE solved by § is simplified into

(4.9) 70(£6)%8 + 6+€. o[8] = —em0(e0)74(€0)62,

where we used the fact that 5(ed) = —27(ed)7((ed) when 1 = 0 (see (2.28) and
(2.29)), and where the definition of the second Cummins operator has been extended

to the case p =0 as
. 1q2
Cold) = ~(CHegqa)

the fact that this definition makes sense follows from the decomposition of the
shallow water invariants into Riemann invariants, as shown in the proof of the
following theorem where an explicit expression of the Cummins operator is provided.
This theorem is a reformulation of Corollary 1 in [26], but with a slight difference
in the function +, so that we reproduce a sketch of the proof’.

Theorem 4.1. Let T > 0, § € C*([0,T]) and (¢,q) be a continuous, piecewise C*
solution of (4.7)-(4.9) on [0,T]x (£, 00) satisfying the non vanishing depth condition

inf Ah>0 and inf heq +€6>0.
[0,T]x& [0,T]xT

If moreover (6 < 2rq, with 1o := we have Vh = 00(555) with the real function

4
57
oo(r) = é(l +C_(r)+ C’+(r)), Cyi(r) = ;(f dr 4 2rg £ 4+/r(r — ro)>1/3,

and the Cummins operator €. ¢ is given explicitly by

(4.10) C.old] = —e! (ao(ags) - 1) (300(555) - 1) = 06+262(<6),

where 7y : (—00,2rg) — R is a smooth function such that v(0) = 102 and whose

— 4
exact expression is given in (4.11) below.

IThe difference comes from the fact that in [26], the choice of the boundary condition for
the interior pressure was made by assuming that the jump of pressure at the contact point was
purely hydrostatic; as in [33, 5], we rather use here a choice of the boundary condition on the
pressure which is consistent with the approach used throughout this paper and motivated by the
conservation of total energy, as explained in Corollary 2.1. With the choice of [26], one would

have €. o[8] = —(|,_, and consequently —05 — e8%~(eb) = 5(00(555)2 —1).
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Proof. The proof of Corollary 1 of [26] is based on the fact that the shallow water
equations can be put in diagonal form,

R+ (Vh+ e%)am =0 and OL-(Vh-— 6%)8& =0,

where R and L are respectively the right and left Riemann invariants

q 2 q 2
==+ - -1 L=-+—- —1).
R h+€(\/ﬁ ) and . E(JH )
One then notices that with the initial and boundary conditions considered here, L
vanishes identically on (£, c0), which allows one to find v/A in terms of ¢ as a root

of the third order polynomial equation in o,

3 2
_ —eZ 0.
o o £€=q

If —E%q < 1, then, as discussed in [26], the relevant root is a()(—eéq).
Recalling that q|,_, = — 05, we have Vh = 00(5§5). Moreover, L = 0 implies

1 q2 _ 1 l . 2
Eiﬁ‘wze =2¢ (00(556)—1) .

Remarking that (| _, = 5(00(555)2 — 1), one gets

1 q2 _ -1
(c+e5) = oo 1By~ 1)
(4.11) = —05—eb?~(ed),
where we used the fact that 0¢(0) = —0(,(0) = 1. The fact that v(0) = $¢2 follows
from the observation that o(/(0) = —4. O

A first corollary is that the motion of the solid can be reduced to a simple
nonlinear ODE, provided that the initial displacement satisfies an upper bound
ensuring that the velocity of the object does not become too big.

Corollary 4.3. Under the assumptions of the theorem, and with the same nota-
tions, let us assume moreover that

27‘0 2
7
Then, using the notations of the theorem, the motion of the solid is found by solving
the nonlinear second order ODE

(4.12) 70(£6)%0 + €6 + 6 + 5(70(55)76(55) + 7(55))52 —0,

with initial condition 6(0) = g, 6(0) = 0.

5253 < To(5|50|)2(

Remark 4.2. In the linear case (¢ = 0), this equation is almost the same as (3.2.12)
in [20], the only difference being that the author neglected the buoyancy frequency
Thuoy 10 the expression for 74(0).

Proof. One just needs to check that the condition fed < 2ry, which ensures by
Theorem 4.1 that the Cummins operator takes the form (4.10), is satisfied for all
times. Since at ¢ = 0, one has § = 0, we now that this condition is satisfied for small
times. Since moreover one can deduce from Proposition 3.1 (by setting 1 = 0) that

(4.13) 70(£6)%6% + 6% < 62,
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one deduces that |§] < |§o| and therefore that 62 < 70(¢|d|)~202. The assumption
made in the statement of the corollary therefore grants the result. ([

The interest of reducing the motion of the solid to an ODE on the surface
displacement is that it is possible to solve it even in situations when singularity
arise in the exterior domain (typically, when shock happen). It is in particular
possible to obtain a global existence result for the ODE (4.12), while such a result
cannot be expected for strong solutions to the full transmission problem (4.7)-(4.9)
due to shock formation. Note that the first condition on Jy means that at ¢ = 0,
the solid neither touches the bottom nor is lifted from a height greater than the
height of the water column under the object when it is at equilibrium.

Proposition 4.1. Let §g € R be such that
2
inf heq — ldo] >0 and  eldo| < To(g\aon%.
Then there exists a unique global solution & € C>®(RY) to the ODE (4.12) with
initial condition (6,90),_, = (d0,0).

[t=0

Remark 4.3. A byproduct of the proof is that 6570[5]5 > 0 and that this quantity
corresponds to the energy transferred at each instant to the exterior fluid domain,
that is, with the notations of Proposition 3.1, one has

d
dt
Remark 4.4. The second condition of the proposition is a smallness condition on
8o, but this condition is not restrictive as it allows &y to be of size O(e~1). As
communicated to us by the author it is possible, under stricter smallness conditions,

to prove exponential decay of the solution of ODEs related to (4.12) using techniques
developed in [24].

Cext = €. 0[0]0 > 0.

Proof. There exists a positive time T' > 0 such that on [0,7), there is a solution
0 such that infz heq +€d > 0 and leb < 2rg. We want to show that one can take
T = +o00. As in the proof of Corollary 4.3, this follows from (4.13). We therefore
need to prove that (4.13) holds, without appealing to Proposition 3.1 as in the proof
of Corollary 4.3, but by direct manipulations on the solution to the ODE (4.12).
We need the following two lemmas.

Lemma 4.1. The function oq is decreasing on (—o0,rg).
Proof of the lemma. By construction, one has for all r < rg,
ao(r)® —oo(r)* +r =0;
differentiating this identity yields
a0(r)(300(r)* = 200(r)) = —1,

so that oo(r) and 300(r)? — 20¢(r) have opposite sign. It is therefore enough to
prove that 3o(r)? — 20¢(r) > 0 for all 7 < ro. Since 0o(0) = 1, this quantity is
positive at » = 0 and must therefore vanish if it changes sign. This means that for
some ry < rg, one must have oq(r1) = 0 or oo(r;) = 2. Using the cubic equation
solved by og(r1), this implies that r; = 0 or r; = 9. Both cases have to be excluded
because 0¢(0) =1 # 0 and r; < ro by assumption. The result follows. O
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Lemma 4.2. If § # 0 and el < 2r¢, the Cummins operator satisfies
(’:5’0[5] (S > 0.
Proof of the lemma. Recalling that from (4.10), one has

€-0l8] 6 = (o0l 58) — )(3o0(e ) ~ )5

the conclusion follows from the previous lemma and the observation that o¢(0) =1
and og(ro) = 2/3. O

We can now use the second lemma to conclude: multiplying (4.9) by 5 and
integrating in time yields

t
T0(26)%8% + 62 = 62 — / €. ol6)5 < 2,
0

which implies (4.13); the proposition is therefore proved. |

The following Corollary then shows that, once the ODE (4.12) has been solved,
the solution in the exterior domain reduces to a simple initial boundary value
problem for a scalar Burgers-type equation. This is a simple byproduct of the proof
of Theorem 4.1 where it was shown that the nonlinear shallow water equations were
reduced to the scalar equation on the right-going Riemann invariant.

Corollary 4.4. Under the assumptions of Corollary 4.3, q is found in the exterior
domain by solving the initial boundary value problem
-1
oq+ (—oh(—£q)o0(—5q)) 0zq =0 (t>0, z>10),
Qo =0,
q|1:g = _K(S)

with § furnished by Proposition 4.1, while { is given in terms of q by the algebraic
expression

(114) ¢ = ~(oo(<q/2)" ~ 1)

Remark 4.5. More generally, if one wants to compute the waves created by an
object in forced motion, one must solve the same equations as in the corollary, but
with § corresponding to this forced motion rather than given by Proposition 4.1.

4.3. The linear dispersive case. We have studied in the previous section the
situation where dispersive effects could be neglected (u = x2/3 = 0) in front of the
nonlinear effects. We consider here the opposite situation where nonlinear effects
are negligible (¢ = 0) but the dispersive effects are taken into account. That is,
we consider the linear approximation to (4.3)-(4.5). The model considered for the
propagation of the waves is therefore

{@C+@ﬂ:0

(1= Kk%92)9q + 8,¢ = 0,
the boundary condition is unchanged
(4.16) q,_, = 10,

and the ODE solved by § is simplified into

(4.17) (72 4 €r)d + 6 + €o,,[0] = 0,

(4.15) for t>0, xzefT,
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where we recall that according to the definition of the Cummins operator (see
Definition 4.1 and (3.18)),

€o,u[0] := —(R10)),—,»
and where, for the sake of clarity, we simply write throughout this section

1 [ a2 1
2 2 2 2
T, = Tu (0) Thuoy Z /O heq K heq .

We know by Theorem 3.3 that for all n € N and T' > 0, there exists a unique
solution (¢,q,0) € C°°([0,T]; H" x R) of (4.15)-(4.17) with initial conditions (4.2);
we want here to analyze the behavior of this solution. As for the nonlinear non
dispersive case in the previous section, we first provide an explicit expression for the
Cummins operator, from which we are able to derive an uncoupled scalar equation
for the evolution of d, whose solution can be used to find ¢ and ¢ in the exterior
domain through the resolution of a simpler scalar initial boundary value problem.
All the equations involved in this section are linear, the difficulty coming from their
nonlocal nature.

4.3.1. Preliminary material. In order to give an explicit representation of the Cum-
mins operator €y ,, we first need to recall the definition of the Bessel functions J,,
(§8.41 in [17])

1 ™
Jn(t) = ;/0 cos (nf — tsin )do;

we also define the causal convolution kernels ICEL and IC}L as

1 t 1 t
0 1
(418) ]C,u(t) = EJO(;) and Kﬂ(t) = ;Jl(;), for all ¢ Z 0,

and use the following standard notation for the convolution of time causal functions,

vt >0, fxg(t) = /0 ft—9)g(s)ds.

We also need to use the Laplace transform with respect to the time variable,
which we define as

L:qwq,

where
Lg](s) :/ qt)e *'dt with s € Cp:={s € C|Re(s) > 0}.
0

We shall in particular use the following properties on Bessel functions [17]
_
V14 k2s?
with K9 and K, as defined in (4.18).

! KL (2),

4.19 £t —_— ) =
( ) ( V14 Kk2s2 +I€8) "

):Kg(t) and L7Y(
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4.3.2. Analysis of the equations. Using the linear structure of the equations, one
can obtain an explicit expression for the Cummins operator &g .

Theorem 4.2. The Cummins operator & ,, is given explicitly by
€Co,uld] == LK), * 6,
where K}, is defined in (4.18).

Proof. Applying the Laplace transform to the equations (4.15) and (4.16), which
is possible since all the functions are continuous and bounded in time (as a con-
sequence of Proposition 3.1), and taking into account that ¢,_, = ¢,_, = 0, this
yields

and q),_, = —16.

(4.20) {SC +0:4=0

(1 — K202)sG + 0,¢ = 0,

This is an ODE for (C,§) on the half-line (¢,00) that can be explicitly solved in
terms & (note that a representation of the solution in terms of the Laplace transform
in space is also possible [21] but not adapted to our purpose here; see also [3] for
other types of linear dispersive equations); the formula of the lemma below provides
"right-going” solutions to the linear Boussinesq equations and it is therefore no
surprise that the relationship between E and ¢ is the same as the one that arises
when imposing transparent boundary conditions as in [23].

Lemma 4.3. There is one and only one solution (E, q) to (4.20) that does not grow
exponentially at infinity; it is given by

(z—£)

)

i(s,x) = —Ld(s)e VirTE

{(s,2) = als, z),

1
V14 k252
where the square root is taken in order to have positive real part.

Proof of the lemma. From (4.20), one deduces

52

4.21 26(s) — ————§
(4.21) 924(s) Tt

(s) =0,
and there are therefore two constants A(s) and B(s) such that

q(s,x) = A(s)ei\/ﬁx + B(s)e\/ﬁw_

Since exponentially increasing functions are not allowed, we have B(s) = 0 and
thus

i(s,2) = A(s)e VimT

Then using the boundary condition on g at z = ¢, we find the expected formula for
4. By using the first equation of (4.20), we get the formula for ¢. O

Let us now remark that for all f € L2(£%), one has

(Rif)., = r" / @0 f(p)da
E+
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so that, using the lemma,

€o.u[0](s) = —(R1Q)),_,
__ t(s) 6—(%+ m)(x—e)dx'
V14 K252 Je+
It follows that o ' ~

o,u[0](s)
Using (4.19), this yields

B V1+ K282 + ks

QO,M[S] = EICi * 0
note also for future use that we also get from the lemma that
C(t,x) = ICB * q.
O

As in Corollary 4.3 in the non dispersive case, it is possible to determine the
motion of the solid by the resolution of a single scalar equation on ¢; due to the
presence of the dispersive terms however, this equation is no longer an ordinary
differential equation but an integro-differential equation.

Corollary 4.5. The motion of the floating object for the problem (4.15)-(4.17) can
be found directly by solving the linear second order integro-differential equation,

(4.22) (724 £K)5 + LK), %6 +6 = 0,
with initial conditions 6(0) = &y and §(0) = 0.

Remark 4.6. In [33], the authors consider the linearized shallow-water equations
with some viscosity v. More precisely, they consider (4.15) with —vd2q instead of
—k2020,q in the second equation and find the following Cummins equation

. . ) 1
4.23) 7254 ots(2) 4 VS 4 UF, %645 =0 with F,i= L) | ——— |,
(4.23) 7,04V V1I+uvs+/vs
and where 6(3) stands for the fractional derivative of order 3/2 of §. This equation
shares some similarities with (4.22), in particular the convolution term, although
with a different kernel (note that one gets K,(s) by replacing vs by x%s® in F,(s)).
One the contrary, there is in (4.23) a viscous damping term v4 that has no equivalent

in (4.22). Note finally that the fractional derivative term ﬁ&;(%) in (4.23) can be
related to the added mass term (xé in (4.22). Indeed, in the analysis of [33],
this fractional derivative is the leading order term of a convolution term ¢F x B)
with ﬁ(s) = V/1+wvs. In the dispersive case, the same analysis would give a
symbol V1 + k?s? and the leading order term of the same convolution would be
the dispersive added mass term k3.

In the linear non dispersive case (¢ = u = 0), Corollary 4.3 shows that the motion
of the object is governed by the same equation as a damped harmonic oscillator;
the return to equilibrium occurs therefore at an exponential rate. In the presence of
dispersion, Corollary 4.5 states that the motion of the solid is now governed by the
integro-differential equation (4.22) and numerical simulations (see Figure 2) suggest
that the decay gets slower as the dispersion parameter k = 1/u/3 increases. This
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kappa=0

kappa=0.3
kappa=0.5
by — — kappa=0.7
£y % kappa=1

05 |l .

delta(t)

05 1 I I I I

FIGURE 2. Return to equilibrium: evolution of §(¢) with increasing
value of k and &y = 1, Thuoy = 1/6, heq = 1.

issue is addressed in the following proposition. In particular, the fact that § belongs
to H?(R*) implies that ¢ and & tend to zero at infinity, but the third point of the
proposition shows that the decay cannot be stronger than O(t~3/2) (as opposed
to the exponential convergence rate in the linear non dispersive case), bringing a
theoretical confirmation to the above numerical observations.

Proposition 4.2. i. There is a unique solution § € C*(RT)NWL(RT) to (4.22)
with initial data 5(0) = & and 6(0) = 0.

ii. Moreover, § € H*(RY), but for k € {0,1,2}, t6®) ¢ L2(RY).

iii. For all @ > 0 and k € {0,1,2} and for all ¢ > 0 and Ty > 0, there exists t > Ty
such that

16 (8)| > et =27,

Remark 4.7. The dispersive delay (convolution) term in (4.22) is responsible for
the slow decay of the solution. Indeed, in the non dispersive limit case k = 0, the
branching points s = +ix~! disappear from the transfer function fI# derived in
(4.24) below, which then becomes

- 85+ /4
H =20 —
o(s) 882+ sl+1’
whose poles have a strictly negative real part, hence an exponential decay for 9.
Proof. Since the kernel K belongs to L' (R") (recall that the Bessel function J; (¢)
decays like O(t~1/2)), the proof of the first part of the proposition does not raise

any particular problem. To prove the second part of the pr0p051t10n we need a
careful analysis of the transfer function H defined by the relation s=10 100. Since
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(8,0) € C N L>°(R*), the Laplace transform of § and é are well defined on Cy an
after remarking that

1
kS + —— = /1 + K252,
V1+ k%82 + ks

the Laplace transform of 0 is, owing to (4.22),

5 — 0 A 25+ 0v/1 + K252
(4.24) 0=H,(s)0p where H,(s):= T VIt k%82 )
Ths? + sVl + k22 + 1

Lemma 4.4. The transfer function I;TH defined in (4.24) is holomorphic on Cy
and admits only two branching points at +ik~'. Moreover all the zeros of the

denominator in (4.24) have strictly negative part.

Proof of the lemma. We denote by P the holomorphic function on Cy

P(s) := 7-3 s2 4 sl/1 4 k252 + 1,

where the square root stands for the square root with positive real part. Since P has
only two singularities which are the branching points +ix~!, we can extend it an-
alytically on all the complex plane except on the cuts i(—oco, —x 1) and i(k ™1, 00),
and extend it continuously by a function P* on the imaginary axis by

P*(iw) 1— 77w +iwlV1 — k2w?  |w| < k71
iw) =
1-77w? — [wllVr2w? =1 |w| >k~

We first show that s cannot be purely imaginary, then that if a zero is real, it must
be strictly negative, and finally that if a zero is not a real number, it must satisfy
R(s) < 0.

Step 1. The zeros of P cannot be purely imaginary. Indeed, if w were we solution
of P*(iw) = 0, then, from the expression of P(iw) given above, w? would be a real
root of the second order polynomial

(rh = PR2)X? + (7 —27)X + 1.

But the discriminant of this polynomial is A = £* 4 4¢*(k?* — 72) < —(*/3 (since
73 > k2 + ¢2/3), which is negative, implying that the polynomial cannot have any
real root.

Step 2. The zeros of P cannot belong to RT from the simple observation that
P(n) > 0 for all n € RT.

Step 3. The zeros of P cannot have positive real part. In order to prove this, we
show here that S(P(s)) # 0 for all s = n+ iw with s ¢ iR UR (the case s € R
having been dealt with in Step 2). The imaginary part of P(s) is given by

S[P(s)] = 27’3 nw + NSV 1+ k2s?] + w RV 1 + K252

By definition of the square root, R[v/1 4+ x2s2] > 0 and the sign of S[v1 + k2s?] is
the same as the sign of the product nw. The following table summarizes the sign
of some quantities in different cases (where + stands for strictly positive, — stands
for strictly negative and ind. signifies that the sign is indeterminate).
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n|w|2rnw | nS[V1+ k252 | wR[V1 + K252 | S[P(s)]
- - + - - ind.
-+ - + + ind.
_|_ - - - - -
+l+] + + + +

Therefore, if n > 0 then S[P(s)] is either strictly positive or strictly negative, so

that it does not vanish.
O

Using Lemma 4.4, we can extend continuously the transfer function H , on the
imaginary axis by

Tﬁiw + 01 — K2w?
—7'3 w? +iwlv1 — K2w? 4+ 1

Thiw + ilsign(w)VrZw? — 1

—7'3 w? — |wlvVk2w? =141

Integrating |I?Z (iw)|? over R we get

505 ‘w‘ <’i715

H (iw) =

do, |w| >k

/ﬂgﬁ;(w)\?dw:/iw ﬁ;(iw)|2dw+/w|>ﬁl |H: (i) *dw.

The first integral is obviously finite (the denominator in (4.24) does not vanish on
iR). The second integral is also finite since | H}: (iw) |2| ™ w™?2. Then H,, belongs to
w|—00

the standard Hardy space H?(Cy) and by the Paley-Wiener theorem (see Theorem
5.1 below), one has § € L?(R™T).
The same reasoning can be applied to

< 1
0= )
<7352+s€\/1+/<;252+1> 0

and

= —S
6= 6
<Tgs2+swm+1> 0

so that 4 and § also belong to L2(R*).
Let us now prove that u(t) := t6(¢) does not belong to L?(R*). Denoting by U the
Laplace transform of u, one has

U6 = (1) () B o Co

and the following extension to the imaginary axis holds,

(=1) (d> wer o do, |wl < k7Y,
U (i) = dw —;’3 w? —|— ic.ufx/l — Hiwz +1 -
1) (d> 7w + ilsign(w)VK?w? — 1 5. | > K
dw ) —12w? — lwltVr2w? =141
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But U is no longer bounded on the imaginary axis as it contains two non isolated
singularities (of order —1/2 is the Puiseux series expansion) at 4-ix~!; the integral

/ |U* (iw) |2 dw

is not finite and thus U ¢ H?(Cp). By the Paley-Wiener theorem, this implies that
u ¢ L?(RT). The same reasoning can be applied to

d -1
Vis) = (-1 — 1)
() =A )(ds) (7’532—1—56\/1—&—/@252—1—1) 0
and

d —s
W(s)=(-1)( — b0,
()= (ds) (7352 +s€\/1+n2s2+1> ‘
which are respectively the Laplace transforms of t6 and té. This completes the
proof of the second point of the proposition.

Let us now prove the third point by contradiction. Assuming that there exists
C > 0 such that for ¢ large enough

6" (1) < Crmze,

one gets
|t6(k) (t)|2 < Ct—1—2a
which implies ) € L?(R™), which contradicts the second point. O

In the non dispersive case, we showed in Corollary 4.4 that once the motion of the
object is known, it is possible to find ¢ in the exterior domain by solving an initial
boundary value problem for a Burgers-type scalar equation. This remains true in
the present dispersive linear case, but the initial boundary value problem one has
to solve is now nonlocal in time. Note that as in Remark 4.5, the corollary can
easily be generalized to describe the waves created by an object in forced motion.

Corollary 4.6. The return to equilibrium problem for the linear Boussinesq equa-
tions (4.15)-(4.17) with initial condition (4.2) can be equivalently formulated as a
scalar nonlocal initial boundary value problem on q

3zq+lC2*8tq =0 (t>0, z>{),
(4.25) Qo =0, .
- = —{9,
where IC?L is defined in (4.18) while  is given in terms of q by a convolution in time
(4.26) (=K *q,
with § furnished by Proposition 4.2.

Remark 4.8. The nonlocal initial boundary value problem (4.25) is not standard.
The most convenient way to handle it is to see it as an evolution equation with
respect to x rather than ¢; it then becomes a particular case of the nonlocal initial
boundary value problems considered in Section 5. It is in particular a consequence
of Theorem 5.2 below that (4.25) admits a unique solution ¢ € C(R}; HY(R})) N
CL(R}; L*(R})). Moreover, Proposition 5.2 and Corollary 5.1 imply that the so-
lution if actually of class C?(RT x R*) and infinitely regular with respect to time,



48 G. BECK AND D. LANNES

showing that the dispersive terms induce a smoothing effect. Indeed, when x = 0,
the first equation in (4.25) becomes

(4.27) Bhq+ 0uqg =0

and the solution to the initial boundary value problem, explicitly given by

=it —(x—0) fort—(x—10)>0
4@, t) = {0 fort—(z—4¢) <0,

does not belong to C1(&, x RT) because 6(0) = —% # 0.

T

5. THE INITIAL BOUNDARY VALUE PROBLEM FOR A CLASS OF NONLOCAL
TRANSPORT EQUATIONS

As shown in the previous section, the analysis of the return to equilibrium prob-
lem in the linear dispersive case leads to a nonlocal generalization of the transport
equation. The analysis of the initial value problem for such equations is not stan-
dard and we address it in this section. Since this subject is of interest in its own, we
work here with more standard notations. More precisely, we consider an evolution
with respect to the time variable and a nonlocal term with respect to the space
variable (this is the reverse in §4.3). The domain of consideration is the quadrant
{z > 0,t > 0}. The typical initial boundary value we shall consider is therefore of
the form,

Ou+ K*p Opu = f,
u‘z:o = Q’

__ ,,in
u‘tzo =u.

for some convolution kernel K to be made precise later.

After presenting some technical material in §5.1.1 for the functional setting and
the Laplace transform, we remind in §5.2 some very classical facts on the initial
and/or boundary value problems for the standard transport equation, making a
distinction between the case of a positive and a negative velocity. The nonlocal
generalizations of these transport problems, in which d,u is replaced by a nonlocal
term K *, O,u, are addressed in §5.3; in particular similarities and differences (such
as the presence of an additional compatibility condition and a smoothing effect)
with their local counterparts are commented.

NB. To avoid confusions with the computations performed in §4.3 where the
Laplace transform @ was taken with respect to time (with dual variable s) we
denote throughout this section by @ the Laplace transform with respect to = (with
dual variable p = « + i€).

5.1. Functional setting and a brief reminder on the Laplace transform.
We gather here some definition of functional spaces that play an important role in
the analysis of initial boundary value problems, as well as some classical facts on
the Laplace transform.
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5.1.1. Functional setting. In the study of initial boundary value problems for hy-
perbolic systems of equations, the space X™ plays a central role; it is defined for all
n € N as
n
X" = () ¢/ (R HI(RY));
§=0
in particular, for all u € X™, one can define for all ¢ > 0 the quantity

llu(t,)lln = sup 8] O5ult, )| L2r)-
j+k<n

Let us also define Y™ as

j,1 . —J

Y = ﬂ WEo (R HM I (R))).
j=0

When working with nonlocal transport equations, it is convenient to introduce

weighted versions of these spaces. For any a € R, and k € N, we introduce therefore

1/2
LARY) := {u € L3 (RY), Julz = (/ e u(a)Pde) < oo,
R+
k
HE(RY) := {u € LZRY), [ulgs = > [0hulrz < oo},
1=0
and denote by X? and Y7 the weighted version of the spaces X" and Y™ obtained
by replacing all L?(R}) based spaces by their L2(R}) analogue: we also write

[lu?, Il

am = Sup |6§8’;u(t7~)|Lg(R+).
Jj+k<n

5.1.2. Some results on the Laplace transform. For all u € Li (RT), the Laplace
transform is defined by

)= [ e,

for all p = a + ¢ € C such that this integral converges absolutely. Using for all
a € R the notation
Co={peC,Rp>a},

we can define the Hardy space
H?(C,) := {U holomorphic on Cy ; ||UH3{2(CO) = sup/ |U (a4 i€)|2d¢ < oo}.
) a>a JR

Every function U € H?(C,) admits a boundary trace denoted U* on a + iR, that
belongs to L?(a + iR), and H?(C,) is a Hilbert space for the scalar product

I AT
(P.Gpoe =5 [ FH(a+ )G (T 0.
Recalling that the weighted space L2(R™) is defined in the previous section, we can
state the well-known Paley-Wiener theorem.

Theorem 5.1. Let a € R. The Laplace-transform

LZ(RT) — H*(Ca)
U~ U

L:

is an isometry between Hilbert spaces.
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Recalling that

du

@(p) = pu(p) — u(0)

(whenever these quantities make sense), we also have the following characterization
of the weighted Sobolev spaces HF(R™).

Proposition 5.1. Let k € N and (ug,...,u,_,) € R¥. The following assertions
are equivalent,

i. One has u € H¥(RY) and for all 0 < j < k —1, lim,_,o+ du(z) = u,.

J
1

ii. For all 0 < j < k, the mapping p — p'u(p) — Zf;é ‘u; belongs to

H2(C,) (with the sum taken to be zero if 7 =0).

Moreover, for all 0 < j < k, one has 4u = plu(p) — Zz;& Py,

5.2. Reminder on the standard transport equation. Let us start with some
considerations on the standard initial boundary value problem for the transport
equations Oyu + d,u = f (referred to as right-going case) and dyu — O, u = f (left-
going case).

5.2.1. The right-going case. We consider here the following initial boundary value
problem

atu + 8xu = f7
(5.1) U, _o = u,
u\t:o — uin’

with f € Y!, v € H'(R") and u € H}_(RT). In order for (5.1) to admit a
solution v € X! = C(Rf; HY(R})) N CY(R;"; L3(R))), and therefore continuous on
[0,00) % [0,00), it is necessary that

u(t =0) = u™(z = 0).

This compatibility condition is actually sufficient to ensure the existence and unique-
ness of such a solution. Even if the data are more regular, i.e. if f € Y™,
u™ € H"(R') and u € H[ (RT) for some n > 1, one cannot expect in general
the solution to be in X". It is a general feature of first order hyperbolic systems
that such a regularity is achieved if and only if n algebraic compatibility conditions
are satisfied (see for instance [4, 36, 37, 18]). Of course, the situation is the same if
we choose to work in the weighted space X7} since the presence of the weight changes
the integrability properties at infinity, but not local regularity. In the present case,
this can easily be checked on the following explicit representation of the solution

(5.2) u(t,z) = u'™(x —t) + u(t — x) + /Otf(t’,x —t+t)dt,

where u'™, u and f(t,-) are extended by zero in order to be considered as functions
defined on the full line R instead of R*.

5.2.2. The left-going case. It is well-known that an initial boundary value problem
similar to (5.1) is ill-posed for the left-going transport equation dyu — d,u = f.
Indeed, the initial value problem (without boundary condition)

{atu —Oyu = f,

__ ,,in
u|t=0 =u,

(5.3)
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is well posed, and the solution can be explicitly written as
t
(5.4) w(t,z) = u(z 4 1) + / FE o+t — )t
0

in particular, the boundary value u is given in terms of u'™ and f through the
relation

w(t) = u™(t) + /Ot ft' t—tHdt

and therefore cannot be freely prescribed. Note that using this relation in (5.4),
one can express the solution in terms of the boundary data instead of the initial
data, namely,

(5.5) u(t,z) = u(x +t) — /Ox flx+t—2 2")da'.

This proves in particular that the following boundary value problem (without initial
condition)

(5.6)

u\mzo =u,

{&u —du = f,

is also well-posed for the left-going transport equation.

We note finally that for the initial value problem (5.3) as well as for the boundary
value problem (5.6) (which are essentially the same by switching the variables ¢
and ) the solution u belongs to X! if the data are smooth enough without having
to impose any compatibility condition, contrary to what we saw for the right-going
case.

5.3. The nonlocal transport equation. The aim of this section is to investigate
the behavior of nonlocal perturbations of the right-going and left-going transport
equations respectively given by

(5.7) Qu+K) xp Opu=f and  dyu— K %, Opu = f,

where %, stands for the causal convolution with respect to the space variable,
x
Vo € RT, f*s g(x) = / flx —2)g(2")da’
0
and with the Bessel kernel ICg as in (4.18); in particular, we recall that

! (k2 = 1/3).

V1 + k2p?
Remark 5.1. Though we consider here the Bessel kernel ICB, the results of this
section can easily be adapted to other kernels.

KO (p) =

An important feature of the family (IC?L) u>0 is that it formally converges to the
Dirac mass at * = 0 as p — 0, so that the nonlocal transport equations (5.7)
formally converge to the standard right-going and left-going transport equations
respectively, namely,

ou+dyu=f and Oy — Oyu=f.

A natural question is therefore to ask whether the nonlocal initial and/or boundary
value problems have a similar behavior to the behavior of their local counterpart
described in §5.2.
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5.3.1. The right-going case. We want to address in this section the same kind of
initial boundary value problem as (5.1), but where the space derivative is now
replaced by a nonlocal term, namely, we consider

(5'8) u‘z:O = u’

u‘tzo =Uu

As for (5.1), if there exists a solution u € X! (or more generally in the weighted
version X! with a > 0) to (5.8), then it is continuous at z = ¢ = 0 and the data
must therefore satisfy the same compatibility condition

(5.9) u(t = 0) = u'™(z = 0)

as for the standard transport equation.

There is however a new compatibility condition that arises here. Indeed, since ng €
Li (RT), the trace of K, %, d,u at x = 0 is well defined if d,u € C(R]"; L (R})),
and it must be equal to zero by definition of the convolution. Taking the trace of
the first equation in (5.8), one therefore finds the following additional compatibility

condition for the existence of solutions with the aforementioned regularity,
(5.10) vt € RT, Owu(t) = f(t,0).

Remark 5.2. The similar procedure applied to the standard transport problem (5.8)
yields the relation

Ozu(t,0) = —0wu(t) + f(t,0),

which is not a compatibility condition but an information on the behavior of the
trace of J,u at the boundary.

If these two compatibility conditions are satisfied, the theorem below shows the

well-posedness of the nonlocal initial boundary value problem (5.8). We recall that
the functional spaces have been defined in §5.1.1; note also that we have to work
in weighted spaces here in order to compensate the slow decay of ICg at infinity
(which is of order O(|z|~*/?) and that more information on the regularity of the
solution is given in Corollary 5.1 below.
Theorem 5.2. Let a > 0 and f € YL, u'™ € HX(RY) and u € W,oH (R)). Assume
moreover that the compatibility conditions (5.9) and (5.10) hold. Then there exists
a unique solution u € X} to the nonlocal initial boundary value problem (5.8), and
there exists cq > 0 such that, for allt € RT,

t
|u(t, ‘)|HF1L(]R;) < eicat|um|Hé(R;) Jr/O e ettt [|f(t,7 ')‘H;(R;) + |’C2|L3 |Q(t/)|]dt/~
If moreover u = 0 then the result still holds with a = ¢, = 0.

Proof. For the sake of clarity, we simply write K instead of K. Taking the Laplace
transform of (5.8) with respect to space, one gets that

ou+Kp)(pi—u)=f on RT.
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Solving this ODE with initial condition u),_, = 1;;, one gets the following expression
for u, for all p € C, and t € R,

o t _ _ t ~ _
U(t, p) = e POt gin () 1 / o PRGN Fapt / e PROE R (p)u(t')dt
0 0
(5.11)  =:ug + us + us.
Since the Paley-Wiener Theorem 5.1 states that the Laplace transform is an isom-

etry between L2(R*) and H?(C,), the following lemma shows that both u; and us
belong to C(R;"; L2(R})) if vi* € L2(R*) and f € L (RS ; L2(R))).

loc

Lemma 5.1. Let a > 0. For all U € H?*(C,), the mapping

Rt — H*(C.)
t = (p e PRPIY(p))

is well defined and continuous, and for allt € RT, ||e_p)€(p)tU||Hz(Ca) < NUlnz(c.) -
If moreover a > 0 then there exists cq > 0 such that for all t € RT,

le PP g2 e,y < €U lrz(ca)-

Proof of the lemma. Except for the last assertion, we consider only the case a =
0 since the case a > 0 can easily be deduced from it. From the definition of
H2(Cy) and Lebesgue’s dominated convergence theorem, it is sufficient to prove that
e~ PK(P)t is holomorphic and bounded on Cy. The fact that it is holomorphic directly
stems from the explicit expression I%(p) = (1 + x%p?)~'/2. For the boundedness,
this is a consequence of the fact that R(pK(p)) > 0 on Co, as we now prove. For
all p = a + i€ € Cyp, one computes

/TR 1 €3/ R

(5.12) R(pK(p)) = -
Vit P

Since R(y/1 + k2p?) is positive (by definition of the square root) and the sign of
S(4/1 + k2p?) is the same as the sign of the product a &, one gets the result.
Since we have proved that R(pK(p)) > 0 on Co, the last assertion follows if we
can prove that R(pK(p)) does not vanish on C, if @ > 0. Since both terms in the
numerator in (5.12) are positive, both must vanish if R(pk(s)) vanishes. Since @ > 0
on Cy, this implies that there should be p = a+i£ € C, such that (/1 + x2p?) =0
and € 3(y/1 + k2p?) = 0, which is obviously not possible. O

Remarking that for any a > 0, one has K e 12 (Cya), it is also a direct consequence
of the lemma that there is ¢, > 0 such that

t
lale,) < IRl / emea =1 ()| dt.
0

Together with the results already proved on @; and wus, we deduce (see the Paley-
Wiener Theorem 5.1 below) that

t
‘u(t’.”Lﬁ(Rj) < e_cat|um|L§(]R;r) +/ e Calt=t") [lf(t/; ')|L§(Rj) + ‘K:|L§ |g(t’)|]dt/.
0

In order to conclude the proof of the theorem, we still need to control d,u and Oyu.
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e Control of d,u. We want to show that d,u € C(R;; L2(R})), or equiva-
lently that d,u € C(R}; H2(C,)). Since d,u = pti — u, we consider

e - ¢ i ’ ~ t e ’ ~
pii(t, p) = e~ PR pin(p) 1 / e~PRw) =) Tyl 4 / e=PR@) )R (p)u(t') At
0 0

e

Writing pz;;‘ = Oyu +u'(0), pf(t,p) = af’(t,p) + f(t,0), we can remark

that
t _ o t = /
/ e PR@ =) I (p)u(t')dt! :/ Dy (e PR@E=ED) gy (¢)dt!
0 0
_ t ,
= u(t) — e—P’C(P)tg(O) — / e—PK(p)(t—t )aty(t’)dt’,
0

from which we deduce that

o t L
Au(t, p) :e*pic(p)tgxuin(p)_i_/ e*p/C(p)(t*t)agcfdt/
0

_ _ t )

+ e PR@I (4 (0) — u(0)) + / e PR (£(¢,0) — Opu(t))dt.
0

While the first two components of the right-hand side belong to C(R;"; H2(C,))

by Lemma 5.1, the last two ones do not, unless the compatibilty conditions

given in the statement of the Theorem are satisfied, in which case these two

components cancel and the result follows together with the upper bound

t
|0zult, )|z < |amuin|L3+/ e U0, f(H, )| p2dt.
0

e Control of d;u. Using the equations, one has

|atu|Lg S |’C *x amu|L3 + ‘f|L§
< K|y 0zulrz + [flLz,

with L! = LY(R*, e~%dz), showing as needed that d,u € C(R;"; L2(R)).
The theorem follows easily. O

Remark 5.3. As explained above in Remark 5.1, the initial boundary value prob-
lem (5.8) can be seen as a nonlocal perturbation of the standard transport problem
(5.1) toward which it formally converges when p — 0. There seems however to be
some discrepancy because two compatibility conditions, namely, (5.9) and (5.10),
are needed to ensure the existence of solutions u € X! to (5.8), while the sole
compatibility condition (5.9) is sufficient to get a similar result for the standard
transport problem (5.1). One should explain why the second compatibility condi-
tion (5.10) disappears in the formal limit 4 = 0.

The reason is that (5.10) is here to ensure continuity of the solution at the bound-
ary = 0. Indeed, by the initial value theorem, we know that lim,_ o+ u(t,z) =
limp,ec, |p|—oo PU(t, p), and we therefore get from the Laplace representation for-
mula (5.11) that

t t
. t—t’ t—t/ 1
lim u(t,z) :e_%um(O)—i—/ e = f(t’70)dt’—|—/ e” = —u(t)dt
0 0

z—0t
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where we used the fact that lim,cc, |pj—o0o pK(p) = k1

parts, the right-hand side can be written

u(t) + e~ = (u™(0) — u(0)) + /O e~ (F(H,0) — Du(t))dt

so that, if the first compatibility condition (5.9) is satisfied, one has

lim u(t,z) — u(t) = /0 Ce

z—0t

; after an integration by

t—

S (F(,0) — dpu(t)))dt’,

which is nonzero if the second compatibility condition is not satisfied, hence a lack
of continuity at x = 0 (there would therefore be a Dirac mass at z = 0 is the
expression for d,u(t, -) that would therefore not be in L2(R}) as seen in the proof).
However, one readily observes that

t

IEIL% ; e” = (f(t',0) = du(t))dt' =0 (k= p/3),

so that this discontinuity shrinks to zero in the limit p — 0, explaining why the
second compatibility condition is no longer necessary in the endpoint case p = 0.

Before going further, we recall that there are two possibilities to define frac-
tional derivatives of order o € (0,1) on R™ using the convolution kernel &, (z) =
7 %/T(1—a) with a € (0,1) and T’ the Euler Gamma function, namely, the
Riemann-Liouville and Caputo derivatives, defined respectively as

Dgru =0, (ﬁa xgu) and  Dgu = Ry *5 Opu.

In the nonlocal initial boundary value problem (5.8), the space derivative d,u in the
standard transport equation has been replaced by the nonlocal term IC?L *Jzu which
can be considered as a generalized derivative of Caputo type, with the kernel 8,
replaced by the Bessel kernel ICg. It is noteworthy that working with the Riemann-
Liouville version of this operator, namely 0, (ICg %, 1), the situation is drastically
different. Indeed, as shown in the following proposition, it is not possible to impose
a boundary data anymore since the knowledge of the initial data suffices to fully
determine the solution; in other words, the initial value problem

{@u + 0. (K9 0 u) =,

__ ,,in
’U,|t:0 =u,

(5.13)

is well posed on R;” x R. In particular, the trace of the solution at the boundary
2 = 0 is determined by f and u'™™ and therefore cannot be imposed. We also show
that if the data u'™ and f are smoother, then the solution is in X2, but generally
not in X3 or higher in the absence of additional compatibility condition (but we
show however that the regularity in time can be higher).

Proposition 5.2. Leta >0, n =1 or2, and f € Y? and v € H*(R)). Then
there exists a unique solution u € X7 to the nonlocal initial boundary value problem
(5.13). Moreover, one has u(t,-) = u(t) for all t € RY, with u(t) given by

[z=0

t ’
u(t) = e~ = u(0) —I—/ e~ f(¢,0)dt.
0

If in addition f € CY(R;; HM(R))) for some ¢ € N then one also has u €
CHY (RS s H (RY)).
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Remark 5.4. Comparing the representation of the solution given in (5.14) below
to the representation of the solution to the initial boundary value problem (5.8)
given in (5.11), one can check that they are both the same if w = 0, which is not
surprising since one can compute

0$(IC2 kg u)(t,x) = (IC2 gz Opu)(t, ) + /Cg(m)@(t),

so that the Caputo and Riemann-Liouville nonlocal initial boundary value problem
coincide when u = 0.

Proof. As previously done, we simply write IC = ng. Taking the Laplace transform
of (5.13) one readily gets

_ t ~ o
(5.14) it p) = e PKOuin(p) / PO F( p)ar';
0

by the initial value theorem, one gets that lim, .o+ u(¢,z) = u(t), with u as in the
statement of the theorem.
For all j and I, one deduces from the above formula for % that

o R R . t _ o l R e~
Pl otu = (—pK(p)) [e P PpIuiny / e PROE=Op] F14 > (—pK(p)) " p 0" £
0 m=1

Replacing in this expression

j—1
Po =+ p 0k,

i=0
for v = u'™, J?, "1 f, we obtain
I
potu=">p " "Ui(p) + Fij(t,p)
i=0

(using the convention that the summation is zero if j — 1 < 0) with

Uii(p) :=(=pK(p))" (95u™(0) +/0 PRI @LF) (¢, 0)dt')

+ Z p’C l m am 1azf)|z=0

—_~— —_~—

t 1

Fy(t.0) = (~pRip) [0 + [ 7F 00 f] + 37 (~pRip)) 070l
0 m=1

Remarking that lim,_ o pl%(p) = k1, and introducing u;,, = lim|, 00 Usi(p),

namely,

t , l
Uy = (—/ﬁ)_l(é);ui“(o) +/ e_%(al (t',0) dt + Z —Hmgm=1i oS oo
0 m=1

(of course, uyy = u), we can write
Jj—1 Jj—1

pj% - ij_l_imi(p) = ij_l_i(Uli(p) —w;) + Fi;(t, p).

=0 =0
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From Proposition 5.1, we can deduce that 920!u belongs to C(R;; L2(R})) if the
right-hand side of the above equality is in C(R;;H?(C,)). This is obvious for
Fy; under the assumptions made in the statement of the proposition (see Lemma
5.1); for the summation, the problem reduces to determine whether the mapping
prpit (pl%(p) —k~1) belongs to #?(C,) or not. This mapping being holomorphic
on Cq, we just need to check that it is square integrable on a + iR. Recalling that

K(p) = \/ﬁ, and using the fact that for all p € C, one has \/p* = p, one

has pj_l(pla(p) — Kv_l) ~ —ﬁpj_?’ at infinity; the mapping is therefore square
integrable on a 4 iR if and only if j < 2, hence the results. O

As a corollary, we can exhibit a smoothing effect for the nonlocal transport
problem (5.8) that does not exist for the standard transport problem (5.1). Indeed,
as one can easily check on the explicit expression (5.2), even if the data u'®, u and
f are very smooth, the solution is not C1(R* x R*) if the additional compatibility
condition d;u(0) = —d,u"(0) + £(0,0) is not imposed. There is a smoothing effect
for the nonlocal problem in the sense that the solution constructed in Theorem
5.2 actually belongs to X3 C C?(R* x R*) without any additional compatibility
condition if the data are smooth enough. Note that using the last statement of
Proposition 5.2, the proof shows that additional regularity in time on 0, f would
yield additional regularity in time on J,u.

Corollary 5.1. Under the assumptions of Theorem 5.2, if moreover f € Y, ui™ €
H(RY) and uw € W (RS) for n = 2 or 3, then the solution u provided by the
theorem belongs to X7.

Proof. Taking the space derivative of the nonlocal transport equation in (5.8), it is
easy to see that v = 0, u solves the initial boundary value problem

{atv + 0, (K %, v) = 0, f,

— in
V), = Ogu'™.

It follows therefore from Proposition 5.2 that d,u € X"~1. We are therefore left
to prove that &/u € C(R/;L2(R})) for 1 < j < n; this easily follows from the
observation that

Ou=—Kxz & 0pu+0""f
and from the fact that K € LL(R™T). O

5.3.2. The left-going case. As for the right-going case in the previous section, we
want to consider a nonlocal perturbation of the standard transport problem in
which the space derivative 9, is replaced by a nonlocal term ICg x O0p. As recalled
in §5.2, for the standard left-going transport equation, one has to consider either
the initial value problem or the boundary value problem. While both cases are
symmetric in the case of the standard transport equation, this is no longer the case
and, as we shall see, the boundary value problem leads simpler expressions. We
therefore consider here its nonlocal analogue (see Remark 5.6 below for the nonlocal
analogue of the initial value problem),

j— 0 =
(5.15) {@u K, *2 Ozu fs
u.

Ul p=o =
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As for the boundary value problem (5.6) for the standard left-going transport equa-
tion, there is no compatibility condition like (5.9) since ui" is not prescribed. On
the other hand, the analysis leading to the second compatibility condition (5.10)
remains valid, and it is still necessary to have

(5.16) vte RY,  Qu(t) = f(t,0)

in order to expect a solution u that belongs to X'. In the statement below, we use
the notation

H, (R x RY) = H' (R Ly(RY)) N L (R s Hy (RY))

a €T

(note that the assumptions on the time dependence of f and w are chosen in order
to ensure the convergence of the integral term over the range (¢, +00) and that they
could easily be weakened).

Theorem 5.3. Leta >0, f € H: (R} xR}), and u € H*(R}). Assume moreover
that the compatibility condition (5.16) holds. Then there erxists a unique solution
u € X! to the nonlocal boundary value problem (5.15), and there exists ¢, > 0 such
that, for all t € RT,

u(t, ')|H;(R;r) < /t e (=) Hf(tla ')‘Hg(]RI) + |’C2|L§ |Q(t/)|]dt/-
Proof. Still denoting K = ICg and following the same procedure as for the proof of
Theorem 5.2, one readily finds that

Ut p) = — /too RO (' p) — K(p)u(t'))dt';

as for the right-going case, one can check that the compatibility condition (5.16) is
necessary for the continuity of the solution at £ = 0. We omit the proof which is
an easy adaptation of the proof of Theorem 5.2. O

Remark 5.5. As for the standard boundary transport problem (5.6), the initial data
is determined in terms of the source term f and the boundary data u by evaluating
the Laplace representation formula given in the proof at ¢t = 0, namely,

(5.17) = [ T PR (7Y p) — KO (p)ult))dt

In the limit case g = 0 (and therefore IEH (p) = 1), one can check that the repre-
sentation formula of the proof is equivalent to (5.5); the additional compatibility
condition (5.16) that is not necessary for (5.6) also disappears at the limit along a
mechanism similar to the one described in Remark 5.3.

Remark 5.6. For the standard left-going transport equation, the initial value prob-
lem (5.4) and the boundary value problem (5.5) can be treated in a totally sym-
metric case by switching the variables ¢ and x. The presence of the nonlocal term
breaks this symmetry, and the nonlocal initial value problem would be more deli-
cate to deal with than the boundary value problem addressed above. In particular,
one would need to find u in terms of f and u™ by solving the nonlocal equation
(5.17).
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APPENDIX A. NON DIMENSIONALIZATION OF THE EQUATIONS

We show here how to derive the dimensionless equations of motion used through-
out this paper. To begin with, the Boussinesq-Abbott system describing the prop-
agation of weakly nonlinear waves in a fluid of mean depth hy and with a pressure
Potm + P exerted at the surface (P, is a constant reference value for the atmo-
spheric pressure) is given by

atc + 8xq = 07
(A1) hg 52 1,2 _ _h _
(1 - ?am)atq + aﬂc(ﬁq ) + ghaxC - _;azE (h - hO + C)

Remark A.1l. Introducing the hydrodynamic pressure I1 as

(A.2) Il = P+ pyc,

and alternative formulation of (A.1) is
0C+ 0,9 =0,

(8.3) { "0 02)0rq + 0, (L4?) = —10,1I;
(1—320;)0:q + w(ﬁq)—_;wv

we shall sometimes use this alternative formulation under the floating object.

Let us now consider the equations for the solid. We recall that we consider here
a floating object with vertical lateral walls located at © = +¢ (¢ > 0) and allowed to
move only vertically (heave motion). There is therefore only one degree of freedom
for the motion of the solid which can be fully deduced from the signed distance
5(t) between the center of mass G = (xg, zG(t)) and its equilibrium position Geq =
(xG, 26 eq), namely, 6 = zg(t) — 26 eq-
Let us also assume that the water depth below the object is given at equilibrium
by a nonnegative single valued function « — heq(2); the part of the bottom of the
object in contact with the water (the wetted surface) is therefore given at all time
t by the graph of the function (,, defined as

(A4) Gw(t,z) = 6(t) + heq(z) — ho.

Newton’s equation for a body of mass m that only moves vertically and subject to
gravity and hydrodynamic forces is given by

¢
(A.5) mé +mg = / P,(t,z)dx,
—t

where P;(t,x) is the pressure exerted by the fluid on the object at the point
(x,lw(t,x)). Note that at equilibrium, the pressure is hydrostatic, P; = —pg(heq —
ho), so that

¢
m = p/ (ho — heq(z))dx (Archimedes’ principle),
—¢

and we can rewrite Newton’s equation under the form

4
mé= [ (Bit.2) + polheg = ho))d

By definition of the hydrodynamic pressure, its value II; in the interior domain
(—¢,0) is given by
I = Ei + ngw’
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from which we infer, using (A.4),

1 [
b+6=— Hi(t, x)dz,

(A.6) Tt

2
7—buoy

where 27 Thy0y is the buoyancy period defined through
s . m
Tbuoy - m

We now proceed to derive dimensionless versions of (A.1), (A.4), (A.5). We
recall that hy denotes the water depth at rest, and also denote by a and L the
typical amplitude of the waves and a typical horizontal scale respectively. For the
Boussinesg-Abbott equations (A.1), we use the following scalings

-z ~ t ~ g - q P
a

xTr = Z:—’ tzi C: P

X
T ) q= B 4
L ho L//gho a~/gho pgho

and consequently h=1+ EZ. We also introduce the nonlinearity and shallowness
parameters € and p as

a _h§

he' T I

For the sake of clarity the tildes used to denote dimensionless quantities are omitted
throughout this paper. The system (A.1) thus becomes

' (1= 3p02)0q + €0 (1:4%) + h0:C = —=2hd, P (h=1+&().

E =

Remark A.2. The dimensionless form of the hydrodynamic pressure is naturally

ﬁ: :E—'—E‘Z’

pgho
so that the dimensionless version of the alternative formulation (A.3) is (omitting
the tildes)

atc + 8zq =0,
A8
(A.8) {( 8920y + e, (Lq?) = —,IL

In order to derive the dimensionless versions of (A.4), (A.5) and (A.5), we also
need the following scalings

w3 0 5 heg o m =~ Thuoy J—
Cw = a’ 6_0,’ heq— hO’ m_%pho’ Tbuoy—L/\/gTOa {=

so that, omitting again the tildes for the sake of readability, we can rewrite (A.4)
and (A.5) as

(A.9) Colt, ) = (1) + é(heq(x) ).
and
(AlO) Tbuoy5 + m E———

62£

| ~
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note that in these dimensionless coordinates, the coordinates of the vertical sides of
the object are x = &£ and that Archimedes’ principle reads in dimensionless form

as

1 Z
m = ﬂ/_é(l_heq).

Finally, the dimensionless version of A.6 is

(1

2]
(3]

(4]

(5]

(10]
(11]

(12]

(13]

(14]

15]

(16]

(17]
(18]
(19]

20]

y 11 /¢
Tbuoy6 + 5 = gﬂ W Hi(t7 x)dx
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