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Abstract

A recursive mathematical formulation of the discrete-velocity Boltzmann equation (DVBE) under the
Bhatnagar-Gross-Krook (BGK) approximation is introduced. This formulation allows us to formally ex-
press the solution of the DVBE as an infinite sum over successive particle derivatives of the distributions
associated with local equilibrium. A Chapman-Enskog multiple-scales expansion shows that this sum can
be safely truncated beyond the second order if the Navier-Stokes level of description is requested. Therefore,
the distribution functions depend only on the first and second-order derivatives of the related equilibrium
distributions. This defines a general framework to design low-memory kinetic schemes for the evolution of
the distribution functions based solely on flow variables that are sufficient to define local equilibrium. As an
example, a family of mass-conserving numerical schemes is introduced by dicretizing the particle derivatives
by backward finite differences. Interestingly, a so-called “simplified Lattice Boltzmann method” introduced
by Chen et al. in 2017 can be recast in this family. Numerical simulations highlight a level of numerical
dissipation that is generally higher than the level obtained with a standard Lattice Boltzmann scheme, as
expected by approximating derivatives by finite differences. Nevertheless, we show by using a von Neumann
analysis that it is possible to parametrize our scheme, according to the relaxation coefficient of the DVBE,
to reduce significantly its numerical dissipation and improve its spectral properties. Beyond these specific
developments, we believe that this framework can also be of interest to connect macroscopic and kinetic
representations, e.g. when dealing with initial and boundary conditions or in hybrid simulations matching
Navier-Stokes and Lattice Boltzmann schemes.

Keywords: Lattice Boltzmann method, recursive formulation, finite difference, von Neumann analysis
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1. Introduction

The Lattice Boltzmann (LB) method follows from a discretization of the Boltzmann equation to solve
weakly-compressible fluid dynamics [1, 2]. Using a kinetic approach to simulate continuum flows seems at
first glance unreasonable but, nevertheless, has certain advantages. At first, the velocity space is amenable
to a radical decimation so that only a small set of microscopic velocities, e.g. nine in two dimensions, is
sufficient to reconstruct the Navier-Stokes dynamics at the macroscopic level. In addition, non-locality and
non-linearity are disentangled in the kinetic equations, which facilitates numerical integration [3]. As a
result, the so-called stream-and-collide LB algorithm is simple, accurate and formidably efficient in terms of
computations [4].

In the LB approach, the degrees of freedom, or nodal values, refer to the distribution functions (f0, · · · , fN−1)
of particles with the microscopic velocities (c0, · · · , cN−1). The scheme governs the evolution in time of these
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distributions at each lattice node. At the macroscopic level, flow variables are recovered by summing the
contributions from the different (microscopic) velocities so that

ρ =

N−1∑
α=0

fα and ρu =

N−1∑
α=0

fαcα, (1)

where ρ and u denote respectively the mass density and the velocity of the fluid. Even if the decimation
in velocity space is drastic, the number of nodal values remains significantly higher that the number of
reconstructed flow variables, e.g. in two dimensions nine distribution functions are required to reconstruct
locally the mass density and the two components of the velocity. The difference is even more pronounced in
three-dimensions where nineteen or twenty seven densities are required. This overload of information at the
mesoscopic level is problematic when a given macroscopic solution needs to be prescribed, e.g. for initial
or boundary conditions. In that case, the kinetic solution is indeterminate and ad-hoc constraints must
be invoked [2]. From a computational viewpoint, the LB algorithm is data intensive and memory bound,
which can be detrimental to its portability on accelerators such as Graphical Processing Units (GPUs). In
this article, an algorithm that relies on flow variables only, and therefore requires less degrees of freedom, is
introduced. It stems from the truncation and the discretization of a recursive formulation of the discrete-
velocity Boltzmann equation (DVBE).

Some variants of the original stream-and-collide algorithm have already been proposed to reduce its mem-
ory footprint. In particular, Inamuro suggested a Bhatnagar-Gross-Krook (BGK) collision with a relaxation
time (towards statistical equilibrium) equal to the time step of the algorithm. Therefore, distributions are
considered at equilibrium and depends only on flow variables (ρ,u) [5]. This strong assumption gives a non-
physical value to the fluid viscosity that can then be corrected by adding a contribution of the viscous stress
tensor estimated by finite differences. Asinari et al. derived a link-wise artificial compressibility scheme
that can be formulated in the LB framework, with a collision operator that is non-local but depends on
distributions at equilibrium only [6]. Let us mention that the scheme developed by Inamuro can be viewed
as a special case of the link-wise artificial compressibility scheme. More recently, Chen et al. suggested
to consider the equilibrium state at the previous time step to build a prediction of the solution, which is
afterwards corrected [7] by considering a first-order approximation (in Knudsen number) of the DVBE. This
prediction-correction scheme only involves macroscopic quantities. We shall see that this last scheme fits
into the general framework developed in the present study.

A key ingredient behind formulating a LB scheme that relies only on flow variables is to express the non-
equilibrium component of the distributions, fneqi ≡ fi−feqi , as a function of the space-and-time derivatives of
the equilibrium component feqi (ρ,u). In this regard, Holdych et al. [8] showed that fneqi could be rewritten
in a recursive manner as

fneqα =

∞∑
m=1

(−τ)m (∂t + cα ·∇)
m
feqα . (2)

Their motivation was to derive the truncation errors of this expansion, and show that some errors cancel
out for specific values of the relaxation time τ . This recursive formulation has also been used to tailor
the equilibrium function in the standard LB scheme to solve non-linear equations such as the Burgers,
Korteweg-de-Vries or Kuramoto-Sivashinsky equations, as shown by Otomo et al. [9]. In the present article,
our contribution is to use Eq. (2) to derive original LB schemes which rely on flow variables only. This is
made possible by first showing that the sum can actually be truncated at m = 2 to comply with the Navier-
Stokes dynamics at the macroscopic level. Then, numerical schemes can be designed by finite-difference
discretization of the first and second-order derivatives.

The remainder of the paper is organized as follows. Section 2 introduces the recursive formulation of the
discrete-velocity Boltzmann equation and its discretization by finite differences. An original finite-difference
LB scheme is proposed. It is also shown that the aforementioned prediction-correction scheme by Chen et
al. [7] can be derived in this framework. In section 3, a detailed comparison with the classical LB scheme are
performed on the double shear layer and Taylor-Green vortex two-dimensional flows. Section 4 gives further
insight on the proposed scheme by exploring spectral properties with a von-Neumann analysis. Finally,
concluding remarks and perspectives are drawn in Section 5.
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2. On a recursive formulation of the discrete-velocity Boltzmann equation

2.1. Context and derivation of the recursive formulation

In the LB approach, the sums replace the integrals in the statistical moments, as expressed in Eq. (1).
This discretization of the velocity space stems from expanding and truncating the solution of the continuum
Boltzmann equation onto a finite basis of Hermite polynomials in velocity, and resorting to a Gaussian
quadrature formula to express the statistical moments [1, 10]. Therefore, the discrete set of velocities
may be thought of as the nodes in the Gaussian quadrature formula. It can then be established that the
distributions fα(x, t) evolve according to a discrete-velocity analogue of the Boltzmann equation

(∂t + cα ·∇) fα = −1

τ
(fα − feqα ) , (3)

where the BGK approximation to the collision [11] is used in the right-hand side. This approximation
expresses as a relaxation of the distributions towards their values at equilibrium, feqi (ρ,u), with a unique
relaxation time τ = ν/c2s fixed by the kinematic fluid viscosity ν and the speed of sound cs. This is sufficient
to ensure that the slowly varying solution of the hierarchy of statistical equations built from Eq. (3) satisfy
the isothermal Navier-Stokes equations in the low-Mach-number limit.

The set of microscopic velocities (c0, · · · , cN−1) determine the lattice so that the particles are streamed
from one node to a neighboring node during exactly one time step. In the present study, numerical results
will refer to the two-dimensional D2Q9 lattice associated with the set of velocities (c0, · · · , c8) given by the
Cartesian components (see Fig. 1)

cα =

[
0 1 0 −1 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 −1

]T
(4)

in lattice units1.

Figure 1: Set of velocities of the D2Q9 lattice.

The equilibrium distribution in Eq. (3) is an essential ingredient of the kinetic representation. In theory,
it refers to a (continuous) Maxwell-Boltzmann distribution for classical fluids. In the LB framework, it is
replaced by its Hermite expansion, which is commonly truncated at the second order. For our D2Q9 lattice,
it yields

feqα (ρ,u) = wαρ

[
1 +

cα · u
cs2

+
(cα · u)2

2cs4
+

u2

2cs2

]
(5)

where the weights wα are related to the lattice connectivity with w0 = 4/9, w1...4 = 1/9 and w5...8 = 1/36
(see Fig. 1).

1Lattice units are obtained by normalizing space and time by the lattice spacing and the time step of the algorithm,
respectively.
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Let us now return to the discrete-velocity Boltzmann equation (3) which can rewritten as

fα = feqα − τ (∂t + cα ·∇) fα. (6)

The recursive formulation arises by replacing fα in the rhs of Eq. (6) by its expression and by repeating this
procedure infinitely. This leads formally to the expansion

fα = feqα +

∞∑
m=1

(−τ)m (∂t + cα ·∇)
m
feqα (7)

in substitution of Eq. (3). This formulation shows that the fα’s can be expressed in terms of flow variables
(ρ,u), however, this comes at the price of an infinite sum of increasing-order derivatives. At this stage,
one might wonder whether this infinite sum could be truncated. We will demonstrate through a multiple-
timescales Chapman-Enskog expansion that it is sufficient to consider the first two terms in the sum to
comply with the Navier-Stokes equations at the macroscopic level.

2.2. Multiple-timescales Chapman-Enskog expansion

Macroscopic fluid dynamics follows from seeking solutions (to the hierarchy of statistical equations)
that vary on a much slower timescale than the collisional timescale τ . This is usually done by using a
multiple-timescales Chapman-Enskog expansion in the small parameter ε, with

fα = f (0)
α + εf (1)

α + +ε2f (2)
α + · · ·

∂t = ε∂t1 + ε2∂t2 + · · ·
∇ = ε∇1 (8)

The parameter ε may be identified physically with the Knudsen number and, t1 and t2 with advective and
diffusive timescales. Substituting these expansions into our recursive formulation, we obtain at successive
orders in ε

O(ε0) : f (0)
α = feqα (9)

O(ε1) : f (1)
α = −τ (∂t1 + cα ·∇1) f (0)

α (10)

O(ε2) : f (2)
α = −τ∂t2f (0)

α + τ2 (∂t1 + cα ·∇1)
2
f (0)
α = −τ∂t2f (0)

α − τ (∂t1 + cα ·∇1) f (1)
α (11)

Consistently, this set of equations (up to O(ε2)) is identical to that obtained by applying the Chapman-
Enskog expansion to the original discrete-velocity Boltzmann equation [2]. This set is sufficient to obtain the
continuity equation and the Navier-Stokes equations by taking its statistical moments

∑
α(·) and

∑
α cα(·),

as briefly recalled in Appendix A. An essential point is that Eqs. (9), (10) and (11) come only from the
first two terms of the recursive formulation, and that subsequent terms in the sum lead to higher orders in
ε. This is evidenced by reformulating Eq.(7) as

fα = feqα +

∞∑
m=1

(−ετ)m (∂t1 + cα ·∇1 + ε∂t2 + · · · )m feqα (12)

where the m-th term in the sum contributes at least to O(εm) in the multiple-scale expansion2. Therefore,
it is enough to consider the first two terms to comply with the Navier-Stokes dynamics at the macroscopic
level, i.e.

fα = feqα − τ (∂t + cα ·∇) feqα + τ2 (∂t + cα ·∇)
2
feqα . (13)

In the following, this second-order truncation will be the cornerstone of our numerical developments.

2Let us mention that m = 3 and m = 4 should be included in the sum to go beyond Navier-Stokes equations and recover
the Burnett and super-Burnett equations, respectively.
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In practice, the LB scheme is obtained by integrating the discrete-velocity Boltzmann equation along
the characteristics during a time interval δt, and by approximating the integral of the collision term by a
trapezium rule [2]. A convenient change of variables for the distribution functions is usually operated to
render the scheme fully explicit. Namely,

gα = fα +
δt
2τ

(fα − feqα ) (14)

where the gα’s define a new set of distribution functions linked to the lattice discretization. This implies in
particular that geqα = feqα and gneqα ≡ gα − geqα = (τg/τ)fneqα with the modified relaxation time

τg = τ +
δt
2
. (15)

In these new variables, the recursive formulation (restricted to second order) writes equivalently as

gα(x, t) = geqα (x, t)− τg (∂t + cα ·∇) geqα (x, t) + τg(τg −
δt
2

) (∂t + cα ·∇)
2
geqα (x, t). (16)

In this article, the developments will be carried out with fα and τ but could be easily transposed to gα and
τg.

2.3. Space-and-time discretization by finite differences

At first, it would be tempting to recast Eq. (13) into a system of two coupled first-order differential
equations reminiscent of the original discrete-velocity Boltzmann equation. Such system would write

(∂t + cα ·∇) feqα = hα (17)

(∂t + cα ·∇)hα =
1

τ2
(fα − feqα ) +

1

τ
hα. (18)

Continuing the analogy, one could integrate the left-hand side along the characteristics and approximate
the right-hand side by a trapezium rule. However, this would ultimately lead to a system of two coupled
stream-and-collide algorithms with more degrees of freedom (two sets of distribution functions) than the
original LB algorithm. For the sake of simplicity, it is rather proposed here to discretize the differential
operators in Eq. (13) by backward finite-differences along characteristics, namely

(∂t + cα ·∇) feq[0]
α =

1

2δt

(
3feq[0]
α − 4feq[−1]

α + feq[−2]
α

)
+O

(
δt

2
)

(19)

(∂t + cα ·∇)
2
feq[0]
α =

1

δ2
t

(
feq[0]
α − 2feq[−1]

α + feq[−2]
α

)
+O (δt) (20)

where the short notation f
eq[i]
α stands for feqα (x + icαδt, t+ iδt). This results in the formula

fneq[0]
α = τ̄

[
(τ̄ − 3

2
)feq[0]
α + 2(1− τ̄)feq[−1]

α + (τ̄ − 1

2
)feq[−2]
α

]
with τ̄ = τ/δt. (21)

This equation allows us to update the macroscopic variables ρ(x, t) and u(x, t) from the values at neigh-

bouring nodes at the previous time steps, by noting that the non-equilibrium distributions f
neq[0]
α satisfy

the solvability conditions3 ∑
α

fneq[0]
α = 0 and

∑
α

fneq[0]
α cα = 0 (22)

3The BGK collision operator conserves mass and momentum.
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and that
∑
α f

eq[0]
α = ρ(x, t) and

∑
α f

eq[0]
α cα = (ρu)(x, t) by construction.

It is a priori desirable to have the same order of accuracy for the first and second differential operators.
To do this, a four-point backward formula should be considered for the second-order operator

(∂t + cα ·∇)
2
feq[0]
α =

1

δ2
t

(
2feq[0]
α − 5feq[−1]

α + 4feq[−2]
α − feq[−3]

α

)
+O

(
δt

2
)

(23)

which this time yields

fneq[0]
α = τ̄

[
(2τ̄ − 3

2
)feq[0]
α + (2− 5τ̄)feq[−1]

α + (4τ̄ − 1

2
)feq[−2]
α − τ̄ feq[−3]

α

]
. (24)

In order to bridge the two discretizations (21) and (24), it is here proposed to leave the weight related to

f
eq[−3]
α as a free parameter γ. After manipulating Taylor expansions, this leads to the parametric family of

finite-difference schemes

fneq[0]
α = τ̄

(
(−γ + τ̄ − 3

2
)feq[0]
α + (3γ + 2(1− τ̄))feq[−1]

α + (−3γ + τ̄ − 1

2
)feq[−2]
α + γfeq[−3]

α

)
(25)

consistent with the original differential equation (13). One must mention that the sum of the coefficients in
Eq. (25) being zero ensures that this scheme is mass-conserving. Equation (25) shares some similarities with
the multi-steps lattice Boltzmann methods [12], in which the distribution functions are expressed according
to their value at previous times and next nodes. If γ = 0, the first and second differential operators are
approximated respectively at second and first order and Eq. (21) is obtained. If γ = −τ̄ , the first and
second derivatives are approximated with a second-order accuracy and Eq. (24) is obtained. If γ = −τ̄ + 1

3 ,
the first and second derivatives are approximated respectively with a third-order and second-order accuracy.
Interestingly, we will see later that the parameter γ can be optimized to significantly reduce the discretization
errors.

From Eq. (25) and by resorting to the solvability conditions (22), the flow variables are thus updated
according to

ρ (x, t) =
∑
α

f∗α, (26)

(ρu) (x, t) =
∑
α

f∗αcα (27)

with the pseudo-distributions

f∗α =
3γ + 2(1− τ̄)

γ − τ̄ + 3
2

feq[−1]
α +

−3γ + τ̄ − 1
2

γ − τ̄ + 3
2

feq[−2]
α +

γ

γ − τ̄ + 3
2

feq[−3]
α . (28)

Since, feqα depends on flow variables only (see Eq. (5)), f∗α can be evaluated from the previous values of ρ and
u at neighboring lattice nodes and previous time steps. The first steps of the algorithm can be performed
by using the standard (one-step) lattice Boltzmann scheme.

In the remainder of the paper, our scheme will be referred to as recursive finite-difference Lattice Boltz-
mann scheme with reference to the recursive formulation of the original DVBE. It encompasses Eqs. (26),
(27) and (28) with the equilibrium distributions given by Eq. (5).

2.4. Simplified prediction-correction Lattice Boltzmann algorithm

Interestingly, a so-called simplified LB method relying solely on the equilibrium distributions has recently
been introduced by Chen et al. in [7] and has proven to be relevant for many applications [13, 14, 15]. In
the following, we shall see that this method may be recast in the present framework by resorting to different
levels of approximation in the recursive formulation of the discrete-velocity Boltzmann equation.

6



The simplified LB method proceeds in a two-step prediction-correction procedure. The density and the
fluid momentum are first predicted as

ρ∗(x, t) =
∑
α

feq[−1]
α , (29)

(ρu)∗(x, t) =
∑
α

cαf
eq[−1]
α (30)

which is equivalent to considering a recursive expansion restricted to m = 1 and a first-order backward
finite-difference approximation of the derivative, i.e.

fneq[0]
α ' −τ̄

(
feq[0]
α − feq[−1]

α

)
. (31)

Obviously, this dynamics does not conform to the Navier-Stokes equations and must be corrected.

A Taylor expansion in time of f
eq[−1]
α ≡ feqα (x− cαδt, t− δt) gives

feq[−1]
α = feq[0]

α − δt (∂t + cα ·∇) feq[0]
α +

δt
2

2
(∂t + cα ·∇)

2
feq[0]
α + o

(
δt

2
)
, (32)

which may be reformulated as

feq[−1]
α = feq[0]

α − δt
(

1− 1

2τ̄

)
(∂t + cα ·∇) feq[0]

α +
δ2
t

2τ̄2
fneq[0]
α + o

(
δt

2
)

(33)

by expressing the second-order derivative from the recursive expansion (13). The first and second moments
then yield at (x, t)

ρ∗ = ρ− δt
(

1− 1

2τ̄

)
(∂tρ+ ∇ · (ρu)) + o

(
δt

2
)
, (34)

(ρu)∗ = ρu− δt
(

1− 1

2τ̄

)
(∂t(ρu) + ∇ ·Πeq) + o

(
δt

2
)
. (35)

Therefore, no correction is needed for the density, i.e. ρ(x, t) = ρ∗(x, t), to comply with the continuity
equation, whereas the momentum must be corrected as

ρu = (ρu)∗ − δt(1−
1

2τ̄
)∇ ·Πneq + o

(
δt

2
)

with Πneq =
∑
α

fneqα cαcα (36)

to be consistent with the Navier-Stokes dynamics. The divergence term needs to be discretized to complete
the model. To do so, a Taylor expansion in space of fneqα (x, t) gives

fneqα

(
x± 1

2
cαδt, t

)
= fneqα (x, t)± 1

2
δt(cα ·∇)fneqα (x, t) +

1

4
δ2
t (cα ·∇)2fneqα (x, t) + o

(
δt

2
)

(37)

which allows us to finally rewrite the correction for the momentum as

(ρu)(x, t) = (ρu)∗(x, t)− (1− 1

2τ̄
)
∑
α

cα

(
fneqα

(
x +

1

2
cαδt, t

)
− fneqα

(
x− 1

2
cαδt, t

))
+ o

(
δt

2
)
. (38)

The approach is so far general and results from manipulating the discrete-velocity Boltzmann equation
and using Taylor expansions at second order. Interestingly, Chen et al. [7] then proposed to simplify
Eq.(38) by evaluating the correction at intermediate time t−δt/2 and by approximating the non-equilibrium
distributions as

fneqα

(
x +

1

2
cαδt, t−

δt
2

)
' −τ̄ (feq∗α (x + cαδt, t)− feqα (x, t− δt)) (39)

fneqα

(
x− 1

2
cαδt, t−

δt
2

)
' −τ̄ (feq∗α (x, t)− feqα (x− cαδt, t− δt)) . (40)
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This is equivalent to considering a recursive expansion restricted to m = 1 and a second-order central
finite-difference approximation of the derivative. As expected in a prediction-correction procedure, the
distributions at time t are evaluated from the predicted density and momentum, i.e. feq∗α = feqα (ρ∗,u∗).
The resulting algorithm is indeed simple and may be summarized as

• prediction step:

ρ∗(x, t) =
∑
α

feq[−1]
α (41)

(ρu)∗(x, t) =
∑
α

cαf
eq[−1]
α (42)

• correction step:

ρ(x, t) = ρ∗(x, t) (43)

(ρu)(x, t) = (ρu)∗(x, t)− (τ̄ − 1

2
)

[
(ρu)(x, t− δt)−

∑
α

cαf
eq
α (ρ∗,u∗) (x + cαδt, t)

]
(44)

This simplified LB scheme shares some similarity (to some extent) with our recursive finite-difference ap-
proach and will be considered for comparisons in the following numerical tests.

3. Numerical simulations

In this section, two flow configurations are considered to assess the validity of our recursive finite-
difference scheme (abbreviated as rfd, Eqs. (26), (27), and (28)) against the prediction-correction scheme
(precorr, Eqs. (41), (42), (43), and (44)) and the standard stream-and-collide LB algorithm (lbm,
Eq. (45)). This latter expresses as

gα(x + cαδt, t+ δt) = gα(x, t)− 1

τ̄g
(gα(x, t)− geqα (x, t)) (45)

with τ̄g = τ̄ + 1/2 and geqα = feqα . The rfd algorithm is initialized by performing the first two steps with
the standard LB method. Two different values of the adjustable parameter γ are considered in the analysis,
namely γ = 0 and an optimal value obtained by a trial-and-error procedure (detailed later). In the remainder
of the article, all quantities are expressed in lattice units obtained by normalizing space and time by the
lattice spacing and the time step, respectively.

3.1. Double shear-layer flow

The double shear-layer flow is a classical test case for numerical methods. Two thin horizontal shear
layers are located at y = L/4 and y = 3L/4 in a two-dimensional periodic domain of size [0, L] × [0, L]. A
small vertical velocity perturbation is added in order to disturb the flow. A Kelvin-Helmholtz instability is
expected to develop with two counter-rotating growing vortices. The thinning of the shear layers can lead
to the development of spurious vortices and possibly the blow-up of the simulation.

The initial velocity field is

ux(x, 0) = U0 tanh

(
k

(
y

L
− 1

4

))
for y ≤ L/2 (46)

ux(x, 0) = U0 tanh

(
k

(
3

4
− y

L

))
for y ≥ L/2 (47)

uy(x, 0) = U0 δ sin

(
2π

(
x

L
+

1

4

))
(48)
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where U0 is the characteristic velocity of the flow, k/L is inversely proportional to the thickness of the two
shear layers and δ is the amplitude coefficient of the initial perturbation in velocity. Following previous
works, the double shear-layer flow is simulated with k = 80 and δ = 5% [16, 17]. The reference velocity U0

is fixed so that the Mach number is Ma = U0/cs =
√

3U0 = 0.3. The length L corresponds to the resolution
of the simulation (in lattice units) and is considered as a parameter. The Reynolds number is kept constant
at Re = U0L/ν = 3 104 by adjusting the viscosity. This configuration corresponds to a challenging test case
that can become unstable at low resolutions. Finally, let us mention that the initial density (or pressure)
field is not known. To circumvent this difficulty, the iterative procedure proposed by Mei et al. [18] was
used to generate equilibrium and non-equilibrium part of the distribution functions in a consistent manner
and avoid transient errors; the initial density was set to unity and the stopping error criterion was taken to
be 10−8 in the iterative procedure.

In Fig. 2, the vorticity for various resolutions is displayed at the same convective time t∗ = 1 with
t∗ ≡ t U0/L for the different algorithms. For the rfd algorithm, the top shear layer refers to a simulation
with γ = 0, whereas the bottom shear layer is simulated with an optimized γ 6= 0 obtained by a trial-and-
error method. An analytical approach (based on a von-Neumann analysis) will be introduced later in the
article to infer the optimal γ. For the moment, the optimal γ is found by incremental testing, i.e. by trying
successive values of γ with an increment of 0.01. The optimal γ minimizes the error made on the averaged
kinetic energy with respect to a reference solution in the interval 0 ≤ t∗ ≤ 2. In practice, we used the
solution of the lbm simulation at the highest resolution (L = 512) as reference.

At low resolution (L = 128) the lbm simulation is unstable whereas the rfd and precorr simulations
remain stable but the counter-rotating vortices are obviously over-damped. At intermediate resolution
(L = 256) the lbm gains in stability but spurious vortices still appear where the shear layer is the thinnest.
These vortices are not observed in the rfd and precorr simulations, however, the latter produce a larger
numerical dissipation as evidenced by the diffusion of the shear layer. Interestingly, the situation can be
greatly improved by selecting the optimal parameter γ = 0.18 in the rfd algorithm. Finally, all schemes
give satisfactory results and converge towards the same solution at high resolution (L = 512) except for the
rfd with γ = 0, for which the vortex is still too dissipated.

In summary, these first qualitative results show that stability is improved with the rfd and precorr
algorithms but this comes at the cost of an increase of the numerical dissipation. Nevertheless, it is possible to
reduce significantly the numerical dissipation in the rfd simulation by adjusting the value of the parameter
γ. This is quantitatively confirmed in Fig. 3, where the mean kinetic energy is plotted at the intermediate
resolution for the different algorithms. At this resolution, the rfd simulation with the optimized γ is stable
and very close to the reference lbm solution.

3.2. Taylor-Green vortex flow

The two-dimensional Taylor-Green vortex flow is another meaningful test case as it provides an exact
analytical solution for the Navier-Stokes equations (at low Reynolds number). The solution reads for a fully
periodic domain of size [0, L]× [0, L]

ux(x, t) = −U0

√
ky
kx

cos(kxx) sin(kyy) exp(−t/Tν), (49)

uy(x, t) = U0

√
kx
ky

sin(kxx) cos(kyy) exp(−t/Tν), (50)

ρ(x, t) = 1− cs2U
2
0

4

(
ky
kx

cos(2kxx) +
kx
ky

cos(2kyy)

)
exp(−2t/Tν) (51)

where U0 is the initial characteristic velocity, kx = ky = 2π/L, and Tν = 1/[(k2
x + k2

y)ν] is the characteristic
decay time. The initial distribution functions for the lbm algorithm are taken at equilibrium value, i.e.
fα(x, 0) = feqα (ρ(x, 0),u(x, 0)). At low Reynolds number, the initial vortices decay in time with an expo-
nential rate Tν due to the viscous dissipation. As before, various simulations are performed with the rfd,
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Figure 2: Double shear-layer simulations. Normalized vorticity at convective time t∗ ≡ t U0/L = 1 for resolutions L = 128,
L = 256 and L = 512. The lbm simulation is unstable at L = 128.

precorr and lbm schemes and compared with the analytical solution. The relative error is quantified by
using the L2-norm over the entire computational domain, i.e.

εϕ(t∗) =

√∑
x (ϕsimulated(x, t∗)− ϕanalytical(x, t∗))

2∑
x ϕ

2
analytical(x, t

∗)
(52)

for the variables ϕ = ρ, ux and uy at the normalized diffusive time t∗ = t/Tν . In practice, only the error in
εux will be examined, the error εuy being of the same order of magnitude. Table 1 gathers the parameters
of the different simulations and the related figures.

At first, different domain sizes (or resolutions) are considered, namely L = 32, 64, 128 and 256, and a
convergence analysis is carried out. Here, it is appropriate to adopt a diffusive scaling, meaning that δx

2/δt
is kept constant through all simulations. Consequently, the relaxation time (or the viscosity) is constant in
lattice units but the Mach number varies inversely to the resolution. The similitude in the Mach number can
be disregarded as long as acoustic features are ignored, i.e. the Mach number remains low. Such condition
is met here. The characteristic velocity is given by

U0 =
Re ν

L
. (53)
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Figure 3: Double shear-layer simulations. Normalized averaged kinetic energy according to the convective time t∗ for the
intermediate resolution L = 256. The reference simulation refers to the lbm simulation at high resolution L = 512.

L ν = τ̄ /3 Re
Fig. 4 variable 0.01 100
Fig. 5 32 variable 100
Fig. 6 32 0.01 variable
Fig. 7 32 0.01 100

Table 1: Independent parameters of the performed simulations. The characteristic velocity U0 is given by U0 = Re ν/L and
the Mach number is Ma =

√
3 U0.

The Taylor-Green vortex flow is simulated up to two decay times (t∗ = 2) at Re = 100 with ν = 0.01.
The Mach number varies as Ma =

√
3/L � 1 with the resolution L. The relative errors are evaluated at

t∗ = 2 and shown in Fig. 4. For all schemes, a fourth and second-order convergence are found for the density
and the velocity respectively. This is consistent with the second-order accuracy in space of the different
algorithms. The difference of order between the density and the velocity agrees with the hypothesis that
typically δρ ∼ ρ0u

2/c2s in the weak-compressibility limit. Nevertheless, while sharing the same order of
convergence, the initial error for the rfd algorithm with γ = 0 and the precorr algorithm is much greater.
The optimal value γ = 0.15 in the rfd algorithm reduces this initial error at a level close to that of the lbm
simulation. No variation of the optimal γ was found for the different resolutions with a constant relaxation
time.

The influence of the relaxation time, or viscosity, at constant Reynolds number Re = 100 and resolution
L = 32 is now examined. Changing the relaxation time (τ̄ = 3ν in lattice units) leads to a variable Mach
number with Ma = (Re/

√
3L)τ̄ . It is observed in Fig.5a that the error in density naturally increases with

τ̄ . Large errors on the velocity are observed in Fig. 5b for small relaxation times as compared to the lbm
algorithm. The numerical dissipation of the rfd algorithm with γ = 0 and the precorr algorithm damages
the numerical accuracy at this low resolution (L = 32). At the smallest viscosity, the numerical dissipation
inherent to the finite-difference discretization exceeds the actual dissipation and the optimization of γ no
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Figure 4: Taylor-Green vortex flow simulations. L2-norm (relative) error at time t = 2Tν for the different resolutions L = 16,
L = 32, L = 64 and L = 128.

longer helps to reduce εux in the rfd algorithm. This obviously points to an obvious limitation of this type
of approach in the limit of vanishing viscosity, unless the resolution is considerably increased. On the other
hand, at high viscosity the rfd algorithm with an optimized γ appears to provide the most accurate value
for the velocity, the lbm solution being degraded by errors in Mach number. Such errors, which are a priori
also present in the finite-difference approach, can be “compensated” by picking the optimal γ. Finally, let
us notice that the optimal γ depends on τ̄ .

In the next configuration, both the viscosity (or relaxation time) and the resolution are kept constant
with ν = 0.01 and L = 32. The impact of the characteristic velocity (or Mach number) alone is shown in
Fig. 6. The relative error in density typically increases as Ma2 whereas the velocity error remains mostly
identical. For U0 = 0.3125, the Mach number reaches Ma = 0.5 which is detrimental to the accuracy of the
lbm algorithm. The value of the optimal γ remains almost constant. Finally, the evolution in time of the
error is plotted for L = 32, Re = 100 and ν = 0.01 in Fig. 7. The relative error in density improves in time
as the level of density fluctuations decreases. On the other hand, the velocity error deteriorates with time
for the rfd (γ = 0) and precorr algorithms as spurious numerical dissipation accumulates. Corrections
to limit this over-dissipation for the precorr scheme (as suggested in [14]) or γ 6= 0 for the rfd scheme
appears to be mandatory.

In summary, we first confirm that the precorr algorithm gives very satisfactory results in view of its
simplicity, namely, its macroscopic character, its locality (restricted to first neighbours) and the absence
of any adjustable parameter; it performs better than the rfd algorithm with γ = 0. However, adjusting
γ in the rfd scheme provides a way to significantly reduce the numerical dissipation, and obtain results
comparable with those given by lbm scheme, except for very low relaxation times (in lattice units) where
the lbm remains superior in terms of accuracy. The selection of γ in the rfd scheme is important, however,
a prediction of the optimal γ would be desirable to avoid any prior trial-and-error procedure. In the next
section, we will see by using a von Neumann analysis that it is possible to infer (to a certain extent) the
optimal value of the rfd scheme as a function of the relaxation coefficient τ̄ .

4. Von Neumann analysis of the recursive finite-difference lattice Boltzmann scheme

4.1. Comparisons

The so-called von Neumann (stability) analysis is a procedure that is commonly used to investigate the
stability and Fourier spectral properties of finite-difference schemes [19]. It is here used to gain insight about
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Figure 5: Taylor-Green vortex flow simulations. L2-norm (relative) error at time t = 2Tν for various relaxation times, τ̄ = 3ν
in lattice units. The optimal γ in the rfd algorithm is γ = 0.17 for τ̄ = 0.0003 and τ̄ = 0.003, γ = 0.15 for τ̄ = 0.03 and
γ = −0.07 for τ̄ = 0.3.

the calibration of the parameter γ in the rfd scheme. At first, the distributions fα(x, t) are considered
as small perturbations around a stationary and uniform reference state (ρ, U): fα = f̄α + f ′α with f̄α =
feqα (ρ,U). The fluctuating components are expressed as complex monochromatic plane waves

f ′α = Aα exp (i(k · x− ωt)) (54)

where ω and k denote respectively the (complex) pulsation and the wavevector, Aα is the amplitude of the
wave. This decomposition is introduced in our scheme

fneq[0]
α = τ̄

(
(−γ + τ̄ − 3

2
)feq[0]
α + (3γ + 2(1− τ̄))feq[−1]

α + (−3γ + τ̄ − 1

2
)feq[−2]
α + γfeq[−3]

α

)
(55)

by assuming that feqα ' f̄α + Jαβf
′
β with the Jacobian matrix Jαβ = (∂feqα /∂fβ) being evaluated at the

reference state. This eventually yields for each α

(δαβ − Jαβ)f ′β = τ̄
(

(−γ + τ̄ − 3

2
) + (3γ + 2(1− τ̄)) exp (i(ω − k · cα)δt)

+ (−3γ + τ̄ − 1

2
) exp (2i(ω − k · cα)δt) + γ exp (3i(ω − k · cα)δt)

)
Jαβf

′
β (56)

with an implicit summation over the index β. This dispersion equation may be recast into a generalized
eigenvalue problem by first rewriting it in a matrix form as (Aλ3 +Bλ2 +Cλ+D)f ′ = 0 with λ = exp (iωδt)
and by introducing the new vectors g′ = λf ′ and h′ = λg′. Precisely, one obtains−D 0 0

0 I 0
0 0 I

f ′

g′

h′

 = λ

C B A
I 0 0
0 I 0

f ′

g′

h′

 (57)

where I stands for a 9 × 9 identity matrix (in the case of a D2Q9 lattice) and Aαβ = τ̄ γ exp (−3iφα)Jαβ ,
Bαβ = τ̄(−3γ + τ̄ − 1

2 ) exp (−2iφα)Jαβ , Cαβ = τ̄(3γ + 2(1 − τ̄)) exp (−iφα)Jαβ and Dαβ = −δαβ + (1 +
τ̄(−γ + τ̄ − 3

2 ))Jαβ with φα = k · cαδt.
The non-locality of the finite-difference stencil increases the size of the eigenvalue problem. The Jacobian

of the equilibrium distributions has been derived analytically with the SymPy Python module for symbolic
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Figure 6: Taylor-Green vortex flow simulations. L2-norm (relative) error at time t = 2Tν . The optimal γ in the rfd simulation
is γ = 0.15 for U0 = 3.125 10−4, 3.125 10−3, 3.125 10−2 and γ = 0.14 for U0 = 0.3125.

computation. The eigenvalue problem has been solved by using the SciPy Python module. The pulsations
are eventually given by

ωδt = −i log(λ) (58)

for a given reference state (ρ,U) at wavevector k. By noting that exp(−iωt) = exp(=(ω)t) · exp(−i<(ω)t),
it follows that the dispersion of the wave is associated with <(ω) whereas the dissipation is linked to =(ω).
To improve the readability of the plots, over-damped modes (=(ωα)/ν < −104) have been disregarded. The
dispersion and dissipation properties have been compared with those of the standard LB scheme, for which
the von Neumann analysis leads to the eigenvalue problem

f ′ = λA

(
I − 1

τ̄g
(I − J)

)
f ′ with Aαβ = exp (−ik · cαδt) δαβ (59)

instead of Eq. (57). The pulsations obtained analytically from the isothermal Navier-Stokes equations [20]
will also be indicated in the figures.

In Fig. (8) and Fig. (9), the dispersion and dissipation rates are displayed as a function of the wavenumber
for the standard lbm scheme, the Navier-Stokes equations and the proposed rfd scheme with different values
of γ. The lattice units are used, i.e. δx = 1 and δt = 1. The Mach number and the relaxation time are
the two independent parameters of the analysis. The Mach number is fixed at Ma = 0.1 considered as a
representative value. On the other hand, two relaxation times τ̄ = 3 10−3 (Fig. 8) and τ̄ = 3 10−1 (Fig. 9)
are examined. In both cases, the reference velocity is horizontal and the analysis is restricted to waves
propagating along the x-axis for simplicity. The wavenumber varies between 0 and π in lattice units.

First, we can notice that the LB approach (at a mesoscopic level) involves more degrees of freedom than
the macroscopic Navier-Stokes approach and, consequently, more modes in the von Neumann analysis. It is
interesting to understand to what extent the “macroscopic information” is carried by the mesoscopic modes
[21]. In our case, the attention will focus on the dissipation properties, namely, how =(ω) compares with
the theoretical prediction −νk2 at wavenumber k. For τ̄ = 3 10−3 in Fig. 8, increasing the accuracy of
the second-order derivative from first (γ = 0) to second-order accuracy (γ = −τ̄) has a negligible effect on
the spectral properties. For γ = −τ̄ + 1/3, the dispersion behaviour of the shear mode is greatly improved
for kx > π/2, however, =(ω) takes positive values involving an exponential growth detrimental to the
stability. Therefore, improving the accuracy does not a priori help. For all γ, we observe that the level of
dissipation of the rfd scheme is much higher than that of the lbm for kx > π/8, which agrees with the
observations made in the test simulations of the previous section. In Fig. 9, the relaxation time is increased
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Figure 7: Taylor-Green vortex flow simulations. L2-norm (relative) error according to the normalized time t∗ ≡ t/Tν at
Re = 100, L = 32 and ν = 0.01.

at τ̄ = 0.3. According to τ̄ =
√

3ν/csδx, this can be achieved by decreasing δx by a factor of 100 with all
physical parameters kept constant. In that case, it is observed that the spectral behavior of the rfd scheme
is greatly improved and very comparable to the spectral behavior of the lbm scheme for the dissipation,
which is remarkable for a finite-difference scheme. Nevertheless, this comes with the price of increasing
significantly the computational cost by reducing the grid spacing δx. Interestingly, a non-trivial degraded
behavior is observed for γ = −τ̄ even if this value corresponds to a higher order in accuracy than γ = 0.
The optimization of γ is therefore not straightforward.

The strategy of optimizing the spectral properties of finite-difference schemes has already been widely
used in computational acoustics with the so-called dispersion-relation-preserving schemes [22]. In the lattice
Boltzmann domain, the stability of the multiple-relaxation-time collision operator is optimized by carefully
choosing the relaxation rates of moments through a von Neumann analysis [23]. In [24], parametric finite-
difference schemes for the Boltzmann equation are proposed, and by selecting a well-suited parameter, the
spurious numerical dissipation can be reduced. In the same vein, analytical developments are carried out in
the next section to infer an optimal value of γ with respect to the dissipation dynamics.

4.2. Predicting the parameter γ

The trial-and-error method used previously to find the optimal parameter γ is efficient but can not be
considered as an end in itself. A more straightforward way is desirable. In this subsection, we try to take
advantage of the von Neumann analysis to infer the optimal γ. To allow analytical developments, we limit
ourselves to the case Ma = 0. This is not restrictive since the dissipation behavior only weakly depends
on the Mach number provided that this latter remains small; the optimal γ depends essentially on τ̄ . The
eigenvalue problem Eq. (56) can then be solved analytically by means of a computer algebra system. The
shear mode is of particular interest in our case, and is related to the root of the equation

2
(
4 cos3(k̄x)− 3 cos(k̄x) + 2

)
γτ̄λ3 +

(
4τ̄ cos2(k̄x)− 12γ cos2(k̄x)− 2 cos2(k̄x)− 6γ + 2τ̄ − 1

)
τ̄λ2

+ 2
(
3γ cos(k̄x)− 2τ̄ cos(k̄x) + 6γ − 4τ̄ + 2 cos(k̄x) + 4

)
τ̄λ+ (−6γ + 6τ̄ − 9) τ̄ = 0 (60)

with λ = exp(iωsδt) and k̄x ≡ kxδx. From the Navier-Stokes equation, the pulsation associated with shear
mode is ωs = −ik2

xν. This pulsation is substituted in Eq. (60) by considering

λωs = exp

(
k̄2
xτ̄

3

)
(61)
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Figure 8: Von Neumann analysis: Dispersion and dissipation rates given by the real and imaginary parts of the pulsation of
plane-wave perturbations around a uniform and stationary reference state at Ma = 0.1 and τ̄ = 3 10−3. Only the dependence
along the x-axis is here considered. For the analytical Navier-Stokes solution, the different waves correspond to two acoustic
modes, ωac± propagating at speed U ± cs and a shear mode, ωs,propagating at speed U ; the acoustic and shear modes are
dissipated at rate −νk2. In the rfd, the value γ = 0 corresponds to an approximation of the first and second derivatives with
second-order and first-order accuracy respectively. For γ = −τ̄ the derivatives are approximated with second-order accuracy,
whereas they are approximated with third-order and second-order accuracy for γ = −τ̄ + 1

3
.

to yield

γ(k̄x, τ̄) =
4A(k̄x) (τ̄ − 1) exp(

k̄2xτ̄
3 ) +B(k̄x) (−2τ̄ + 1) exp(

2k̄2xτ̄
3 )− 6τ̄ + 9

6A(k̄x) exp(
k̄2xτ̄

3 )− 6B(k̄x) exp(
2k̄2xτ̄

3 ) + 2C(k̄x) exp(k̄2
xτ̄)− 6

. (62)

with A(k̄x) = cos(k̄x) + 2, B(k̄x) = 2 cos2(k̄x) + 1 and C(k̄x) = 4 cos3(k̄x) − 3 cos(k̄x) + 2. The function
γ(k̄x, τ̄) may be interpreted as the optimal parameter γ associated with each wavenumber k̄x of the plane-
wave decomposition of the solution, at a given τ̄ . It a priori ensures that the shear mode of the rfd scheme
matches exactly the shear mode of the (linearized) Navier-Stokes equations at all wavenumbers.

The colormap of γ(k̄x, τ̄) and several isocontours are displayed in Fig. 10a. In practice, only an effective
parameter γ(τ̄) is selected in a simulation. Therefore, the idea would be to identify a color covering the
widest range of wavenumbers at fixed τ̄ . We see in Fig. 10a that the light-blue color covers the range of
wavenumbers 0 ≤ k̄x ≤ π/4 for τ̄ ≤ 0.05. Nonetheless, a steep variation of γ with k̄x is also observed at
larger wavenumbers in the same range of relaxation coefficients, which indicates that approximating γ(k̄x, τ̄)
by a constant effective value can not be relevant at all wavenumbers. As a rule of thumb, one may claim
from Fig. 10a that the scheme can only be optimized to resolve wavenumbers in the range 0 ≤ k̄x ≤ π/4 (at
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Figure 9: Von Neumann analysis: Dispersion and dissipation rates given by the real and imaginary parts of the pulsation of
plane-wave perturbations around a uniform and stationary reference state at Ma = 0.1 and τ̄ = 3 10−1.

least eight points per wavelength) for τ̄ ≤ 0.05. The situation improves for larger relaxation coefficients, in
particular when τ̄ ' 1/2 for which γ = 0 appears to be optimal at all wavenumbers. In that particular case,
the rfd scheme consistently reduces to the lbm scheme and simply writes

fneq[0]
α = −1

2

(
feq[0]
α − feq[−1]

α

)
(63)

with ρ(x, t) =
∑
α f

eq[−1]
α and (ρu)(x, t) =

∑
α f

eq[−1]
α cα. This coincidence is not surprising since the

contribution of the non-equilibrium component of the distributions in the lbm scheme cancels out for the
specific value τ̄ = 1/2 (τ̄g = 1). However, such favorable regime is only attainable for flows at very low
Reynolds numbers or by greatly increasing the resolution.

As expected, the dissipation rate of the shear mode displays the correct behavior in Fig. 10b. Neverthe-
less, we also observe that an acoustic mode triggers an instability at k̄x ≥ π/3 thus showing that optimizing
the dissipation at all wavenumbers while preserving the stability turns out to be unrealistic. As already
mentioned, a more accessible goal seems to find an effective γ to optimize the dissipation at low wavenumbers
only. In this regard, we can mention that

lim
k̄x→0

γ(k̄x, τ̄) =
1

3
τ̄2 − 1

2
τ̄ +

1

6
(64)

provides a lower bound in the limit of vanishing k̄x = kxδx.
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(a) Colormap of γ(k̄x, τ̄) given by Eq. (62). Some isocontours are
represented.
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(b) Von Neumann analysis at Ma = 0, τ̄ = 3 10−3.

Figure 10

In general, the value of the optimal γ should depend on the spectral decomposition of the simulated
flow. If k̄∗ represents the characteristic energy-carrying wavenumber of the solution, γ(k̄∗, τ) is expected
to be relevant for the optimal γ provided that 0 ≤ k̄∗ ≤ π/4. The values obtained by the trial-and-error
method are compared with the present analytical modeling in Fig. 11. In the case of the Taylor-Green
vortex simulation, one can consider that the kinetic energy is concentrated at wavenumber k̄∗ ≈ 2π/L
from the analytical form of the initial condition. The resolutions L = 32, 16 and 8 thus give respectively
k̄∗ ≈ π/16, π/8 and π/4 (in lattice units). We observe in Fig. 11 that the experimental values obtained
by trial-and-errors method are in excellent agreement with the theoretical prediction γ(k̄∗, τ̄) by varying
τ̄ for each level of resolution. Nonetheless, we observe an increasing discrepancy with τ̄ that we attribute
to errors in Mach number; the prediction is made at Ma = 0. The optimal γ decreases slightly with the
velocity. For the double-shear-layer configuration, the solution involves fluid structures at different scales
(see Fig. 2) which implies a much broader spectral decomposition. Different resolutions are considered with
L = 128, 256 and 512. The Mach and Reynolds numbers are kept constant so that the viscosity (or τ̄)
increases proportionally to L. We observe that the optimal γ obtained by the trial-and-error method lies
in the interval 0.18− 0.20 corresponding to a spectral decomposition typically in the range of wavenumbers
π/8 − π/4. This is consistent with the number of lattice nodes used to resolve the fluid structures. The
expected decrease of the optimal γ with the resolution L is also captured. However, we are not able to
predict finely the optimal γ but only to provide an order of magnitude related to the spectral domain (in
wavenumbers) of the solution.

5. Conclusion

The main objective of this article is to highlight a recursive formulation of the discrete-velocity Boltzmann
equation, and its potential to derive alternative finite-difference Lattice Boltzmann schemes. This recursive
formulation has the advantage of expressing the distribution functions in terms of flow variables but involves
an infinite sum of increasing-order derivatives of the equilibrium distributions. Fortunately, all but the first
two terms of this sum can be omitted if the equivalent macroscopic equations aim at recovering the Navier-
Stokes dynamics. Under this assumption, the distribution functions are expressed as

fα = feqα − τ (∂t + cα ·∇) feqα + τ2 (∂t + cα ·∇)
2
feqα

with feqα = feqα (ρ,u). The price that comes with the expression of the solution in terms on flow variables only
is the non-locality of the first and second-order particle derivatives. A parametric family of finite-difference
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Figure 11: The lines correspond to the theoretical (von Neumann analysis) optimal γ(k̄x, τ̄) as a function of τ̄ for various
wavenumbers k̄x at Ma = 0. The symbols correspond to the optimal γ obtained by the trial-and-error method (with an
increment of 0.001) for the Taylor-Green vortex (TGV) and double-shear-layer (DSL) simulations.

LB schemes is derived as a possible use of this formulation. It has been shown through simulations and a
von-Neumann analysis that the developed schemes are relevant in terms of stability and accuracy, and can be
optimized to approach the physical dissipation of the Navier-Stokes equations in the range of (normalized)
wavenumbers 0 < k̄x < π/4, i.e. with a resolution greater or equal to eight points per wavelength.

Finally, we would like to mention that this recursive formulation and the proposed finite-difference
schemes provide an attractive alternative to reconstruct unknown distribution functions resulting to a lack
of connectivity, e.g. at the boundary of the simulation domain or at the interface between two different-
resolution domains. It can also be of interest in hybrid simulations to match Navier-Stokes and Lattice
Boltzmann schemes.
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Appendix A. Navier-Stokes equations from Chapman-Enskog expansion

At O(ε0), f
(0)
α = feqα which imposes∑

α

fα = ρ =
∑
α

f (0)
α −→

∑
α

f (n)
α = 0 ∀n ≥ 1, (A.1)∑

α

cαifα = ρui =
∑
α

cαif
(0)
α −→

∑
α

cαif
(n)
α = 0 ∀n ≥ 1. (A.2)
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Taking the zeroth, first, and second moments of Eq. (10) yields

∂
(1)
t ρ+ ∂

(1)
i (ρui) = 0, (A.3)

∂
(1)
t (ρui) + ∂

(1)
j Πeq

ij = 0, (A.4)

∂
(1)
t Πeq

ij + ∂
(1)
k Πeq

ijk = −1

τ̄
Π

(1)
ij (A.5)

with Πeq
ij =

∑
α cα,icα,jf

eq
α = ρuiuj + ρcs

2δij , Πeq
ijk =

∑
α cα,icα,jcα,kf

eq
α and Π

(1)
ij =

∑
α cα,icα,jf

(1)
α . The

first two equations correspond to the Euler equations with the pressure being defined by p = ρcs
2. Similarly,

computing the zeroth, first, and second moments of Eq. (11) gives

∂
(2)
t ρ = 0 (A.6)

∂
(2)
t (ρui) + ∂

(1)
j Π

(1)
ij = 0. (A.7)

Gathering the equations at O
(
ε1
)

and O
(
ε2
)

and by multiplying each order by ε and ε2 respectively, the
Navier-Stokes equations are recovered

∂tρ+ ∂i(ρui) = 0 (A.8)

∂t(ρui) + ∂j(ρuiuj + pδij) + ∂j(εΠ
(1)
ij ) = 0 (A.9)

where εΠ
(1)
ij can be identified with the viscous stress tensor by using Eq. (A.5) and by neglecting third-order

terms in Mach number.
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