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Abstract 

This paper presents and compares two combined experimental-numerical techniques for the 

investigation of fracture properties of additively manufactured polymer parts using digital 

image correlation (DIC) measurements. The first method only uses measured kinematic fields, 

and the second is based on Finite Element simulations driven by measured boundary 

conditions. A mini Single Edge Notched Tensile sample manufactured by fused filament 

fabrication with ABS is studied. It is shown that both methods locally extract J-integrals, and 

the crack tip is accurately located by the FE-based method. By comparing computed 

displacements to those measured via DIC, it is possible to locally check the validity of the 

numerical model. The initiation and propagation stages are analyzed independently thanks to 

two different magnifications of acquired image series. 

Keywords: Additive manufacturing; digital image correlation; finite element method; J-

integral, crack propagation 
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1 INTRODUCTION 

The increased use of Additive Manufacturing (AM) in the production of functional and finished 

parts raises the level of quality requirements1. Therefore, the major challenge of AM research 

is to improve the mechanical properties using various experimental and numerical design 

techniques2. The most commonly used technology for making AM parts made of polymers is 

fused filament fabrication (FFF)3,4. The process is based on the extrusion of a thermoplastic 

polymer filament through a heated nozzle deposited layer-by-layer to create parts from a digital 

model. Acrylonitrile-Butadiene-Styrene (ABS) is the most widely used and commonly studied 

polymer for FFF5.  

Many studies focused on the tensile properties, although flexural6, torsional7, and 

compressive8 tests of FFF structures were reported as well. These studies showed that the 

mechanical properties depended on the material, in addition to the geometry and processing 

parameters (e.g., orientation, raster angle, raster width, filament size, gap, and temperature)9–

16. There are few analyses on the fracture properties of AM polymer parts. Recently, there was 

a growing interest in the understanding of fracture for 3D printed polymers. Hart et al.17 

explored the effect of layer orientation on the fracture properties of ABS obtained via FFF. The 

authors demonstrated that the inter-laminar fracture toughness (i.e., fracture between layers) 

was approximately one order of magnitude lower than the cross-laminar toughness (i.e., 

fracture through layers). Aliheidari et al.18,19 studied the fracture resistance and the interlayer 

adhesion of FDM 3D printed materials. It was shown that the fracture resistance was 

significantly affected by the nozzle temperature. Higher temperatures allowed for a good 

interlayer adhesion, which was found to be close to the fracture resistance of bulk ABS. 

McLouth et al.20 analyzed how the fracture toughness varied with the underlying 

mesostructure. It was concluded that the orientation of individual tracks of deposited material 

with respect to the crack tip had the most pronounced role in altering the fracture toughness of 

3D printed ABS; an outcome previously proven by Brugo et al21 on laser sintered polyamide. 

Li et al.22 confirmed that the fracture properties strongly depended on the build/raster 

orientations.  

Although previous works have studied the effect of printing parameters on the fracture 

properties, most of them have focused on global scale analyses. Local measurements have not 

been incorporated to study in detail crack initiation and growth. Thus, knowing the important 

effect of mesostructures on the fracture of AM parts, the present work focuses on local 

measurements (i.e., at the microscale) via Digital image correlation (DIC). The kinematic 
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measurements were further processed to extract fracture mechanics parameters. DIC is widely 

used to measure displacement fields, thanks to its ease of use for a wide range of materials 

including AM polymeric materials. Based on the kinematic field around a crack, Cherepanov–

Rice's J-integral23 was assessed to directly calculate the energy release rate from strain fields 

around a crack. Catalanotti et al.24 developed a method based on measured displacement and 

strain fields to extract crack resistance curves of cross-ply CFRP composite laminates. Later, 

Becker et al.25 evaluated the J-integral from the measured crack displacement field, which they 

coined JMAN. Excellent agreement with other fracture characterization techniques was 

reported when testing JMAN on elastic, elastoplastic and quasi-brittle materials25,26.  

In order to evaluate the J-integral for a power-law hardening material, Yoneyama et al.27 

used three methods, that is, the path integral method, the domain integral method and least 

squares fit with the Hutchinson, Rice and Rosengren (HRR) field23,28. The J-integral was 

estimated from strains and stresses computed from DIC measured displacements. It was shown 

that the J-integral could be estimated accurately by such methods27,29. Other hybrid methods 

have also been developed 30–33. Barhli et al.33 proposed an approach transferring displacements 

experimentally measured via DIC to perform finite element simulations to extract the J-integral  

with the commercial code ABAQUS. The advantages underlined in the afore-cited works over 

other methods are geometric freedom, namely, the method can be applied to any type of tested 

sample24,27,33. It is also insensitive to inelastic strains close to the crack tip25,26. J-integral 

evaluations using directly measured crack displacement fields and/or hybrid methods are likely 

to be transferable to AM polymeric materials. Very recently, Issac et al.34 applied the approach 

of Barhli et al 33 to examine the fracture behavior of three in-plane FFF printed architectures 

made of ABS.  

In the present work, a combined computational and experimental investigation is performed 

to study the fracture behavior of 3D printed ABS specimens. A local analysis is performed to 

evaluate fracture mechanics parameter (i.e., J-integral) via displacement and strain fields using 

DIC, and coupling them with finite element simulations. The so-called mini single edge notch 

tension (mini-SENT) specimen is first introduced. The microscale experiment analyzed via 

DIC enables surface displacement and strain fields to be measured35,36. To study the effect of 

the underlying mesostructure on the fracture properties of additively manufactured materials, 

numerical tools are developed herein to make the best use of microscale experimental results. 

Based on kinematic fields, the crack tip location and J-integral are assessed by two independent 

methods. On the one hand, FE calculations are run with ABAQUS37 using measured 
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displacements as boundary conditions. The crack tip position is found by minimizing the error 

between computed and measured displacement fields. The J-integral is assessed with the built-

in interaction integral38,39. On the other hand, MATLAB scripts are developed to find the crack 

tip position and calculate the J-integral using the measured kinematic fields. 

2 EXPERIMENTAL SET-UP AND PROTOCOL  

2.1 Specimen preparation 

A mini-SENT specimen was 3D printed (dimensions shown in Figure 1(A)) by adding 

fused filaments of Acrylonitrile Butadiene Styrene (ABS) using a Makerbot replicator 2X 3D 

printer. The extrusion temperature was set to 230°C, and the fabricated plate was heated up to 

110°C. The sample was printed as a solid part, in a flat part orientation and [+/-45°] 

configuration (Figure 1(B)). The part was made of 24 layers whose individual thickness was 

0.25 mm. The notch dimensions meet ASTM E182040 and ASTM D606841 standard 

recommendations, namely, specimen width and initial crack length. The notch was also printed 

and formed by two contour layers that were locally welded together under the effect of 

deposition temperature. As will be shown herefater, this welded joint will suddenly break 

during the test. Thus, the crack first had to propagate and break these contours before reaching 

the +/- 45° printed layers.  

In order to make surface functionalization easier, the specimen was mechanically polished. 

The thickness of the specimen was reduced from 6 mm to 3 mm. The surface after polishing is 

shown in Figure 1(C). At this scale, porosities generated at the interfaces between filaments 

are visible in addition to the printing sequence made of +/-45° layers. White speckles with 

micrometric dimensions were deposited using an airbrush (speckle diameter varying between 

10 µm and 30 µm with an average of 20 µm, see Figure 1(D))35. 
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(A) (C) 

 

 
 

(B) (D) 

Figure 1: (A) Sample dimensions (in mm). (B) Printing sequence for +/-45° layers.  

(C) Raw and (D) speckled surface  

2.2 In situ tensile test  

The experimental setup consisted of a numerical Keyence VHX-1000 microscope for 

surface observation, a tensile mini machine and a triggering system (Figure 2). The latter 

allowed images to be recorded at specific rates when the specimen was continuously loaded 

and each image to be related to the corresponding applied load. Since the notch was welded 

due to the temperature of filament deposition and the dimension of the notch (i.e., 150 µm in 

width), the magnification power was set to the lower lens range value (100×) in order to 

monitor a wide enough region to monitor notch opening. When its opening was detected, a 

(2×) zoom was applied in the vicinity of the notch root with no interruption of the test. 

During the test, one frame per second was acquired until specimen failure and stored directly 

in tagged image file format (tiff) from the Keyence processing software. The acquired image 

quality was satisfactory (i.e., sufficient contrast and pattern feature size, Figures 1(D) and 2) 

and no additional treatments were required before DIC analysis. This qualitative statement was 

further confirmed after the uncertainty quantification reported in the sequel. The depth of field 

of the selected magnifications was sufficient because it was not necessary to change the 

microscope calibration during the test. This observation proves that the out-of-plane 

displacements remained very small to induce artifacts for 2D-DIC. 

+ 
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Microscope Keyence VHX-1000  

Definition 54 Megapixel 3CCD 

Lens VH-Z100R (100× to 

1000×) 

Wide-range zoom lens  

Image acquisition rate 1 fps 

Pattering technique airbrush  

Pattern feature size 20 µm 

Load cell 5 kN 

Cross-head displacement rate  1.5 µm/s 

 1st part 2nd part 

Field of view 6.1 × 4.5 

mm² 

3.05 × 

2.28 mm² 

Image scale 4 µm/pixel 2 µm/pixel 
 

 

Figure 2: Experimental setup and hardware information 

2.3 Kinematic field measurement 

DIC provides displacement fields42. From an image of the surface in reference and deformed 

states, 2D displacement vectors were retrieved by registering 25-px in radius subsets. DIC 

resolutions are now sufficient to analyze experiments performed at various scales43,44. In the 

present study, Ncorr45 was used to register the microscopic images acquired during the test36. 

The matching criteria used in the DIC code were the normalized cross-correlation, and then the 

normalized sum of squared differences. The subset spacing was set to 3 pixels. Strains were 

calculated with the 2D Savitzky-Golay (SG) digital differentiator45,46. The strain window size 

consisted of 5 × 5 measurement points. To evaluate the measurement uncertainties, a DIC 

analysis was conducted on 20 images prior to the test itself. The standard displacement 

uncertainty was equal to 0.1 µm, and the standard strain uncertainty to 1.2 × 10-4.  

Figure 3 shows the load vs. strain curve, where yy  is the average strain in the tensile 

direction. This curve is associated with longitudinal (Euler-Almansi) strain maps in order to 

illustrate the main local features on the specimen surface. Two zones are observed. The first 

zone corresponds to elastic deformations of the material. This elastic response was stopped at 

step 562 by the load drop, which is due to notch reopening. The notch of the designed specimen 

was not correctly printed, and the filaments of the outline, which should make up the notch 

were welded. Consequently, the strain was uniformly distributed on the material surface. At 

step 551, strain concentrations were observed around the notch, just before reaching step 562 

where weld line failure occurred. The notch fully opened along its length, which was equal to 

3.6 mm. At this step, a zoom was operated to focus on the notch root. The field of view was 

Triggers

Microscope
Keyence VHX-1000

Micro-tensile tester

Triggers
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then changed from 6.1 × 4.5 mm² to 3.05 × 2.28 mm² (this is called part 2 of the test). In that 

part, the highest strain concentration was found at the notch root. Elsewhere, strain distributions 

were more uniform until step 648 where non-uniform distributions appeared. The strain levels 

in these zones are higher than the yield strain of this material, which is estimated (for +/-45 ° 

confiugrations) to be about 0.0234,47. The shape of the concentration zones is due to the 

filaments deposition orientations (Figure 1(D)). They appear at right angles caused by the 

intersection of +45° and -45° orientations. The strain is no longer concentrated in the crack 

vicinity but also in the joints between filaments. The deformation at these zones increased, 

thereby creating multiple cracks in welding lines that ultimately induced global failure. The 

load drop was progressive because of one-by-one filament failure.  

 

 

Figure 3: Strain field analysis of fracture events and corresponding load vs. mean 

longitudinal strain curve 

3 CRACK TIP LOCATION 

The first question to address when analyzing the fracture behavior is the location of the 

crack tip. This is an experimental challenge48. The most widely used technique for crack 

propagation monitoring is to resort to direct observations by optical means49. The resolution in 

Test part 1 Test part 2
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terms of crack opening is of the order of one pixel, which can be satisfactory if an optical 

microscope is used. Crack growth measurement can thus be carried out with a micrometric 

resolution. This approach, despite its simplicity, usually is very delicate and extremely slow. 

On certain types of material, the visual identification of the crack tip is not obvious, which 

makes it imprecise. In the present case, because the surface was speckled for DIC purposes 

(Figure 1(D)) such approach was not possible. Image processing by DIC allows for crack 

growth measurement from subsequent analyses, or as a direct output of the correlation 

procedure. So-called ‘‘integrated approaches’’ (or I-DIC50–52) were followed to directly 

determine the crack tip location. Most of the approaches to measure crack growth using DIC 

were based on post-processing the measured displacement fields24,32,53,54. This approach is also 

used herein to locate the crack tip.  

Two procedures are presented and tested on the present experiment. The first one is based 

on strain field analysis36. The second one uses FE calculations to determine the crack tip 

location by minimizing the distance between measured and computed displacement fields32,55. 

It belongs to the class of finite element model updating techniques56. 

3.1 Procedure 1 (analysis of Euler-Almansi strain maps) 

In the crack vicinity, the longitudinal strain reaches its maximum level very close to the 

crack tip. The crack tip position can be then found by locating the maximum strain. Hereafter, 

it was assumed that crack growth was obtained by tracking the motion of the point of maximum 

in the strain maps. The center of the subset where the strain was maximum was assumed to be 

the crack tip if the upstream region, which is in the wake of the fracture process zone, was free 

of discontinuities. The main procedure steps are shown in Figure 4.  
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Figure 4: (A) Crack tip location algorithm. (B) Strain matrix representation.  

(C) Crack tip position36 

3.2 Procedure 2 

For this second procedure, a simple definition of the crack tip location was considered. It 

corresponded to the location for which the identification error between the measured (umeas) 

and computed (ucomp) displacement fields was the smallest when the crack tip position xc is 

changed32. FE calculations were conducted for every time step. Only the part inside the DIC 

region of interest was modeled. Boundary conditions were defined by prescribing the 

displacements of the external boundary of the ROI (see Figure 5). The computed 

displacements ucomp of all inner nodes are used to determine the crack tip position. The nodal 

displacement difference between DIC and FE analyses is computed, and the displacement gap 

consists in the root-mean-square difference 

( ) ( ) ( )
=

−=
mn

m

cmcompmmeas

m

c
n 1

22 ,
1

xxuxux       (1) 

where xc is the (vector) position of the considered crack tip node, nm the number of 

measurements located at mx . 
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Figure 5: Measured boundary conditions prescribed to the FE model and schematic view of 

the crack tip location procedure 

 

In the finite element model, the ROI was modeled as a 2D rectangular area meshed with 

four-node plane stress elements (CPS4). The mesh size is the distance between consecutive 

subset centers. In this way, the number of nodes in this model was identical to the number of 

DIC subsets (Figure 5). The behavior of the ABS material obtained by FDM was assumed to 

be elastic and orthotropic. The elastic properties of each layer are as follows: E1 = 1680 MPa, 

G12 = 545 MPa, E2 = 1415 MPa, ν12 = 0.37, where the longitudinal direction of the layer is 1, 

the transverse direction is 2. These values were determined by performing a series of tensile 

tests on [0°], [±45°], [90°] configurations47. The same 3D printer and ABS filament were used 

to manufacture those samples. The printing parameter set was identical as well36,57. 

For each load step, several crack tip positions were considered along the crack path. For 

each chosen position, an FE calculation was performed to obtain the nodal displacements. 

Then, these displacements were compared to those measured by calculating the identification 

error (1). The FE result that was closest to reality yields the smallest error. Figure 6 shows the 

identification error as a function of virtual crack positions in two steps of test part 1 

(Figure 6(A)) and test part 2 (Figure 6(B)). The parabolic shape of the curves highlights the 

presence of a global minimum, which is the best approximation of the position of the crack tip.  

××××

BCCrack path
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Crack tip
position 

( ) ( ) ( )
=

−=
mn

m

cmcompmmeas

m

c
n 1

22 ,
1

xxuxux

ucomp

umeas

1

2

3

Bonded nodesBebonded nodes

Crack tip
(Node 105)

×



11 

 

 

Figure 6: Identification error  as a function of crack position for (A) step 563, and (B) step 

626 

 

Procedures 1 and 2 were fully automated within a Matlab environment. In procedure 2, for 

each step (or image), an initial crack tip position was considered on the defined crack path. The 

crack tip was set to be at the position found in the previous image (starting from node 3 for the 

first image). Then, 5 simulations were conducted considering the selected position, the next 3 

downstream and the previous upstream positions. The identification error was calculated for 

each simulation. If the error-tip position curve was not strictly decreasing, the crack tip position 

was the one with the smallest identification error. Otherwise (i.e., the error-tip curve is strictly 

decreasing), 5 new simulations were run in which the selected position is that with the lowest 

error of the previous calculations. Generally, only 5 simulations were needed. Consequently, 

nonlinear least squares procedures were not followed27,51,53. For each simulation batch, the 

finite element calculations, the comparison between measured and calculated displacements 

and the error calculation lasted 5 minutes in all. Thus, for each image, procedure 2 took between 

5 and 15 minutes (depending on the crack propagation increment) to locate the crack tip 

position. Compared to procedure 2, procedure 1 was faster especially at the beginning of the 

test when the only strain concentration zone is near the crack tip but when heterogeneities in 

the strain maps appears, the identification procedure becomes slower (for example, the 

application of procedure 1 on this test took 3 h). 

(A) (B)
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3.3 Results and discussion  

3.3.1 Identification error analysis 

Beyond the location of the crack tip, procedure 2 makes it possible to identify the domains 

of validity of the assumptions made in the FE model. For each load step, the identification error 

was calculated using equation (1), and its minimum value is reported in Figure 7. Two regimes 

were observed when analyzing the identification error as a function of the loading steps (Figure 

7). First, when there was no crack on the surface of the material, the identification error did not 

exceed 2µm (Figure 7(A), until step 562). When compared to the noise floor uncertainty (i.e., 

0.1 µm), it is concluded that a macroscopic elastic model was a good first order approximation 

of the sample behavior. Second, when reaching step 562, the crack initiated and propagated 

causing notch filament weld line failure (see Subsection 2.3). There was a sudden increase of 

the identification error (from 2 µm to 8.2 µm). This increase was due to the development of the 

fracture process zone that gave rise to nonlinearities confined in its vicinity. The perfectly 

elastic behavior assumed in the finite element model did not take into such phenomena so the 

computed strains in this area were underestimated.  

The propagation phase was analyzed in the second part of the test (Figure 7(B)). From step 

566 on, a zoom was operated on the notch bottom vicinity. Thus image 566 is the new reference 

image for DIC, which resets the measured displacements. This reset explains the fact that the 

identification error again starts from very low values. The error increased in two stages. The 

first one, up to image 710, was a gradual growth because the largest part of the difference 

between the measured and computed displacements essentially came from the fracture process 

zone where increasingly pronounced plasticity took place. Beyond step 710, several areas of 

plastic deformation and damage appeared elsewhere than round the crack tip so that the error 

increased more rapidly. Heterogeneities in the strain maps (Figure 3) were due to the 

mesostructure of the material obtained by AM36. 
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Figure 7: Identification error   for (A) test part 1, and (B) test part2 

3.3.2 Crack growth 

Figure 8 shows the crack extension history obtained by applying both procedures. At the 

beginning of the test, no crack propagation was noticeable. Both methodologies had high 

uncertainties for the first steps due to the very small displacement ranges. Once reaching step 

562, the crack initiated and propagated between the two filaments forming the edge of the 

notch. In the second part of the test (from step 565 on), the displacement fields were reset 

because of the magnification change. Despite small displacement levels, it was observed that 

the FE procedure identified smaller crack lengths than the strain field-based procedure. The 

presence of the crack did not necessarily cause discontinuities in the measured strain fields. For 

this reason, the first procedure did not detect crack growth on the first 70 images. It is therefore 

believed that the results provided by procedure 2 are more trustworthy in this first part of 

propagation. From step 636 on, when the deformation becomes sufficiently large compared to 

the reference state (step 566) the propagation of the crack was detected. Beyond step 690, both 

procedures converged to similar values of Δa with a maximum offset of 6%. This analysis 

highlights the precision of the method based on FE analyses (procedure 2). Its ability to detect 

crack growth even in the case of small deformations is a strong advantage. This capability was 

useful in this study to be able to continue following the crack propagation even with a change 

in microscope magnification and with the re-initialized kinematic fields. 

 

(A) (B)
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Figure 8: Crack growth history determined by both procedures 

 

Last, let us note that in procedure 1, the complexity of the crack path can be taken into 

account since the crack tip search is performed on a domain located downstream of the crack. 

For the second procedure, the tip of the crack is located along a pre-determined path, which 

was straight in the present case (Figure 5). Otherwise, thanks to correlation analyses (with the 

use of gray level residuals58,59) the crack path can be tailored to its actual topography. The 

displacement residuals can also be checked to validate a posteriori the a priori choices.  

4 J-INTEGRAL CALCULATION 

To evaluate the J-integral, experimentally measured displacement and strain fields via DIC 

were used. Then, the stresses were evaluated locally by assuming orthotropic elasticity to apply 

along the considered contour. Another route was provided by the FE code with its built-in 

(domain) procedure. In that case, measured Dirichlet boundary conditions were applied to the 

elastic model. It is worth noting that the J-integral evaluations reported hereafter used contours 

or domains centered on the estimated crack tip positions by both procedures. 

4.1 Methodology 

To calculate the J-integral from measured displacement and strain fields, the stresses need 

to be evaluated. The parts fabricated by FDM were made layer by layer, which led to a 

mechanical behavior similar to that of laminated structures60–62. A plane stress assumption was 

made for each layer. In that case, the strain-stress relationship is written as  
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where (x, y, z) is the global coordinate system, (1, 2, 3) the local coordinate system, ijQ  the 

components of the stiffness matrix calculated by using the transformation matrix,  T , between 

the two coordinate systems 
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Then,  Q  is written as  

       T−−
= TQTQ

1          (4) 

The J-integral is a measure of the energy release rate in a cracked medium and is expressed, 

in the form of a contour integral23 

 











−= ds

x
dywJ

u
t          (5) 

where  is a contour surrounding the notch tip, w  the strain-energy density, t  the traction 

defined with the outward normal along  , u  the displacement vector, and s the curvilinear 

abscissa along  . 

Several methods were proposed to calculate experimentally the J-integral24,25,27. Thanks to 

the similarity between additively manufactured materials and composites, the formulation such 

as that proposed by Catalanotti et al.24 may prove suitable for 3D printed materials. To calculate 

the J-integral in a composite material, the authors proposed a formulation derived from Rice’s 

work23. It is calculated using displacement, strain and stress data with a rectangular contour 

enclosing the crack tip. The J-integral was computed point-by-point along each edge of the 

contour24 
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where  σ  is the average stress vector,  ε  the corresponding strains,  n  the contour normal, 

1n  the contour normal in the crack direction, and  1xu  the displacement gradient. The mini-
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SENT sample was made by a succession of +45° and -45° layers. The average stresses were 

computed from the transformed stiffness matrices of the +45° and -45° plies, 
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The J-integral was then assessed from the sum of all discrete contributions of each subset 

center. 

In the present case, contour integrals were used to evaluate J. An alternative route is to resort 

to domain integrals63–65. This path was not followed in this first procedure because 

nonlinearities were suspected to occur in the vicinity of the crack tip. Conversely, procedure 2 

utilized built-in methods of the selected FE code. 

4.2 Method validation 

Since the J-integral is path independent23, different contours were considered. However, to 

avoid nonlinear effects in the vicinity of the crack tip, the path independence was carefully 

checked on domains not too close to the crack tip27,34. Further, the method was also applied to 

displacement and strain fields obtained by a finite element calculations. Then the J-integral 

was computed based on kinematic fields obtained by DIC measured on the surface of the 

specimen. 

4.2.1 Application with FE kinematic fields 

DIC measured displacements were taken as boundary conditions and the FE code computed 

displacements and strains over the considered surface (Figure 5). Based on these computed 

fields, the J-integral was calculated using both methods described above. Twenty-five contours 

were chosen in the crack tip vicinity area. The first contour (contour 45) was positioned at a 

distance of 270 µm from the crack tip and the last one (contour 70) at 420 µm. This area was 

chosen far enough from the crack tip to avoid possible experimental nonlinearities. The strategy 

for constructing and designating these contours is described in Figure 9(A). Contour N is a 

square centered about the crack tip and passing through the Nth crack path node to the right. 

The J-integral levels calculated on these contours are compared in Figure 9(B) to those 

determined directly by the FE code [31]. Both methods give constant values for all selected 
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contours. Last, there was a systematic offset of 4% between the two methods. This was level 

was considered sufficiently small to validate the present implementation. 

 

  

(A) (B) 

Figure 9: (A) Contours selected to calculate the J-integral. (B) J-integral as a function of 

contour number (step 666) for both procedures. 

 

4.2.2 Application to experimental fields 

Kinematic fields measured by DIC on the surface of additively manufactured ABS sample 

were used to calculate the J-integral. The average stresses were computed from the transformed 

stiffness matrices (expressed in MPa) of the +45° and -45° plies 
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leading to the global stiffness matrix 
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It is worth noting that the elastic properties are nearly isotropic, which is to be expected for 

FFF-made samples. 

Figure 10 shows the effect of the contour position on the J-integral computed at step 666. 

The levels of the J-integral of the closest contours to the singularity were not taken into 

consideration27. Large deformations in that area may bias the results66,67. For contours located 

farther away from the crack tip, the results were close with a gap not exceeding 1.7%. The 

contour independence confirms that the computation of the J-integral in an AM polymeric 

Crack tip
(Node 105)

Contour 45

Contour 70

×××××××××××××××××
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material can be made by following the method based on DIC measured fields. This method 

was presented in the literature as being independent of the crack tip location, by considering a 

contour large enough to contain the crack tip throughout the test25,26.  

 

 

Figure 10: J-integral as function of contours number (step 666) 

 

Such approach makes it possible to obtain the change of J without necessarily locating the 

point of the crack tip, a task that may be complicated to carry out. Thanks to the two procedures 

of crack tip location presented in Section 2, the effect of crack tip location on the level of J can 

be analyzed. This task will be the subject of the next section. 

4.3 Results and discussions 

4.3.1 Crack tip location effect  

The J-integral was computed by contour integration using experimentally measured strains 

and displacements. Both crack extension laws (Figure 8) were considered. For each load step, 

the contour was placed in such a way that it contained the crack tip while ensuring that most 

of the surface it covered was in front of the crack tip.  

Figure 11 shows the J-integral history in both parts of the test. At the beginning of the test 

(Figure 11(a)), the J-integral was null because no crack was detected on the surface of the 

material until step 540. From this step on, strain concentrations occurred at the location where 

the crack initiated. This phase, which preceded the actual initiation (between steps 540 and 

562), gave rise to nonzero values of J that remained very low (i.e., less than 0.2 kJ/m²) until 
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the initiation of the crack at step 563, which caused a significant increase in J. It is recalled 

here that in this test the measured fields were reinitialized at step 565 to zoom in around the 

crack vicinity. At this step, the J-integral was also reset, and referred to J. 

 

  
       (A)             (B) 

Figure 11: J-integral calculated by experimental method on both test parts with crack tip 

location given by the two proposed procedures; (A) test part 1, (B) test part2. 

 

During the second part of the test, the value of J increased continuously when using the 

crack tip location given by procedure 2 (Figure 11(B)). The curve took the expected shape of 

the variation of J as a function of the load applied to the tested sample27,68. However, this was 

not the case using the position of the crack tip given by procedure 1. Results in Figure 11(B) 

(green curve) show a discrepancy appearing between steps 600 and 700 where the value of J 

increased abnormally before suddenly falling off. This trend was due to bad positioning of the 

integration contour. During this period of time, the contour was not correctly placed around the 

crack tip but rather downstream by a significant amount (see Figure 8 between steps 600 and 

700) and this is confirmed by the variation curve of J. This observation further proves that 

the results provided by procedure 1 cannot be trusted in that part of the analysis. Last, given 

the level of J at the end of the first part (i.e., of the order of 1 kJ/m2) and that observed in the 

second part (tens of kJ/m2), the increment J is very close to the total fracture energy. 

It emerges from this analysis that the experimental method of calculating J directly from 

kinematic fields measured by DIC can be applied to AM polymeric materials. Yet, its accuracy 

depends on integration contour location. It therefore required to be assisted by an accurate 

Δ
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method of locating the crack tip around which this contour will be placed. In the next section, 

a comparison will be carried out between the results given by this method and those obtained 

by FE simulations for the same crack tip location. 

4.3.2 Experimental vs. FE evaluations of J 

The finite element model established to follow crack growth (procedure 2) calculated at 

each step the J-integral with the built-in procedure of the FE code38. The J-integral variation is 

compared in Figures 12 and 14 to those obtained by the experimental method based on DIC 

measurements. The results of the two parts of the test are analyzed separately. The crack tip 

position given by procedure 2 was considered as it was deemed more reliable than the strain-

based procedure.  

▪ Test part 1 

A similarity is noted when comparing the results given by the experimental method and the 

FE computations. Both methods detect a very low level of J in this part of the test but its 

variation was different. For the experimental method (procedure 1), J remained equal to zero, 

and non-zero values were measured only a few instants before initiation, which was not the 

case for the FE-based procedure (2). The calculation gave nonzero values of J early in the test 

even though the crack was physically nonexistent. Despite the very low values, it was 

interesting to investigate the possible causes of such differences. From the results of Figure 8, 

the initiation instant was defined as the first nonzero crack increment. The initiation time is 

depicted with the dashed box in Figure 12 and leads to a value of J less than 1 kJ/m². 



21 

 

 

Figure 12: J-integral variation for the two procedures (experimental and FE). The dashed 

box depicts the estimated initiation instant. 

 

In the finite element model established to find the crack tip position (procedure 2), the crack 

path was preset and at least one node was split. Each node on this path could be chosen as crack 

tip but only one node gave the minimum value of the displacement residual and it was the best 

approximation for crack tip location. When the modeled surface (i.e., the ROI chosen in DIC, 

see Figure 5) was free from any crack, the node for which the error will be minimal was that 

located on the left edge of the surface. The crack tip was thus located numerically on the edge 

of the ROI while physically it may lie outside the ROI. This shift induced an overestimation of 

the J-integral obtained numerically compared to the experimental route. To confirm this 

hypothesis, a second calculation was run using an elastic calculation driven by the measured 

boundary conditions with no crack. The identification error between the measured and 

computed displacements of the second FE simulation, ( )crack no , was calculated for each 

load step. Then, it was compared to the error of the initial model (with crack) by plotting the 

variation of the error difference 
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When  > 0, the solution with no crack is likelier than that with a small crack. Conversely, 

when  < 0, the solution with a crack is more trustworthy. For each step, the values of  are 

reported in Figure 13(A). At the beginning of the test, the error difference   was very small 

(i.e., less than the noise floor uncertainty). Then, the difference between the two models was 
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more important, in favor of the model with no crack. From image 562 on, the initiation of the 

crack changed the trend, and therefore the model with no crack was less consistent with the 

experiment. This observation confirms that the choice of a point of the crack on the edge of the 

ROI caused an overestimation of J compared to that obtained by the experimental method. The 

corrected J-curve is equal to zero up to image 562 (FEM’ in Figure 13(B), and then it coincides 

with the previous results. This new estimation of the initiation time is consistent with what was 

obtained with the crack extension (Figure 12). It is worth noting that this additional analysis 

was conducted thanks to the results provided by the first procedure. Had it not been utilized, 

such additional study would not have been undertaken. 

 

 
 

(A) (B) 

Figure 13: (A) Difference in identification error for the two models for the first part of the 

test. (B) J-integral obtained with procedure 2 when assuming the presence of the crack right 

from the beginning of the test (procedure 2) or only when  < 0 (procedure 2’) 

 

Figure 14 shows a comparison between the measured and computed longitudinal 

displacement fields for key load steps of the first part of the test by reporting the residual map. 

These maps are compared with the variation of J as well as the identification error. The error 

maps show that the displacements were consistent with the experiment since the residuals were 

small (i.e., the mean value of   was equal to 0.8 µm which is only eight times the displacement 

uncertainty). This result means that the behavior of the material introduced in the model and 

the boundary conditions achieved a very good level of accuracy. From step 560 on, a process 

zone appeared and became more evident at step 562 in which the behavior of the material was 
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no longer elastic close to the crack tip. In 3 s, the welding joint between the filaments of the 

contour forming the notch was broken and the crack was open. The presence of the notch and 

the gradual loading created a process zone located at the crack tip (Figure 14, step 565). 

Plasticity was confined in the immediate vicinity of the crack tip, its impact on the J-integral 

remained minimal because the contour on which J was calculated was sufficiently large. 

 

Figure 14: Residual displacement fields (mm) for different load steps for the first part of the 

test 

4.3.2.1 Test part 2 

In the second part of the test, from the kinematic fields measured at the surface of the 

material the J-integral was calculated using both methods (Figure 15). Until step 772, both 

methods yielded almost the same levels of J (Root Mean Squared error = 0.46 kJ/m²). From 

step 772 on, the results diverge, namely, the experimental procedure gave higher values of J 

than those computed by the FE-based procedure. In section 2, when analyzing identification 

error variations in the second part of the test, a first assumption was made regarding the origin 

of the offset between experimental and computed fields (i.e., nonlinearities in the process zone 

and 3D effects close to the crack front). For higher levels, plastic deformations and damage 
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appeared elsewhere than around the crack tip (Figure 3) so that the error between measured 

and computed displacements and strains increased, which led to the J-integral offset.  

 

  

(A) (B) 

Figure 15: (A) J-integral changes using both procedures with the same crack tip location. 

(B) Corresponding J-R curves.  

 

Residual longitudinal displacements maps reported in Figure 16 evidence these effects. For 

relatively low loads (e.g. step 650), the FE model described rather well the material behavior 

and the identification error in displacement did not exceed 13 µm. It is worth noting that along 

the propagation path one additional source of error is related to DIC as the corresponding 

measurements may be biased because of displacement discontinuities induced by crack. The 

evaluation of the J-integral by both methods yielded almost the same level. From step 772 on, 

the plastic deformation extended to locations other than the crack tip vicinity, which made the 

FE model not very precise because it did not consider the plastic behavior. This is also true for 

the experimental procedure in which the stress levels were overestimated since they were 

computed by using the total strains evaluated via DIC. In the FE model, the computed value of 

J related only to the main crack whereas in the experimental method it included nonlinear 

deformations that appeared elsewhere in the specimen (Figure 3). 
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Figure 16: Residual longitudinal displacement fields (mm) for two steps of the second part 

of the test. 

 

5 CONCLUSION 

In order to investigate the fracture behavior of AM ABS, two methods for evaluating the J-

integral and crack growth were examined. It was shown that the J-integral could be obtained 

accurately by both methods during most of the propagation regime. The FE-based method 

showed very high robustness to accurately locate the crack tip, and the J-integral calculation 

was based on local DIC measurements. The analysis of the initiation regime showed that the 

experimental procedure could better capture the early initiation steps. It allowed the numerical 

procedure to be supplemented by an additional analysis with no crack. From such analysis, the 

initiation time was shown to be fully consistent with its estimate based on the crack advance. 

In the present case, both methods were needed to accurately quantify crack initiation and 

propagation.   

The investigated procedures were shown to be well adapted to polymeric 3D printed 

materials and gave access to micrometer scales that have an important effect on the mechanical 

properties of such materials. The applicability of these methods is not limited to the 

identification of fracture properties of AM polymer parts but can also be extended to the 

determination of other mechanical properties. The FE-based method applied in this study 

makes it possible to locally check the validity of the elastic properties (as shown herein) or 

even enrich the model to describe the nonlinear behavior in the process zone.  
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