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Abstract

This paper puts forward a projection technique for accurately calculating solutions of large Quadratic
Eigenvalue Problem. The aim here is to stabilize the complex eigensolutions whilst reducing residual errors,
especially when considering significant damping contribution or asymmetric stiffness matrices. Hence, more
confident results can be obtained in the frequency band of interest. To achieve this, high order modes,
calculated using the homotopy perturbation technique, are introduced in the projection step of the classical
method. This numerical proposal is a generalization of the classical projection, based only on normal modes
of the associated undamped problem. To evaluate the efficiency of the suggested method, a finite element
application dedicated to a friction-induced vibration problem is investigated.

Keywords: Quadratic Eigenvalue Problem; Homotopy; Perturbation; Projection; Nonlinear vibration;
Friction-induced vibration

1. Introduction

In mechanical engineering, the modal analysis of large undamped structures discretized by the Finite
Element Method (FEM) is performed using the Generalized Eigenvalue Problem (GEP) from the definition
of mass and stiffness matrices. However, when damping is of main interest or in other applications, such as
vibroacoustics, fluid dynamics or friction-induced vibration problems, solutions are the results of a Quadratic
Eigenvalue Problem (QEP) for which a complete and practical survey can be found in [1]. In this case, large
discrete models require a projection onto a relevant subspace. In modal analysis, the classical method uses
a basis built with a set of eigenvectors of the associated undamped model. For the complex applications
cited above, this basis is not generally optimal and can lead to significant errors. For example, for a friction-
induced vibration problem, one of the reasons for potential errors is that the coupled normal modes are a
poor representation of the model dynamics subjected to friction. Many methods (sub structuring, component
mode synthesis, condensation, reanalysis techniques, etc.) are based on the construction of reduced models
by means of projection on a basis of displacements. It is known that these methods provide accurate
results when properly used, or in other words, when the reduced subspace spanned by the columns of the
rectangular projection matrix represents a close approximation of the full order model [2]. It is also known
that increasing the subspace size with additional vectors of the same type slowly improves the solutions and
is not interesting for numerical cost reasons.

It is thus more interesting to investigate other categories of subspaces already used in other contexts such
as Taylor series [3], perturbations techniques [4, 5, 6, 7], Padé approximant [8, 9] or Homotopy Perturbation
Method (HPM) introduced by He [10]. At first, the HPM was used in the literature to calculate nonlinear
solutions for different applications. Duigou et al. [11] have associated homotopy, asymptotic numerical
techniques and Padé approximants to investigate the vibrations of damped sandwich structures whereas
Boumediene et al. [12] have developed a reduction method for solving the complex nonlinear eigenvalue
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problem regarding viscoelastic structures. Sun et al. [13] have provided numerical solutions for sound-
propagation computations using the homotopy method. Next, Lee et al. [14] have searched for asymptotic
solutions of nonlinear problems with the HPM to yield natural frequencies. For vibroacoustic applications,
Claude et al. [15] put forward a numerical method to solve non-symmetric eigenvalue problems and discussed
of the efficiency of eigensolvers depending on Taylor or asymptotic expansions in [16]. Recently, the same
authors have suggested computing damped eigenfrequencies and modes with a high order Newton solver,
based on homotopy and perturbation techniques [17]. Secondly, several authors have considered the HPM
to estimate modified solutions of a perturbed problem by reanalysis or by Reduced Order Model (ROM).
Indeed, Sliva et al. [18] suggested solving the new eigenvalue problem with the combination of a homotopy
transformation and the perturbation method. Next, Li et al. [19] have worked on the calculation of complex
eigenpairs of modified asymmetric systems as a way of creating a Campbell diagram of the modified rotor
system. Massa et al. [20] have integrated two-level homotopy techniques to estimate instabilities of a
friction-induced vibration problem. Do et al. [21] used the HPM to reanalyse modal bases of modified
components of a mechanical system before using them in the component modal synthesis. More recently,
Massa et al. [22] have defined a ROM for a linear modal analysis by considering a projection basis made of
high order perturbed eigenvectors.

In this paper, we suggest using the HPM to compute QEP high order modes. These modes are used
to build an enriched projection basis before solving the reduced QEP resulting from a dynamic analysis
of structures discretized by the FEM. With the classical method, variations of the complex eigensolutions
values are often observed when the number of normal modes in the projection basis is modified. With the
suggested method, the aim is to stabilize the results of the QEP while reducing the residual errors. The
quality of the eigensolutions is thus improved and results are proven to be more accurate.

Section 2 reviews the QEP and its classical way of resolution. Section 3 generalizes the classical projection
basis to higher order eigenvectors. Next, section 4 presents an example of a friction-induced vibration
problem. Finally, section 5 offers a summary of our conclusions for this novel strategy.

2. Quadratic Eigenvalue Problem definition

Although some problems in structural dynamics are defined by non-symmetric matrices, only the right
quadratic eigenvalue problem will be discussed in the sequel. Let us consider the QEP given by Eq.(1) :

(
K + siC + s2iM

)
ψi = 0 (1)

where si and ψi, are respectively the ith eigenvalue and the ith right eigenvector.

M, C and K are respectively the [N × N] mass, damping and stiffness matrices of the discretized
mechanical system, with N representing the number of Degree Of Freedom (DOF). The case where the
three matrices are Hermitian positive definite, or positive semidefinite for C and K, corresponds to a
structure modeled with viscous damping. This QEP corresponds also to a damped mechanical system
where components are coupled by normal contact entries. Eigenvalues of such problems are real or complex
conjugate and come in pairs. For gyroscopic systems, M and K are Hermitian, with M definite positive,
and C skew Hermitian (C = −CH , with CH the conjugate transpose of C). In this case, eigenvalues are
purely imaginary. When the mechanical system is subjected to friction (such as friction-induced vibration
problems), tangential loads induced a non-symmetric stiffness matrix resulting from the tangential coupling.
Even if damping is not considered, complex solutions of the latter QEP can reveal positive real parts which
make it possible to determine the stability of the system. Other types of problems such as vibroacoustic,
fluid mechanics studies, control theory in the field of automatic and even numerical optimization can also be
reduced to a QEP. For a complete description of these applications, the interested readers can refer to the
paper of Tisseur et al. [1]. The suggested algorithm can be applied to the aforementioned problems. In this
paper, we will specifically illustrate the case of a friction-induced vibration problem because the friction effect
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can introduce large errors in the evaluation of complex eigensolutions. The well-known global QZ algorithm
[23] is efficient for solving the QEP of small discrete numerical systems (typically when N<1000). For large
Finite Element (FE) models, a projection onto a T subspace is needed to build a reduced approximate
modal problem that is compatible with the QZ algorithm. In practice, the subspace T is made up of the
first normal modes of the associated conservative system given by Eq.(2) :

(
K− ω2

iM
)
φi = 0 (2)

where ωi and φi, are respectively the ith natural circular frequency and the ith normal mode.

Considering both the projection basis and the linearization of the QEP (according to the definition in
[1]), one can obtain a GEP of the second companion form given by Eq.(3).

Aui = siBui (3)

where A =

[
−TTKT 0

0 TTMT

]
, B =

[
TTCT TTMT
TTMT 0

]
, ui =

(
qi
s∗i qi

)
and ψ∗i = Tqi, s∗i and

ψ∗i are approximations of the QEP eigensolutions in Eq.(1).

The above strategy is common and largely implemented in commercial finite element softwares. In most
of the practical problems, particularly the modal analysis with viscous damping, solutions of Eq.(3) are very
satisfactory. When studying the stability of rubbing systems, some discrepancies arise which could alter the
judgment of the behaviour of the mechanical system. These errors can be reduced by adding appropriate
modes calculated from the HPM presented in the next section.

3. Homotopy resolution of the QEP equation

Many physical phenomena are modelled using systems of nonlinear differential equations, which is a
straightforward way to describe their behaviours. As these equations are generally difficult to solve, many
alternative and powerful methods have been developed over the last few years, for instance, the decomposition
method [24], the variational iteration method [25, 26], the HPM [27], Generalized Homotopy Method (GHM)
[28] and the differential transform method [29]. Each method is limited to a special class of integro-differential
equations and short reviews are available for different applications [30, 31]. The Homotopy Perturbation
Method, used in this paper to build the projection space, has been improved from 2000 to present days
[32, 33, 34] and applied to study different problems integrating nonlinear oscillators [35, 36].
The following section details an implementation of the homotopy perturbation technique for solving a QEP
problem where matrices can be asymmetric.

3.1. Homotopy Perturbation technique
Solutions of non-linear equations can be obtained using the HPM which combines the standard homotopy

in topology and the perturbation technique. The idea behind the HPM is to separate the linear and non-
linear parts of the problem and to introduce an embedding parameter ε to highlight the non-linearity.
Assuming that the embedding parameter is small, approximate solutions of the non-linear equations can be
written as a power series in ε.

Considering the general case of the QEP, the basic idea of the suggested methodology is to introduce
the HPM in two ways. The first one concerns the symmetric and asymmetric contributions of the mass and
stiffness matrices. The decomposition in Eq.(4) represents the symmetric contribution, the S index, and the
asymmetric contribution, the A index. Decomposition is presented here for both mass and stiffness matrices
for the sake of generality but the asymmetric contribution can easily be suppressed in the case of a purely
symmetric matrix.
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M = MS + εMA

K = KS + εKA

(4)

where MS , MA, KS , KA stand for the symmetric and asymmetric decomposition of the mass and
stiffness matrices, respectively.

The second decomposition is related to damping which is completely considered as a non-linear part of
Eq.(1). The decomposition of the damping matrix C is then different as all entries are considered to be
asymmetric contributions such as :

C = εCA (5)

According to the HPM, the ith eigensolution of Eq.(1) is developed as a power series in ε with a nominal
term, the (0) index, and higher order contributions, indexed by (n), such as :

si = s
(0)
i + εs

(1)
i + . . .+ εns

(n)
i + . . .+ εds

(d)
i

ψi = ψi
(0) + εψ

(1)
i + . . .+ εnψ

(n)
i + . . .+ εdψ

(d)
i

(6)

where d is truncation order.

Substituting Eq.(4), Eq.(5) and Eq.(6) into Eq.(1), the QEP is rewritten as follows :

[
(KS + εKA) +

(
s
(0)
i + εs

(1)
i + . . .+ εns

(n)
i + . . .+ εds

(d)
i

)
εCA

+
(
s
(0)
i + εs

(1)
i + . . .+ εns

(n)
i + . . .+ εds

(d)
i

)2
(MS + εMA)

]
(
ψ

(0)
i + εψ

(1)
i + . . .+ εnψ

(n)
i + . . .+ εdψ

(d)
i

)
= 0

(7)

From Eq.(7), it is possible to identify the nth homotopy order and the high order vectors associated with
that order. The next subsections describe the form of the nominal (0th order), the 1st order and any nth
order of the high order vectors.

3.2. Identification of the nominal terms
Terms of the 0th order are simply obtained setting ε = 0 in Eq.(7) leading to a GEP of the form :

(
KS + s

(0)2

i MS

)
ψ

(0)
i = 0 (8)

where s(0)i is the ith nominal eigenvalue and ψ(0)
i is the ith nominal eigenvector.

Eq.(8) has no asymmetric contributions. Moreover, substituting s(0)i by jω
(0)
i (with j, the imaginary

unit), the problem is equivalent to the linear eigenvalue problem in Eq.(2) and can be computed with a
classical eigenvalue algorithm, for example a Lanczos solver, with eigenvectors normalized according to the
mass matrix such as :

ψ
(0)T
i MSψ

(0)
i = 1 (9)

4



3.3. Identification of the 1st order terms
Considering only the 1st order terms, Eq.(7) is rewritten as followed :

(
KS + s

(0)2

i MS

)
ψ

(1)
i +

(
2s

(0)
i MSψ

(0)
i

)
s
(1)
i + G

(1)
i = 0

G
(1)
i =

(
KA + s

(0)
i CA + s

(0)2

i MA

)
ψ

(0)
i

(10)

Premultiplying (10) by ψ(0)T

i and considering Eq.(8), the 1st order eigenvalue is written as :

s
(1)
i =

−ψ(0)T

i G
(1)
i

2s
(0)
i

(11)

Eq.(10) can be rewritten to be of the form of Eq.(8) with a non-zero right member :

(
KS + s

(0)
i MS

)
ψ

(1)
i = F

(1)
i (12)

where F
(1)
i = −

(
2s

(0)
i MSψ

(0)
i

)
s
(1)
i −G

(1)
i

Unfortunately,
(
KS + s

(0)2

i MS

)
is not invertible. Another equation is needed to determine ψ(1)

i .

The chosen solution follows Wang’s proposal for the calculation of eigenvector derivatives in [37]. The
idea is to express each perturbed eigenvector as a linear combination of the 0th order eigenvectors ψ(0)

i , i.e
normal modes, of the system. For the 1st order eigenvector, the linear combination reads:

ψ
(1)
i =

N∑
k=1

c
(1)
k ψ

(0)
k (13)

In practice, the number m of available normal modes is lower than N. A common solution is to complete
the development with a static correction term Γ

(1)
i . The linear combination Eq.(13) is then rewritten as:

ψ
(1)
i =

m∑
k=1

c
(1)
k ψ

(0)
k + Γ

(1)
i

Γ
(1)
i = K−1S F

(1)
i −

m∑
k=1

ψ
(0)
k F

(1)
i

w
(0)2

k

ψ
(0)
i

(14)

For i 6= k, coefficients c(1)k are calculated with Eq.(15).

c
(1)
k 6=i =

ψ
(0)T

i F
(1)
i

w
(0)2

k − w(0)2

i

(15)

If i = k, Eq.(15) cannot be evaluated. The coefficients c(1)k=i have to be determined by other means. A
second convenient normalization, given by Eq.(16), is considered. Instead of directly considering a perturbed
mass normalization homogeneous to Eq.(9), this equation links the 0th order eigenvector ψ(0)

i and the high
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order eigenvector ψi to the full mass matrix. The aim is to limit the complexity of the following developments
and use the orthonormal property of Eq.(9).

ψ
(0)T

i Mψi = 1 (16)

Introducing Eq.(4) and Eq.(6) in Eq.(16) and keeping only the 1st order terms, Eq.(17) reads as :

ψ
(0)T

i MSψ
(1)
i +ψ

(0)T

i MAψ
(0)
i = 0 (17)

Substituting the 1st order eigenvector by the linear combination given by Eq.(13) and considering that
normal modes are MS orthonormals, the c(1)k=i coefficient can be calculated with Eq.(18).

c
(1)
k=i = −ψ(0)T

i MAψ
(0)
i (18)

3.4. Identification of the nth order terms
Following the developments detailed in section 3.3, expressions to evaluate any nth order of the ith

eigensolutions can be determined and are given by Eq.(19) to Eq.(25).

(
KS + s

(0)2

i MS

)
ψ

(n)
i = F

(n)
i (19)

where

F
(n)
i = −

(
2s

(0)
i MSψ

(0)
i

)
s
(n)
i −G

(n)
i (20)

G
(n)
i = KAψ

(n−1)
i + CA

n−1∑
k=0

ψ
(k)
i s

(n−k−1)
i + MA

(
n−1∑
k=0

(
n−1−k∑
l=0

s
(l)
i s

(n−k−l−1)
i

)
ψ

(k)
i

)

+ 2MS

n−1∑
k=1

s(0)s
(k)
i ψ

(n−k)
i + 1{n≥3}

bn2 c−mod((n+1),2)∑
l=1

(
n−l∑
k=l+1

(
s
(l)
i s

(k)
i ψ

(n−k−l)
i

))
+ MS

bn2 c∑
k=1

s
(k)2

i ψ
(n−2k)
i


(21)

where mod(x, 2) is the modulo 2 of x, bxc corresponds to the greatest integer less than or equal to x,
also denoted floor(x) and where the indicator function 1{n≥p} equals 1 if n is superior to p and 0 otherwise.

s
(n)
i =

−ψ(0)T

i G
(n)
i

2s
(0)
i

(22)

ψ
(n)
i =

m∑
k=1

c
(n)
k ψ

(0)
k + Γ

(n)
i

Γ
(n)
i = K−1S F

(n)
i −

m∑
k=1

ψ
(0)T

k F
(n)
i

ω
(0)2

k

ψ
(0)
i

(23)
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c
(n)
k 6=i =

ψ
(0)T

i F
(j)
i

ω
(0)2

k − ω(0)2

i

(24)

c
(n)
k=i = −ψ(0)T

i MAψ
(n−1)
i (25)

The computation of perturbed eigensolutions has to solve a linear system of size N (Eq.(14) or Eq.(23))
for each mode which can be time consuming for large systems. However the symmetric contribution of the
stiffness matrix involved in these expressions can be decomposed once to minimize the additional computa-
tional cost.

3.5. Construction of the projection basis
With the classical method, the projection basis T is built with nm normal modes of Eq.(2), such as :

T = [φ1 . . . φnm] (26)

Since this basis is obtained with the associated conservative system’s solutions, the subspace contains
no information of damping nor any matrix asymmetric contributions. Thus, the key idea of the suggested
method is to integrate damping and asymmetric information into the projection basis with additional order
modes calculated from HPM. In a sense, the suggested method, further named HOPEP in this paper,
retains the same characteristics of the classical method for large problems, namely linearization of the QEP,
projection to reduce the corresponding GEP and then resolution with a global algorithm. HOPEP can then
be considered as a generalization of the classical method.

Consequently, the projection basis T in HOPEP takes the following form :

T =
[
φ

(0)
1 . . . φ(0)

nm ψ
(1)
1 . . . ψ(d)

m

]
(27)

where m is the number of complex perturbed modes at each order. It is worth noting that the same
number of normal modes is retained in expansions Eq.(14) and Eq.(23). This solution guarantees a constant
number of normal modes for the computation of the perturbed modes during the iterations of the HOPEP
algorithm. Several tests have also shown that increasing the number of normal modes did not significantly
improve the results.

When dealing with complex values in a numerical analysis, it is common practice to separate the real and
imaginary parts of mathematical expressions. This solution allows the preservation of as much information
as possible but doubles the number of modes in the projection basis, and therefore the time to solve the QEP.
A more economic solution considers only the real parts of perturbed eigenvectors. It is important however to
keep sufficient information in the real part before decomposing complex quantities. It is a common practice
[38] to scale the complex matrix with the maximum value in each column and retain only the modified real
part.

As the projection basis T in HOPEP is composed of a set of modes from different types or orders, it
is mandatory to proceed with orthonormalization phase. Here, two numerical methods have been identi-
fied. The first method is the so-called iterative Gram-Schmidt process [39]. This method is very accurate
and allows for the computation of an orthormal basis preserving the initial size. The second method, imple-
mented in the Structural Dynamics Toolbox [40], orthonormalizes the projection basis using a preconditioned
Cholesky decomposition and eliminates possible collinear vectors using a singular value decomposition. An
advantage of this second solution is a lower numerical cost. For both methods, vectors of the basis are
normalized thanks to the identity matrix.
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Once the different calculations detailed above have been performed, the modified projection basis T is
used in Eq.(3) to solve approximate solutions of the QEP.

Many tests have shown that HOPEP’s performance relies on a good balance between the number of
normal modes, the number of perturbed eigenvectors and the maximum homotopy order. The flowchart
in Fig. 1 depicts a strategy to efficiently build the projection basis. The algorithm mainly focuses on the
sequence and criteria used to define the number of normal modes and the maximum homotopy order. Indeed,
the number of perturbed eigenvectors (m) is fixed to the number of mode of interest since a stabilization of
all complex eigensolutions is required in the entire frequency band. It is worth noting that every change in
the projection basis is followed by a new evaluation of the QEP.

Initialize with nm
normal modes

n = 1

Add m homotopic
vectors of order n

Solve QEP

Residue
improvement
criterion
satisfied?

Solve and add a
percentage of nm
normal modes

Eigensolution
convergence
criterion
satisfied?

n = n + 1

End

Yes

No

No

Yes

Figure 1: Construction of the projection basis.

Starting with several normal modes equals to the number of modes in the frequency band of interest,
additional normal modes or homotopy orders are iteratively added to the projection basis. The process is
achieved by monitoring the evolution of the residual error and the convergence of eigensolutions. For each
mode, the residual error is calculated using the Manhattan norm of the residual vector defined by Eq.(28):

Ri = ‖
(
K + s∗iC + s∗2i M

)
ψ∗i ‖1 (28)

8



It is expected that perturbed eigenvectors of any order added to the projection basis, will reduce the
residual errors for all complex modes compared to those calculated at order 0. However, in practice, it
is more relevant to first increase the number of normal modes rather than homotopy order if the residual
error is not reduced for all modes, or at least a large number of them. It is important to note that an
increase in normal modes has no effect on perturbed eigenvectors previously calculated since they required
only the first m normal modes in Eq.(14) or Eq.(23). Perturbed eigenvectors already calculated can thus be
stored and reused. The convergence criterion is evaluated using the relative errors between eigensolutions
of two successive orders. In practice, it is sufficient to monitor only the real parts of eigensolutions. The
algorithm stops when relative errors for all modes of interest are inferior to a given threshold, otherwise a
new homotopy order is added to the projection basis.

In the next section, the different projection basis configurations detailed above are studied in a finite
element application dedicated to a friction-induced vibration problem.

4. Application of the HOPEP method

The stability of a brake system can be analyzed in the Lyapunov sense through the frequency method.
This method involves performing a Complex Eigenvalue Analysis (CEA), in which the system of equations
is linearised around a stationary state. Positive real parts of complex eigenvalues allow to state for unstable
modes.

All tests performed on the brake model described in section 4.1 require a starting phase presented in
section 4.2. Sections 4.3 and 4.4 analyse the effects of key parameters thanks to the convergence of complex
eigensolutions and to the evolution of the residual error. The algorithm presented in section 3.5 is applied
in section 4.5. In each case, the frequency band of interest is inferior to 20 kHz. In this frequency band, 74
complex modes are computed from the classical projection method.

For all tests, homotopy developments are limited to a 6thorder which represents a good balance between
precision and numerical cost. Results are analysed thanks to the evolution of the QEP residues and relative
errors on complex eigensolutions. For complex eigenvalues, standard formulations compare the real parts
Eq.(29) and the natural circular frequencies Eq.(30), separately. The chosen relative error in complex
eigenvectors, defined by Eq.(31), is of the most accurate since major errors in only one vector component
are noticed. It is normal to consider that a value below 10% denotes a very good agreement. An eigenvector
correlation is performed with the most widely used Modal Assurance Criterion (MAC), as recalled in Eq.(32)
for complex quantities.

eRe(si) =
Re(s

∗(n+1)
i )−Re(s∗(n)i )

Re(s
∗(n+1)
i )

(29)

e|si| =
|s∗(n+1)
i | − |s∗(n)i |
|s∗(n+1)
i |

(30)

eψi
=
‖ψ∗(n+1)

i −ψ∗(n)i ‖
‖ψ∗(n+1)

i ‖+ ‖ψ∗(n)i ‖
(31)

MACik =
‖ψ∗(n+1)H

i ψ
∗(n)
k ‖

2

‖ψ∗(n+1)H
i ψ

∗(n+1)
i ‖‖ψ∗(n)Hk ψ

∗(n)
k ‖

(32)
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Figure 2: FE model of the simplified brake system.

4.1. Studied model
The case study is a simplified brake system composed of two pads and a disc. An exploded view of the

brake FE model and a detailed view of a pad are depicted in Fig. 2.
Each pad is constituted of a lining with a centered diagonal slot and a back plate. The full mesh

is composed of 23302 nodes and 19104 linear brick elements. The coupled model contains 66490 DOF.
Material properties are cast iron for the disc, steel for the backplates and a sintered material for the linings.

Material behaviour of the disc and backplates is supposed isotropic but transverse isotropic material is
considered for the linings. The dimensions and material properties of each component are reported in Table
1.

A Rayleigh damping has been chosen to model the damping of the three components. Mass and stiffness
damping coefficients, namely α and β, as well as friction coefficient µ between pads and disc are reported
in Table 2.

To complete the model description, fixed boundary conditions for all directions are applied on interior
diameter nodes of the disc (the red markers in Fig. 2) and all translations along x and y are fixed for the
pads. Moreover, a pressure of 25 bars, represented by the red arrows, is applied on the external pad surfaces
and a rotation velocity of 8.17 rad/s around the z axis is applied to the disc to initiate sliding friction.

4.2. Preliminary computations
The FE model of the brake system is pre-computed in the commercial software Abaqus. The stiffness

K0, damping C0 and mass M0 matrices of the uncoupled system (i.e bloc diagonal matrices) are exported
in a dedicated software developed in Matlab. To initiate HOPEP calculations, symmetric and asymmetric
decompositions of the matrices are computed using normal and tangential connectivity matrices TN and
Tf respectively together with Eq.(33) to Eq.(37) :

MS = TT
NM0TN (33)
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Table 1
Geometrical and material parameters of the simplified brake model.

Component Parameter Value Unit

Disc

Thickness 25. mm
Inner radius 95.5 mm
Outer radius 152.5 mm
Density 7200. kg/m3

Young Modulus 130. GPa
Poisson’s ratio (ν) 0.3

Back plate

Thickness 7. mm
Inner radius 96.5 mm
Outer radius 151.5 mm
Angle 2π/7 radians
Density 7300. kg/m3

Young Modulus 170. GPa
Poisson’s ratio (ν) 0.3

Lining

Thickness 10. mm
Inner radius 96.5 mm
Outer radius 151.5 mm
Angle 2π/7 radians
Slot width 5. mm
Density 2600. kg/m3

Young Modulus (Ex) 6.5 GPa
Young Modulus (Ez) 3.5 GPa
Poisson’s ratio (νxy) 0.15
Poisson’s ratio (νxz) 0.20
Shear Modulus (Gyz) 1. GPa
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Table 2
Friction and Rayleigh coefficients for the brake system.

Parameter Value Unit
Friction coefficient µ 0.6
Damping coefficient α 25. s−1

Damping coefficient β 5.10−8 s

MA = TT
f (µ)M0TN −MS (34)

KS = TT
NK0TN (35)

KA = TT
f (µ)K0TN −KS (36)

CA = TT
f (µ)C0TN (37)

4.3. Influence of the projection basis arrangement
This first test shows the mutual influence of the number of normal modes and the homotopy order for

the convergence of complex eigensolutions. In order to do this, three configurations of the projection basis
are considered:

• a gradual increase of sets of normal modes (from nm to 7×nm)

• nm normal modes completed by sets of m perturbed eigenvectors up to order 6

• 2×nm normal modes completed by sets of m perturbed eigenvectors up to order 6

For the three configurations, values of parameters nm and m are fixed to the number of complex modes
of interest (nm=m=74). Perturbed eigenvectors are decomposed into real and imaginary parts and the
projection basis is orthonormalized using the iterative Gram-Schmidt process in order to preserve all available
information.

Fig. 3 shows the convergence evolutions of the eigensolutions namely, real part of eigenvalues, natural
circular frequencies and eigenvector norms, as a function of two successive orders. Residual evolution is
represented as a function of orders. It is worth noting that, for the first projection basis configuration, an
order stands for a set of normal modes. As we would like to observe an improvement for all results in the
frequency band of interest, convergence and residual evolutions are monitored by respectively the maximum
relative errors and the maximum residual errors which are calculated for all modes.

The four graphs in Fig. 3 clearly show that the first configuration of the projection basis does not lead to
improved results although more than five hundred normal modes are kept at the last order. The same remark
applies to the second configuration. Perturbed eigenvectors have no effect when they are associated with the
minimal number of normal modes. For the third projection basis configuration, where the number of normal
modes is doubled, results are very interesting. In fact, in all cases the evolution of the three convergence
criteria present the same decrease, attesting to the stabilization of solutions. The main improvement is
observed for real parts and eigenvector norms where maximum relative errors calculated between order 0
and order 1 are relatively high denoting large discrepancies for some modes. Increasing the homotopy order
significantly reduce these errors which can reach very low values for real parts. For example, reductions of
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(a) (b)

(c) (d)

Figure 3: Influence of projection basis content. Evolution of errors as a function of homotopy orders for: (a) real parts; (b)
natural circular frequencies; (c) complex eigenvector; (d) QEP residual.

two orders of magnitude are obtained with only two homotopy orders. For circular natural frequencies the
maximum relative error is already low (below 1%) between order 0 and order 1 denoting a good evaluation
of these quantities with the classical projection basis. The evolution of residual errors follows the same trend
and confirms a gradual improvement in the QEP solving with increasing homotopy order.

In conclusion, these first results give us two main characteristics of the suggested method. Firstly, the
use of perturbed eigenvectors efficiently improves the QEP solutions provided that the size of the normal
modes basis is greater than the number of mode of interest. Secondly, the stabilization of QEP solutions
can be monitored with only the real part of eigenvalues.

4.4. Influence of normalization scheme
The second test aims to study the influences of the orthonormalization scheme as well as the decomposi-

tion of complex perturbed eigenvectors using either real and imaginary parts (labelled R+I) or modified real
parts (labelled Rm). The projection basis can be orthonormalized either with the Gram-Schmidt process
(labelled GS) or with the Cholesky decomposition (labelled Chol). In all four cases, the configuration of the
projection bases follows the best out of the previous test, namely a normal mode basis of 148 eigenvectors
completed with sets of 74 perturbed eigenvectors up to order 6.

13



As before, Fig. 4 shows the maximum relative errors of the eigensolutions as a function of two successive
homotopy orders and the maximum residual errors as a function of homotopy orders.

(a) (b)

(c) (d)

Figure 4: Influence of projection basis orthonormalization. Evolution of errors as a function of homotopy orders for: (a) real
parts; (b) natural circular frequencies; (c) complex eigenvectors; (d) QEP residual.

Regarding the stabilization of eigensolutions, there is no significant difference between the four configura-
tions meaning that the convergence of complex eigensolutions is not affected by the orthonormalization and
the decomposition schemes. Regarding the evolution of the residual errors, the global trend is the same for
all configurations with a reduction of errors as a function of homotopy order. The best configuration remains
the one which uses the Gram-Schmidt process on the real and imaginary parts of perturbed eigenvectors.
The main difference deals with the gap in residual errors values mainly due to the choice of the modified
real part decomposition and in a lesser extent, to the Cholesky decomposition. However, in both cases the
gap compared to the best configuration does not exceed half an order of magnitude. It is thus interesting
to consider the modified real part decomposition for lower numerical cost reason. Indeed, in that case, the
size of the projection basis is half the size of the other decomposition scheme.

4.5. Application of the HOPEP algorithm
In the HOPEP algorithm, the iterative construction of the projection basis relies on the residue criterion

and the stabilization criterion which govern an increase of respectively the number of normal modes and of
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the homotopy order. The residue criterion at order n is validated if the difference between the residual error
at that order and the residual error at order 0 is negative. Ideally, this criterion should be validated for
all complex modes. In practice, a reasonable threshold can be fixed to 95% of the number of modes. With
the second criterion, solutions of the QEP are considered stabilized if relative errors between real parts of
complex eigenvalues for two successive orders are inferior to a given threshold, typically 5%.

In this section, the behaviour of these two criteria is studied through three configurations of the projection
basis. The first configuration corresponds to the initialization phase of the algorithm where the size of the
normal mode basis is fixed to the nm=74 complex modes of interest. For the second configuration, the
normal mode basis is chosen in a frequency band increased by 10% (up to 22 kHz) and contains nm=93
modes. In the same way, the frequency band for the third configuration is increased by 20% which provides a
normal mode basis with nm=113 modes. For the three configurations the projection bases are progressively
completed by the modified real part of perturbed eigenvectors up to order 6 and are orthonormalized thanks
to the Gram-Schmidt process. We are interested by the 74 first complex modes of the QEP and the threshold
for the stabilization criterion is fixed to 5%.

(a) (b)

Figure 5: (a) Residual criterion checking per mode and (b) stabilization criterion checking per mode as a function of homotopy
orders for the first configuration (nm=74). A red dot indicates an unsatisfactory check.

The results of the first configuration are reported in Fig. 5 with the progression of the homotopy order
(from top to bottom). A red dot indicates that the residual improvement or the stabilization is not valid for
the related mode. With this configuration, the normal mode basis is not sufficient to stabilize the complex
modes in the higher frequency band and the residual error is not improved for 10% of modes, no matter
what the homotopy order is.

In the same way, the results of the second configuration are presented in Fig. 6 and in Fig. 7 for the
third configuration. In both cases, validations of the two criteria have notably improved. However, Fig. 6(b)
shows that six homotopy orders are required to stabilize modes in the entire frequency band. We can also
note that residual errors are improved for the majority of modes at each step of the iterative process. As
expected with the third configuration, results again improved faster since three homotopy orders are enough
to stabilize all modes.

Table 3 presents a focus on real parts and frequencies calculated with the three configurations from order
0 (normal modes only) up to order 3 in a way that shows the behaviour of the results according to the setting
of the projection basis more specifically. In this table, positive values of real parts, which correspond to
unstable modes, are highlighted in light gray. Apart from mode number 46 where results are stable, we can
globally observe once again that real parts of eigenvalues are mainly affected, both in signs and in values.
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(a) (b)

Figure 6: (a) Residual criterion checking per mode and (b) stabilization criterion checking per mode as a function of homotopy
orders for the second configuration (nm=93). A red dot indicates an unsatisfactory check.

(a) (b)

Figure 7: (a) Residual criterion checking per mode and (b) stabilization criterion checking per mode as a function of homotopy
orders for the third configuration (nm=113). A red dot indicates an unsatisfactory check.

Important variations of real part values can be observed for modes number 47, 51 and 52 but they stabilized
quickly with homotopy orders in the third configuration (nm=113).

For mode number 53 the real part is always negative for the first configuration (nm=74) indicating a
stable mode. For the second (nm=93) and the third configurations, this real part becomes positive as soon
as one homotopy order is taken into account but remains negative if only normal modes are considered.
We can also observe that real parts and frequencies completely stabilize with three homotopy orders for the
third configuration.

With regard to modes 48 to 50, important fluctuations of real parts are observed depending on the
number of normal modes used in the projection basis. Regarding the first configuration, starting with three
stable modes, two unstable modes are finally detected if homotopy orders are added. Nevertheless, large
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variations of the values of the real parts lead to a doubtful perception of this result. On the other hand, for
the second and the third configurations, the state of the modes is completely different since only the mode
number 49 is detected as unstable. This situation clearly shows that the stability of the eigensolutions is
governed by a good balance of normal modes and homotopy orders. Indeed, with the highest number of
normal modes without homotopy order, modes number 48 and 50 would be considered as unstable. However,
the amount of normal modes remains essential to improving the convergence of the stabilization as can be
observed for the third configuration compared to the second one.

All observations given above are also strengthened by correlations and relative eigenvector errors reported
in Table 4. Comparison between eigenvectors of the same number can be arguable because it can be seen that
some MAC values, for modes 47 to 49, do not correspond to any agreement between modes shapes. There is
no reference here and eigensolutions are then analyzed in the sense of convergence. One can observe a very
good improvement in correlations and a drastic decrease in errors as soon as both normal mode number
and homotopy orders increase. This is particularly true for the third configuration at order 3 where relative
eigenvector errors are below 1% which denotes quasi identical vectors.

This test shows that the numerical cost can be reduced if the normal mode basis is increased first.
This condition is controlled by the residual improvement at the first step of the algorithm and needs a
reduction in residue for a large number of modes, 98% in that case. Moreover, if less normal modes are
selected, simulations in the second configuration tell us that a better quality of complex eigensolutions can be
obtained with higher homotopy orders. Consequently, for an application such as friction-induced vibration,
the mode’s stability status can be better evaluated.

5. Conclusion

In this study, an homotopy projection basis has been suggested as a generalization of the classical
projection basis used to solve a QEP. The key idea with the HPM is here to consider the asymmetric
parts of the mass and stiffness matrices and full damping matrix as non-linear parts of the problem. The
development of perturbed eigensolutions is formulated in a way to reduce the numerical cost. An algorithm
is also suggested to efficiently build a sufficient projection basis, again, minimizing the additional numerical
cost. The numerical analyses clearly highlight that the new projection basis allows for the good stabilization
of complex eigensolutions in the entire frequency band. Moreover, a significant reduction of QEP residue
confirms the confidence of the results.
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